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MESSAGE CONTENT PROTECTION AND 
CONDITIONAL DISCLOSURE 

RELATED APPLICATIONS 

0001. The present application claims the benefit of com 
monly owned copending U.S. patent application Ser. No. 
60/078,175 filed Mar. 16, 1998, which is incorporated herein 
by this reference. 

FIELD OF THE INVENTION 

0002 The present invention relates to the use of com 
puter networks to both protect message contents by keeping 
them Secret until a specified condition occurs and to disclose 
the message contents in a Specified manner if the condition 
occurs. More particularly, the invention relates to informa 
tion eScrow using computer networks, encryption, replica 
tion, network traversal, and other tools and techniques. 

TECHNICAL BACKGROUND OF THE 
INVENTION 

0003. It is sometimes very important to keep certain 
information Secret unless a particular perSon dies or 
becomes otherwise incapacitated, in which case the infor 
mation should be disclosed in a Specified way. More gen 
erally, it would often be useful to keep information Secret 
until certain conditions occur, and to then disclose the 
information in a particular way. 
0004. Many situations illustrate the need for carefully 
controlled disclosure of Sensitive information. For example, 
consider wills and other Statements made in contemplation 
of one's death. The contents of a will are often kept secret 
from most of the people identified in the will until the person 
who made the will dies. Then, and only then, is the will 
disclosed to the people and the institutions who are (or are 
not) beneficiaries under the will. 
0005. As another example, consider information discov 
ered by a potential whistle-blower or other witness to some 
wrongful act or plot. If the wrongdoing is not promptly 
reported to the proper authorities, a wrongdoer may believe 
that all of the incriminating evidence can be destroyed, and 
may attempt to do So, regardless of the harm inflicted on 
witnesses and others, including innocent byStanders. Evi 
dence is Sometimes lost because a witneSS is reluctant to tell 
others because the evidence would implicate the witness in 
lesser but nonetheless Serious violations, because the evi 
dence raises questions but is not conclusive evidence of a 
crime, or because the witneSS does not wish to place anyone 
else at risk. Thus, it would be helpful to provide a reliable 
way for a witness to preserve a description of events (and 
possibly other information as well), without directly involv 
ing another perSon until disclosure of the information 
becomes necessary. 
0006 Less dramatic but nonetheless important situations 
calling for carefully controlled disclosure also arise in other 
contexts. For instance, a Software company which licenses 
only object code versions of its proprietary Software may 
agree to make the corresponding Source code versions 
available to a licensee if the Software company goes bank 
rupt or discontinues Support, or if Some other Stated condi 
tion occurs. The Source code should be disclosed, but it 
should be disclosed only to the licensee and only when the 
Stated conditions occur. 
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0007 As another example, consider the address data 
bases that correlate domain names with IP addresses on the 
web, password databases, digital certificate databases, mar 
keting databases that correlate email addresses with names 
and other demographic information, bank account data 
bases, and the many other databases that Support electronic 
commerce. An illicit copy of Such a database could be put to 
many unauthorized purposes, So backup copies should be 
Stored Securely. On the other hand, authorized System per 
Sonnel should have ready access to a copy if necessary to 
restore operation of the System. 
0008 Accordingly, mirroring servers, compressed 
archives, and other backup tools and techniques are used to 
create frequent backups and to disperse them geographically 
to reduce the risk of losing the data. Physical Security 
methods ranging from locked doors to dismounted magnetic 
tapes to watchdogs are also used, to make Sure the backup 
is available only to authorized System administrators. 
0009 More generally, current approaches to controlled 
disclosure of Sensitive information often involve asking 
Someone to act as a guardian of the information. The 
guardian role may be filled by a coworker, friend, relative, 
spouse, attorney, journalist, escrow agent, or other perSon. 
The guardian is asked to receive the information, to hold it 
in strict Secrecy until Some stated condition occurs (typically 
death, bankruptcy, data loss, or other incapacitation), and to 
then disclose the information to one or more perSons who 
have previously been identified or described by the person 
who places the information in the guardian's care. 
0010 Unfortunately, present guardianship approaches 
are Vulnerable to natural disasters, wars, terrorist attacks, or 
even more mundane problems. Such as record-keeping errors 
or Satellite failures. Such events may destroy all copies of 
the information. They may also make the copies difficult or 
impossible to locate, or result in premature or misdirected 
disclosure of the information. 

0011 Guardianship may also fail in other ways. Even if 
a guardian has the best of intentions, the guardian's copy of 
the information may be lost or destroyed despite the guard 
ian's efforts. If the information is sufficiently valuable and is 
perceived to be Vulnerable, then the guardian may be the 
target of extreme efforts, either to prevent disclosure of the 
information or to obtain unauthorized access to the infor 
mation. Moreover, approaches which rely on professional 
eScrow agents or attorneys as guardians tend to be relatively 
expensive, inconvenient, or both. 
0012 Modern computer technology provides many tools 
for managing information, So it is reasonable to ask whether 
Some form of automation might help guardians. However, 
the diversity of techniques and devices available makes it 
difficult to determine which tools and techniques are rel 
evant to the problem at hand. To give but a few examples of 
the available technologies: user interfaces make it easier to 
control Software and hardware; hardware advances make it 
possible to create ever more complex and adaptable Systems, 
networks (both wired and wireless) connect computers at 
different locations with different levels of security; platform 
independent libraries and languages help make functionally 
compatible Software available throughout a network, Visu 
alization tools help present information to viewers in mean 
ingful ways, databases organize information in a way that 
promotes analysis of the information and provides access to 
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the information; web crawlers create indexes which help 
locate information; artificial intelligence techniques help 
proceSS information; identification, authentication, and 
encryption methods help keep information Secret from unau 
thorized viewers and/or detect tampering, fault-tolerant Sys 
tems, replication methods, and archival techniques each 
provide Some assurance that another copy of critical data 
will be available if a given Server or link goes down; 
programming languages and other development tools 
encourage experimentation and rapid development of pro 
totype computer Systems, and tools and economic incentives 
promote the commercialization and adoption of new com 
puter software and hardware products. The difficulty lies in 
determining which techniques are useful for controlling 
disclosure, and how to adapt or combine them for Such use. 
0013 In short, it would be an advancement to provide an 
approach which draws on relevant computer technology 
tools and techniques and combines or develops them in new 
ways to improve control over the disclosure of Sensitive 
information. 

0.014. Such an approach is disclosed and claimed herein. 

BRIEF SUMMARY OF THE INVENTION 

0.015 The present invention relates to methods, articles, 
Signals, and Systems for controlling the disclosure of Sensi 
tive information. Because the invention could be used in So 
many different situations, information is considered “Sensi 
tive' if an information provider chooses to use the invention 
to control its disclosure. The invention hides copies of 
Sensitive information in networks to prevent destruction of 
every copy, and discloses the information in a specified way 
if Specified conditions occur. Metaphorically, the invention 
provides a “hidden choir” which will sing when desired and 
otherwise remain Silently ready in the background. 
0016. In some embodiments, the invention is imple 
mented with computer Software which runs on Standard 
computer hardware. In other embodiments, the invention 
takes advantage of Special-purpose hardware Such as bio 
metric Scanners. But in each case, the invention helps 
control the disclosure of sensitive information provided by 
users, and it does So in a way that goes beyond merely 
denying access to unauthorized users. 
0017 Disclosure is controlled in the sense that (a) the 
information is not disclosed until Specified conditions are 
met, (b) copies of the information are protected So that at 
least one copy is likely to be available when disclosure is 
required, (c) the information is kept Secret until disclosure is 
required, and (d) when disclosure is required, the informa 
tion is disclosed by being Sent to Specified destinations. 
Authorized deletion of the information copies may also be 
controlled. 

0.018 While awaiting a disclosure trigger and/or a dele 
tion trigger (either or both of which may never occur in Some 
cases), the information is protected against inadvertent or 
premature disclosure. Protection is provided by encryption, 
by dividing the information between messages Stored at 
different locations, and/or by omitting clues that would 
reveal the full import of the stored information. 
0.019 For instance, the invention may be used to control 
disclosure Such that (a) Sensitive information is not disclosed 
until the incapacitation or death of the information's Source 
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is noted in two separate public Sources, (b) thousands of 
copies of the information are spread in an apparently unpre 
dictable and unrecorded manner throughout a global com 
puter network So that even if many copies are lost or 
destroyed, at least one copy will probably still be available 
when disclosure is required, (c) each copy is encrypted So 
the information remains Secret until disclosure is required, 
and (d) when disclosure is required, at least one copy of the 
information is Sent within a predetermined time period to 
each predefined destination, Such as an email address or a 
web site, either in a plain text format or encrypted with a 
public key corresponding to the destination. 
0020. In particular, suppose Pat Elder wants to control 
disclosure of a last will and testament. Using Software 
according to one embodiment of the invention, Pat can 
create dozens or hundreds of encrypted copies of the will in 
hidden locations around the World, So that many copies 
would survive an earthquake or flood that destroys Pat's 
hometown (including Pat's home, Pat's bank, and Pat's 
attorney's office). After consulting an attorney, Pat decides 
that copies of the will should be emailed to each of Pat's 
children, to Pat's attorney, and to the local courthouse if Pat 
does not respond within one week to a regular monthly 
inquiry from the invention. A response will not be accepted 
by the invention as authentic unless it includes information 
that (a) identifies Pat as its Source, and (b) ensures that a 
copy of an earlier response from Pat is not being Submitted 
by Someone else in an attempt to trick the System. AS part of 
the controlled disclosure, each copy of the last will and 
testament will be signed using Pat's public key; the copy 
emailed to the courthouse will be in plain text (decrypted), 
and each of the other copies will be encrypted using the 
recipient's public key. 

0021. The invention may also be used to escrow source 
code, legal documents, and other confidential or proprietary 
information. Accordingly, disclosure may be conditioned on 
bankruptcy filings, Stock prices, newS wire Stories, and a 
wide range of other publicly available information. Sources 
being monitored to determine whether disclosure condition 
exists may be widely available, Such as public media, or they 
may be specific web sites or news groups. 
0022 Conditions and constraints may also be placed on 
deletion of the eScrowed information. For instance, in Some 
embodiments users who provide Sensitive information to the 
System cannot retract it later, even if they establish them 
Selves as the information providers. In Some embodiments, 
Sensitive information is automatically deleted if it has not 
been disclosed after a certain period of time; in Some it is 
deleted if Some other deletion condition occurs. Combina 
tions of disclosure and deletion conditions are also possible. 
Other features and advantages of the present invention will 
become more fully apparent through the following descrip 
tion. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0023 To illustrate the manner in which the advantages 
and features of the invention are obtained, a more particular 
description of the invention will be given with reference to 
the attached drawings. These drawings only illustrate 
Selected aspects of the invention and thus do not limit the 
invention's Scope. In the drawings: 
0024 FIG. 1 is a diagram illustrating one of many 
networks Suitable for use according to the present invention. 
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0.025 FIG. 2 is an introductory flowchart illustrating 
methods of the present invention. 
0.026 FIG. 3 is a flowchart illustrating a message accept 
ing Step of the invention. 
0.027 FIG. 4 is a diagram illustrating a message format 
according to the invention. 
0028 FIG. 5 is a diagram illustrating another message 
format of the invention. 

0029 FIG. 6 is a flowchart illustrating methods of the 
invention for controlling information disclosure using rov 
ing messages. 

0030 FIG. 7 is a flowchart illustrating methods of the 
invention for controlling information disclosure using rov 
ing messages and message updates. 

0031 FIG. 8 is a flowchart illustrating methods of the 
invention for controlling information disclosure using 
poised messages. 

0032 FIG. 9 is a flowchart illustrating methods of the 
invention for controlling information disclosure using 
poised messages and message updates. 
0.033 FIG. 10 is a diagram illustrating a message update 
format according to the invention. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

0034. In describing methods, devices, signals, and sys 
tems according to the invention, the meaning of Several 
important terms is clarified; the claims must be read with 
careful attention to these clarifications. Specific examples 
are given to illustrate aspects of the invention, but those of 
skill in the relevant art(s) will understand that other 
examples may also fall within the meaning of the terms 
used, and hence within the Scope of one or more claims. 
Important terms are defined, either explicitly or implicitly, 
both here in the Specification and elsewhere in the applica 
tion file. 

0035 Computer Network 
0036 FIG. 1 illustrates a network 100 which is one of the 
many computer networkS Suitable for use according to the 
invention. Suitable networks include one or more local area 
networks, wide area networks, metropolitan area networks, 
and/or “Internet or IP networks Such as the World Wide 
Web, a private Internet, a Secure Internet, a value-added 
network, a virtual private network, an extranet, an intranet, 
or even Standalone machines which communicate with other 
machines by physical transport of media (a so-called "Sneak 
ernet”). In particular, a Suitable network may be formed 
from parts or entireties of two or more other networks, 
including networks using disparate hardware and network 
communication technologies. 
0037. In many cases, a geographically dispersed network, 
up to and including a global computer network Such as the 
Internet which includes nodes on different continents, is 
preferred because additional Storage locations and physical 
Separation of Storage locations and variations in their Sur 
roundings (electronic and managerial) enhance the Survival 
prospects for a given piece of information that is spread 
through the network according to the invention. “Geographi 

Dec. 27, 2001 

cally dispersed” means the network includes two nodes 
which are at least ten miles apart. However, more localized 
networks like the network 100 may also be used. 
0038. The network 100 includes a server 102 and several 
clients 104; other suitable networks may contain other 
combinations of Servers, clients, and/or peer-to-peer nodes, 
and a given computer may function both as a client and as 
a Server. Each network includes at least two computerS Such 
as the server 102 and/or clients 104. A computer may be a 
WorkStation, laptop computer, disconnectable mobile com 
puter, Server, mainframe, cluster, So-called “network com 
puter' or “thin client', personal digital assistant or other 
hand-held computing device, "Smart' consumer electronics 
device or appliance, or a combination thereof. 
0039 Each computer includes at least a processor and a 
memory; computerS may also include input devices and/or 
output devices. The processor may include a general purpose 
device such as a 80x86, Pentium (mark of Intel), 680x0, or 
other “off-the-shelf microprocessor. The processor may 
include a special purpose processing device Such as an 
ASIC, PAL, PLA, PLD, or other customized or program 
mable device. The memory may include static RAM, 
dynamic RAM, flash memory, ROM, CD-ROM, disk, tape, 
magnetic, optical, or other computer Storage medium. The 
input device may include a keyboard, mouse, touch Screen, 
light pen, tablet, microphone, Sensor, or other hardware with 
accompanying firmware and/or Software. The output device 
may include a monitor or other display, printer, Speech or 
text synthesizer, Switch, Signal line, or other hardware with 
accompanying firmware and/or Software. 
0040. The network may include communications or net 
working software such as the Software available from Nov 
ell, MicroSoft, Artisoft, and other vendors, and may operate 
using TCP/IP, SPX, IPX, and other protocols over twisted 
pair, coaxial, or optical fiber cables, telephone lines, Satel 
lites, microwave relays, modulated AC power lines, physical 
media transfer, and/or other data transmission “wires' 108 
known to those of skill in the art. The network may encom 
pass Smaller networks and/or be connectable to other net 
Works through a gateway or similar mechanism. 
0041 As suggested by FIG. 1, at least one of the com 
puterS is capable of using a floppy drive, tape drive, optical 
drive, magneto-optical drive, or other means to read a 
storage medium 106. A suitable storage medium 106 
includes a magnetic, optical, or other computer-readable 
Storage device having a specific physical configuration. 
Suitable Storage devices include floppy disks, hard disks, 
tape, CD-ROMs, PROMs, random access memory, flash 
memory, and other computer System Storage devices. The 
physical configuration represents data and instructions 
which cause the computer System to operate in a Specific and 
predefined manner as described herein. Thus, the medium 
106 tangibly embodies a program, functions, and/or instruc 
tions that are executable by computer(s) to help control the 
disclosure of Sensitive information Substantially as 
described herein. Likewise, the "wires' 108 and other data 
carriers may embody Signals for controlling the disclosure of 
Sensitive information Substantially as described herein. 
0042 Suitable software to assist in implementing the 
invention is readily provided by those of skill in the pertinent 
art(s) using the teachings presented here and programming 
languages and tools Such as Java, Pascal, C++, C, database 
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languages, APIs, SDKS, assembly, firmware, microcode, 
and/or other languages and tools. Suitable signal formats 
may be embodied in analog or digital form, with or without 
error detection and/or correction bits, packet headers, port 
IDS, Socket IDS, network addresses in a Specific format, 
and/or other Supporting data readily provided by those of 
skill in the pertinent art(s). 
0043 Methods Generally 
0044 FIG. 2 illustrates generally several methods of the 
present invention; other methods are illustrated elsewhere. 
Because the invention provides Several Steps which can be 
combined in various ways, FIG. 2 and the other Figures are 
illustrative only. 
0045. As shown, the methods include steps 200 and 202 
for entering Sensitive information into a computer network 
such as the network 100 and steps 204 and 206 for disclosing 
the information in a desired way if certain conditions are 
detected. Some methods also include “deadman Switch' 
steps 208 and 210 for ensuring that the information is 
disclosed when an expected update from the information 
provider (or another authenticated user designated by the 
information provider) is not received on time. 
0046 More precisely, during a message accepting Step 
200, a piece of “hidden choir” software running on the 
network accepts from a user Sensitive information which 
should be stored in one or more networks for possible later 
disclosure and/or deletion under Specified conditions. The 
Sensitive information may be in plain text form, or the user 
may have encrypted and/or compressed it. The Sensitive 
information may include text, images, Sounds, and/or any 
other information that can be Stored and transmitted in 
digital form. 

0047 The user may be a “regular” user, or a user who 
logs in only to use the inventive Software, or a System 
administrator, for instance. A user may be a perSon, or a user 
may be a Software task, thread, agent, or other computer 
proceSS acting legitimately on behalf of a perSon or on behalf 
of a group of people. A "perSon' may be an individual, a 
corporation, a limited liability company, a partnership, a 
university, a government agency, or another institutional 
entity. 

0.048. In addition to providing the sensitive information, 
the user either provides or ratifies instructions for the 
possible disclosure and/or deletion of that information. 
Ratification occurs when the user acquiesces in disclosure 
and/or deletion instructions which are provided by the 
System as default parameters, hard-coded methods, or oth 
erwise. Disclosure and deletion is merely “possible” because 
in particular cases the conditions that would trigger Such 
actions might never occur. 
0049. In short, the message accepting step 200 gathers 
the Sensitive information, the disclosure and/or deletion 
conditions, and provides them to a message Storing Step 202. 
The message accepting Step 200 and message components 
are described further in connection with FIGS. 3 through 5. 
0050. During the message storing step 202, the invention 
hides copies of the sensitive information in the network 100 
by creating copies of the message and transmitting them in 
various guises to various locations in the network 100. In 
Some cases, an information provider may know the location 
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of at least Some of the copies, but in general the information 
provider does not know in detail how and where the message 
copies are Stored; in embodiments which allow the infor 
mation provider to delete Stored copies, the System locates 
the copies. The number of copies made may vary, even by 
several orders of magnitude, with at least 10 or at least 100 
or at least 1000/made in various cases. The number of copies 
made is not necessarily revealed to the information provider. 
0051. In some embodiments, a relatively small number of 
locations (compared to the number of network nodes) is 
used. In others, the Step 202 puts copies of encrypted 
message content in most or all available locations in the 
network (or portion of net). In either case, a given node may 
contain more than one copy of a given message, with 
different copies stored under different names and in different 
disguises. 
0052 The ultimate number of message copies and the 
path taken by each copy is determined dynamically. The 
path taken by a given copy may cover a few network nodes 
or many network nodes, and it may be determined randomly 
and/or using information which authenticates the informa 
tion provider. In Some embodiments, one or more message 
copies keep traveling either until they are destroyed or until 
message disclosure or deletion is triggered. Message Storing 
steps are described further in connection with FIG. 6 and 
elsewhere. 

0053 During a testing step 204, a portion of the invention 
checks Stored messages to determine if they should be 
disclosed. This may be implemented in various ways. One or 
more Searching message update agents may travel Specified 
regions of the network in an exhaustive path looking for 
message copies and checking any message copies encoun 
tered; Searching updates are not directed at a Specific mes 
Sage copy. Update agents or update instructions directed at 
Specific message copies may also be sent out along paths 
previously followed (at least ultimately) by those message 
copies, using methods Similar to those employed in various 
embodiments of the Storing Step 202. The messages them 
Selves may also include code which monitors conditions to 
determine if disclosure or deletion is appropriate, indepen 
dently of any updates. 

0054 Regardless of the manner in which disclosure is 
triggered, if it is triggered then during a disclosing Step 206 
Some or all of the message contents are Sent to their 
destination(s) in formats which may be predefined by the 
user or provided as current defaults by the system. The 
disclosed contents may be limited to Some or all of the 
Sensitive information, or the disclosure may include addi 
tional components Such as one or more of the message 
components discussed below in connection with FIGS. 4 
and 5. The testing and disclosing Steps are described in 
further detail in connection with FIGS. 3 through 5 and 
elsewhere. 

0055. During an optional update accepting step 208, the 
illustrated embodiment accepts and authenticates updates 
for messages. In Some cases the update affirms that the 
information provider does not want the System to disclose 
any part of a given message yet, making the update analo 
gous to the “deadman Switch' used in a railroad or Subway 
engine; as long as the engineer periodically pushes the 
deadman Switch, the train keeps running. If the engineer has 
a heart attack and the Switch is not pushed for Some time, the 
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train is automatically brought to a halt. Messages may 
similarly be configured to be disclosed if the information 
provider does not regularly Submit an authentic update. In 
other cases, a message update triggers disclosure rather than 
preventing it. In Some cases a message update triggers 
deletion of message copies. The update accepting Step 208 
and an update format are described in further detail in 
connection with FIG. 10 and elsewhere. 

0056. During an update storing step 210, the software 
and/or hardware creates and Stores copies of the update. In 
Some embodiments, the invention transmits updates to the 
Same locations in the network as the Stored message copies, 
or at least Sends the updates along the paths taken by the 
message copies. In other cases, the updates Search the 
network looking for message copies. AS with the message 
Storing Step 202, precautions are taken to prevent Shadowing 
or unauthorized use of transmitted items. The update Storing 
step is described in further detail in connection with FIG. 10 
and elsewhere. 

0057 Message Acceptance 
0.058 During message acceptance, a user entrusts sensi 
tive information to the inventive Software and/or hardware 
for disclosure under Specified conditions. The user is 
referred to here as the “information provider” with the 
understanding that in many embodiments the user also 
expressly provides other message content as well, Such as 
disclosure and deletion conditions. FIG. 3 further illustrates 
various embodiments of the message accepting Step 200. AS 
with other method steps, details of corresponding system, 
Signal, and device components will be understood by those 
of skill in the art in view of this discussion and other parts 
of the present specification. For instance, those of skill will 
readily apply descriptions of a given method step to the 
construction and use of corresponding Systems and articles 
that perform the Step and of corresponding Signals that 
embody results used by and/or produced by the Step. 
0059. During an optional provider authenticating step 
300, the system obtains information identifying the infor 
mation provider and attempts to authenticate the identifica 
tion. The information provider may be identified and/or 
authenticated using familiar tools and techniques. For 
instance, the information provider may be identified by a 
login name and authenticated by a password. A "password” 
includes one or more individual pass words, pass phrases, 
biometric Scan results (e.g. retinal Scan, fingerprint, voice 
print), other identification method results, Symmetric key or 
other cryptographic or digital Signature keys, Secret email or 
other identifying codes, GUID, and/or any other data or 
devices used to protect or control access to an account or 
another resource in the system 100. 
0060. The authenticating step 300 may be omitted in 
Some circumstances. For instance, the Software may be 
configured to make identification optional; this might be 
combined with a requirement that a message cannot be 
retracted unless identification is provided. Of course, Some 
embodiments may be configured So that the message cannot 
be retracted regardless of whether identification is provided. 
In some embodiments the authenticating step 300 can be 
omitted if the information provider wishes to remain anony 

OUIS. 

0061 During a disclosure conditioning step 302, the 
System obtains the disclosure conditions that determine 
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when (and whether) the sensitive information entrusted to 
the system will be disclosed. The logic of disclosure con 
ditions may be relatively simple, Such as “if no update has 
been received from X, Y, or Z in the past six months, then 
disclose the information” or “disclose the information only 
if I Send an update containing the word implode' or 
“regardless of updates, disclose the information if any press 
release on site W is seen to contain the phrase ABC will 
acquire XYZ’’ or even “disclose the information as soon as 
possible after Jul. 11, 2060.” 

0062) The logic of disclosure conditions may also be 
more complex, Such as “disclose the information if a 
monthly Search indicates that company A receives a patent 
or owns a published patent application having key phrases 
X, Y, or Z in the abstract or claims, or if the Search indicates 
that any company has received a patent or owns a published 
patent application in classes K or L which lists M as an 
inventor.” This latter example could be used to control 
disclosure of information which is meant to be kept as a 
trade Secret unless circumstances Suggest it might more 
useful as prior art. 

0063. In either case, the underlying tools for determining 
whether a disclosure condition has occurred may be very 
Simple or they may be quite Sophisticated. By way of 
example only, powerful tools and techniques may be used 
(a) to analyze natural language in news accounts and other 
electronic postings for Statements describing events Such as 
the acquisition of a company or the death of an individual; 
(b) to make determinations of financial market health or 
political Stability based on news reports, market prices, and 
other factors; and (c) to detect spurious updates. Suitable 
tools and techniques are familiar to those of skill in the arts, 
and no doubt additional improvements will be made in Such 
tools and techniques, further enhancing the power and 
convenience of Systems according to the invention. 

0064. During a disclosure destination targeting step 304, 
the Software determines, at least by category and perhaps by 
Specific address, the disclosure destinations that will receive 
a copy of the information once a disclosure condition occurs. 
Disclosure destinations may be specified by the information 
provider and/or by the System in a wide variety of ways. 
They may take the form of email addresses, web page 
addresses, and/or regions. Web page addresses may be listed 
as textual universal resource locators or as textual or binary 
hard-coded network addresses. When web pages are used as 
destinations, the information provider and/or the System 
may indicate that existing web pages should be modified to 
disclose the information and/or indicate that new web pages 
containing the information should be generated and placed 
at the Specified addresses. 

0065. In the case of regions, email addresses and/or web 
page addresses in the region may be obtained automatically 
at the time of disclosure by the system or they may be 
provided earlier by the user. Blanket disclosure to a region 
may be specified by requesting all available locations in the 
region, by requesting Some percentage of all available 
locations, or by requesting Some minimum number of loca 
tions to which the information will be sent. Regions may 
vary in size, from “Corporation XYZ” to “newsgroup 
A.B.C" to “USA” to “everywhere possible”. If multiple 
destinations are Specified, by Specifying a region or other 
wise, then the disclosing copies may be sent in groups 
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Spaced out over time, or they may all be sent as nearly 
Simultaneously as is technologically possible. 

0.066. In some embodiments, a formatting step 306 
allows users to determine formats to be used in disclosing 
the information. In other cases, the formats used are Selected 
during an embodiment of the step 306 which is performed by 
the System without interactively requesting the user's pref 
erences. For instance, in one embodiment all disclosures are 
in plain text (ASCII) format sent as email generated by the 
System. Possible formats include plain text, digitally signed, 
encrypted, XML or HTML, and other formats for electronic 
documents. Format specification may include the text to be 
placed in an email Subject line in email messages generated 
by the disclosing step 206. 
0067 Web pages may also be generated, partially or 
entirely, during the disclosing Step 206. If web pages are 
among the destinations, then format Specification may 
include a request that web links to the disclosing page be 
created and Sent out in email messages and/or that the web 
linkS be embedded in identified existing pages. In Some 
embodiments, formats are a function of the destinations. For 
instance, in one embodiment, email addresses receive plain 
ASCII text, http://URL destinations receive HTML, and FTP 
sites receive plain text and HTML. 
0068. During an optional deletion conditioning step 308, 
the Software obtains the deletion conditions that determine 
when (and whether) the sensitive information entrusted to 
the system will be deleted without an unauthorized inter 
vention. Some deletion conditions may be implicit in an 
embodiment, Such as deletion of messages after they have 
been disclosed and the disclosure has been adequately 
acknowledged. Other deletion conditions may be explicitly 
stated by the information provider. The logic of deletion 
conditions, like the logic of disclosure conditions, may vary 
in complexity. The Same tools and techniques used to detect 
disclosure conditions may be used to detect deletion condi 
tions. 

0069. During a sensitive content obtaining step 310, the 
Software obtains the sensitive information which is to be 
disclosed if, and only if, the disclosure conditions occur. The 
Sensitive information may be provided to the System in 
plaintext form or in encrypted form. In particular, informa 
tion disclosed by the System in response to a disclosure 
condition may be encrypted. For instance, a user could 
provide Several other parties with decryption keys which are 
useful only in the event of disclosure by the system. 
0070 Regardless of whether the sensitive information is 
already encrypted, the System may encrypt (or re-encrypt) 
the information during an optional encrypting Step 312. The 
disclosure conditions, formats, and/or destinations may also 
be encrypted. Encryption tools and techniques are well 
known in the art, and any Suitable ones may be used, 
including without limitation public key-private key encryp 
tion, Symmetric encryption, and/or encryptions described in 
Schneier, Applied Cryptography and other references. 
0071. The encrypted information may also be digitally 
signed during a Signing Step 314 using familiar techniques 
and tools, including those described in Schneier, Applied 
Cryptography and other references. Checksums or cyclic 
redundancy codes may also be used as a form of weak but 
easily generated digital signature. In addition, the informa 
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tion may be compressed before or after encryption and/or 
Signing, compression is performed during a compressing 
Step 316 by using familiar techniques and tools. 
0072 Those of skill in the art will recognize that encryp 
tion, digital signing, and compression can be performed on 
part or all of a given message, on Several portions of a given 
message, in various nested manners, with different keys, and 
in other combinations. Those of skill will readily identify 
and implement approaches that protect the Secrecy and 
integrity of the Sensitive information and the disclosure 
conditions and destinations Specified in messages according 
to the invention. 

0073. In particular, digital signatures may be used in 
place of encryption if the information provider wishes to 
make the information and/or conditions and/or destinations 
Visible while Still preventing tampering and Still controlling 
disclosure of the full implications of the information. Some 
times the mere fact that information is encrypted will draw 
unwanted attempts to decrypt or delete the information. By 
contrast, an apparently innocuous plaintext message may 
avoid being targeted. 
0074 The general lack of interest in plaintext is useful if 
the full meaning of a plaintext message becomes apparent 
only when one has additional information not found in the 
message itself. For instance, a message containing nothing 
but three columns of numbers has little apparent meaning. 
The message becomes more interesting if one learns from 
Some other Source that each number in the first column 
identifies a contract while the Second and third numbers 
represent the low bid and the accepted bid, and it becomes 
very interesting indeed if a review of the circumstances 
involved raises a question as to why low bids were Some 
times rejected. 
0075 Example Accepted Message Formats 
0.076 FIGS. 4 and 5 illustrate some of the many possible 
formats for messages 400 which are produced by the mes 
sage accepting step 200. In FIG. 4, the message 400 
includes a digital Signature 402 which is based on other 
Several components of the message 400. The components on 
which the digital signature 402 is based define a scope 404 
for the signature 402. The digital signature 402 reflects the 
content of the components in the Scope 404 of the Signature 
in order to detect tampering with, or removal of, Such 
COntent. 

0077. In the illustrated embodiment, the scope 404 of the 
signature 402 includes encrypted sensitive information 406, 
disclosure conditions 408, destinations, 410, and deletion 
conditions 412. The information 406 may have been Sub 
mitted during step 310 in encrypted form, and/or it may have 
been encrypted by the inventive system during step 312. The 
disclosure conditions 408 were specified during step 302; 
the destinations 410 were specified during step 304, and the 
deletion conditions 412 were specified during step 308. 

0078 Each of the disclosure conditions 408, destinations 
410, and deletion conditions 412 may or may not be 
encrypted, depending on the embodiment. For instance, it 
may be useful to encrypt the sensitive information 406 but 
leave some or all of the conditions 408,412 and destinations 
410 visible and send a notice to an interested third party with 
a copy of the message 400 after the message has been Stored 
by the inventive system. The message 400 illustrated in FIG. 
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4 includes no explicit format instructions but instead con 
templates that format(s) for the disclosure are provided by 
the software during the format determining step 306 and/or 
the disclosing step 206. 

007.9 FIG. 5 illustrates another message 400 produced 
by the message accepting Step 200. In this case, the message 
400 includes traveling program code and/or data 500 which 
enables the message 400 to move autonomously from one 
network node 102 and/or 104 to another. Traveling messages 
400 may be constructed using tools and techniques 
employed in designing and implementing agents, web 
crawlers, robots, and other familiar traveling programs. 
Instead of using traveling code 500, or in addition to it, 
message 400 copies may also move from one node to 
another by other means, Such as conventional connections or 
Sockets or links for Sending and/or receiving files, Servlets, 
applets, video, audio, email, or other data in the network 
100. 

0080. In addition to traveling program code 500, mes 
Sages 400 may include code for taking certain actions or 
making certain determinations discussed herein. Function 
ality to take Such actions and/or make Such determinations 
may also be embedded in Software that is located on, or is 
in communication with, the node on which the message 400 
in question is located. For convenience, when this descrip 
tion States that a message 400 does Something, it should 
therefore be understand that the code being executed may be 
stored in the message 400 in some embodiments and outside 
the message 400 in others. 

0081. The message 400 in FIG. 5 also includes several 
components which have been encrypted by the Software and 
thus lie within a system encryption scope 502. These com 
ponents include two pieces of user-encrypted Sensitive infor 
mation 504,506; 

0082 disclosure conditions 508 for each piece of infor 
mation 504, 506; destinations and formats 510 for the 
information 504, 506; and an identification 512 of the 
information provider. 

0083 FIG. 5's message 400 illustrates the fact that in 
Some embodiments a message 400 guarded by the System 
may contain multiple pieces of Sensitive information with 
correspondingly flexible disclosure conditions and destina 
tions. For instance, different pieces of Sensitive information 
might be sent to different people if disclosure is triggered, or 
the information pieces might be released in Stages to the 
Same perSon, with each Stage having its own disclosure 
condition(s) Such as the passage of time or the public posting 
of certain text at a particular Site. 
0084. Those of skill will appreciate that many other 
message formats than the ones shown in FIGS. 4 and 5 are 
possible with the invention. In particular, the illustrated 
components may be combined in other ways. For instance, 
additional digital signatures may be used, each Stage of a 
Staged disclosure may be signed, deletion conditions may be 
encrypted, Selected components or the message as a whole 
may be compressed, information provider keys or creden 
tials or other identification/authentication components may 
be included or omitted, creation timestamps and locations 
may be included or omitted, and multiple message 400 
formats (as well as multiple message copies in a given 
format 400) may include the same sensitive information. 
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0085 Message Storage Generally 
0086 During message storage, the System stores copies 
of the accepted message(s). Message Storage according to 
the present invention takes a different approach than con 
ventional eScrow methods. A conventional eScrow System 
Stores items from many different Sources in a single Secure 
vault, or at most a Small number of Such vaults. A conven 
tional eScrow Service typically has a Single vault in a given 
region or country, and it relies on Strong physical Security 
measures Such as Steel Safes, human guards, and the like. 
Conventional eScrow Services also place great weight on 
control over physical conditions Such as temperature and 
humidity. Moreover, access to Stored items, and disclosure 
of Stored items, is through the human eScrow agent. Multiple 
instances of an item are not necessarily Stored, because of 
limited Space considerations and consequently higher costs. 
There are other differences as well. 

0087. By contrast, a system according to the invention 
may benefit from physical Security measures, but it does not 
rely on them as the principal means for ensuring Survival of 
Stored information. Instead, the invention takes advantage of 
the size and Scope of networks, particularly global networks 
Such as the Internet or large corporate networks having many 
nodes dispersed over a variety of platforms and locations. 
The invention Stores copies of Sensitive information on 
many nodes, in locations which are difficult or impossible to 
determine without authorization (and in Some embodiments, 
even with authorization from the information provider). 
Thus, even a determined attack is unlikely to locate and 
destroy all copies. Disclosure may also be fully automated. 

0088 Moreover, in some embodiments a given message 
400 contains information from more than one source, and 
users are informed of this. Thus, an attacker who deletes a 
copy of a message 400 does not necessarily know the 
identity of all information providers being attacked. This 
forces the attacker to risk the Wrath of unknown parties. In 
one variation, individuals or Small businesses can purchase 
Space in messages 400 from more powerful entities, So their 
information 406, 504, 506 is interleaved with that of the 
more powerful entity. The powerful entity may or may not 
View the information it stores in this interleaved manner as 
particularly important in and of itself; the powerful entity 
may simply be lending its Strength and reputation-at a 
price-to help discourage tampering with the information of 
others. 

0089 Message storage according to the invention may be 
accomplished in various ways. Two general approaches in 
the form of “roving messages” and “poised messages” are 
described below, but other approaches which provide con 
trolled disclosure by utilizing a network for information 
eScrow according to the teachings herein also fall within the 
Scope of the claimed invention. 
0090 Roving Message Storage 

0091 FIGS. 6 and 7 illustrate methods employing a 
"roving message” approach to the message Storing Step 202. 
Roving messages may be implemented with traveling pro 
gram code and/or data 500, or without it; the term “roving” 
is used in contrast with the term “poised' discussed later. 
Briefly, roving messages are implemented by making mes 
sage 400 copies travel from node to node indefinitely until 
disclosure or deletion. Poised messages, on the other hand, 
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may initially traverse one or Several nodes, but do So in order 
to reach a Specific destination and, once there, stay put until 
disclosure or deletion. 

0092. In order to better illustrate the update steps 208, 
210, assume that embodiments according to FIG. 7 use 
disclosure conditions and/or deletion conditions which 
depend on at least one update, while embodiments according 
to FIG. 6 do not. In practice, a given inventive System may 
employ approaches shown in either or both Figures. 
0093. A roving message storage step 600, which is one 
type of message Storing Step 202, Starts by obtaining the 
address of a next target location. This may be accomplished 
by an address generating Step 602, an address Selecting Step 
604, or a combination of the two steps. An address may be 
in the form of an IP address, Ethernet address, URL, email 
address, and/or other network address which identifies a 
physical or virtual node, and may include a directory path 
component and/or a file disguise (e.g., use of *.c, *.cpp 
naming conventions and/or internal Syntax) which further 
Specify how to Store a message 400 copy on a given node. 
FIG. 6 refers to a “next location, but it will be appreciated 
that when the System first Stores a newly accepted message 
400, the “next location is also the first location. 
0094. The address generating step 602 works best when 
valid addresses are relatively dense in the Space of possible 
system 100 addresses, since the step 602 proceeds by 
generating an address whose Syntax is correct but which 
does not necessarily correspond to any presently reachable 
location. For instance, if the Syntactic range for IP addresses 
is assumed to be 1.0.0.0 to 239.255.255.255, then the 
generating Step 602 could proceed by generating four ran 
dom numbers, pinning or truncating them to the indicated 
ranges (1.239, 0.255, 0.255, and 0.255), and adjoining 
them to form an IP address. Alternatively, one large random 
number could be sliced to form the IP address by using the 
first eight bits for the first part of the address, the next eight 
bits for the next part, and So on, with appropriate rounding 
or truncation to fall within the required ranges. 
0.095 Instead of generating an address with the right 
Syntax that may or may not be valid, the address Selecting 
step 604 selects an address from a list or table of addresses 
that were, at least at one time, both Syntactically correct and 
valid (reachable from the present location). Those of skill in 
the art will understand how to obtain Such address lists from 
routers or other Sources and how to Verify the Syntax of a 
given address. The table of addresses may vary in size. 
Tables having many entries make messages 400 harder to 
locate and destroy, but they also require more Storage Space 
in messages 400 and their corresponding updates 1000. 

0.096 Instead of using a random number, or in addition to 
using one or more random numbers, the address could also 
be generated during step 602 or selected during step 604 by 
using the identification or authentication information 
obtained during step 300. For instance, if lack of a timely 
update can trigger disclosure (as presumed in FIG. 7) then 
steps 602 and 604 provide addresses in a manner that 
depends on the authentication information provided when 
the message was Stored. That Same authentication informa 
tion must be provided with each update. If the authentication 
information is provided correctly, then the update can follow 
the path of the original message (spawning additional copies 
just as the original message did), find each copy of the 
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original message, and prevent disclosure. If proper authen 
tication information is not provided, then at least one copy 
of the message 400 will not receive an update and disclosure 
will be triggered. 

0097. On the other hand, if the disclosure and deletion 
conditions are independent of message updates (as presumed 
in FIG. 6), then steps 602 and 604 provide addresses in a 
random or quasi-random manner. Hash functions, random 
number generators, and other familiar tools may be used. 
For instance, the address generating Step 602 may generate 
a set of quasi-random numbers in the appropriate ranges and 
adjoin them to form the next IP address, Ethernet address, or 
other address, the address Selecting Step 604 may generate a 
Single quasi-random number and use it to index the table of 
addresses to Select the next address. 

0098. To provide addresses in a manner that depends on 
the authentication information, Step 602 may interpret the 
first N bits of authentication information as an N-bit address. 
Alternatively, step 602 may interpret M bits of authentica 
tion information as part of a N-bit address (N>M), with the 
rest of the address chosen in a predetermined manner to 
improve the chance of generating a valid reachable address. 
For instance, in an IP address the leftmost component might 
be taken to be the same as the current address, while the 
other components are taken from the authentication infor 
mation. 

0099. Of course, many variations are possible when map 
ping authentication information to network addresses during 
Step 602, including manipulating the authentication infor 
mation to reduce or remove long Strings of Zeroes and long 
Strings of ones before Selecting the N bits, Selecting the N 
bits from within the authentication information bit-string 
instead of from the end, making the next address a function 
of both the authentication information and the current 
address, and So on. Similar considerations apply to the use 
of authentication information as an indeX into a table of 
addresses during step 604. Whatever implementation is 
used, however, must be reproducible by an authentic update 
So it can follow the message copies, and should also be 
difficult to deduce or reproduce without the authentication 
information So that unauthorized updates are prevented. 
0100. During a creation trying step 606, the system tries 
to create a copy of the message 400 at the address provided 
by step 602 or step 604. This may be done by the message 
itself through traveling code, or by transmission of a mes 
Sage 400 copy in a file to code residing on the target node, 
or by other data transmission means. If the attempt fails, 
another address is obtained by repeating Step 602 or Step 
604. The attempt may fail because the address is not valid, 
or the address may be valid but the node at that address may 
be down or it may refuse incoming message copies, for 
instance. If updates are not involved (FIG. 6), then addi 
tional addresses may be obtained (steps 602, 604) and tried 
(step 606) until the message 400 is successfully copied 
during step 606. 
0101. A similar loop may be performed when updates are 
involved (FIG. 7). However, there are additional consider 
ations. Suppose one or more addresses were not valid when 
tried by the message but are valid when tried later by the 
update(s); node(s) may have been added or one or more 
address assignments may have changed. Indeed, address 
Syntax may have changed. Then the updates may follow a 
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path not taken by the message copies, and the risk of 
unwanted behavior arises. The concern also arises if a node 
was down, or was configured to refuse messages 400 (by 
blocking out traveling programs, for instance) when tested 
by the message, but is now back up and will accept the 
update. 
0102 One apparent solution is to simply make the 
updates 1000 follow every possible path. However, prolif 
erating So many updates could place unacceptable burdens 
on the network 100. Better approaches are possible. For 
instance, the message 400 may leave a digitally signed (and 
possibly encrypted) marker for the update 1000, indicating 
that the message 400 is taking the Kth address from a list of 
addresses known to the message and the update. The list of 
addresses may be carried by the message 400 and the update 
1000 or the list may be resident at the node, possibly in 
disguised or encrypted form. Since the update obtains 
addresses using the same algorithms and Seeds (authentica 
tion information and/or current address, for instance) as the 
original message, this provides enough data for the update 
1000 to follow the message 400 without revealing the path 
to unauthorized users. Alternatively, the address itself may 
be provided, Stored on the node in an obscure file in 
encrypted or file-disguised form. If a file disguise is used, 
then the disguising file name and/or Syntactic format pref 
erably correspond to a file type which tends not to be 
deleted, such as *.exe or *.dll or administrative files. For 
instance, the address could be placed in an otherwise unused 
data block in an executable file that Simply prints the current 
date. 

0103 Yet another approach puts a small cap on the 
number of addresses tried during the loop through steps 602 
to 606. For instance, if a valid address is not selected in three 
tries, the message 400 copy stops traveling. The updates 
1000 then propagate, but not as rapidly, because they only 
need to explore the first three addresses at each node, a limit 
may also be put on the maximum number of hops a message 
400 copy can take. 
0104 A“hop” for purposes of the present invention is not 
necessarily a packet-level or data link layer hop. Rather, a 
hop is a movement of messages 400 or updates 1000 
between two nodes whose addresses are expressly known to 
the message 400 or the update 1000, respectively. At lower 
levels of abstraction, the network operating System or other 
communications software in the network 100 may actually 
Send the message or update as one or more packets to many 
nodes as part of a Single hop. 
0105. After the message is copied to another node by step 
606, an optional step 608 deletes the copy on the current 
node. If the copy deleting step 608 is always performed, then 
one copy of the message 400 roves around the network. In 
a variation, the first execution of step 600 stores a large 
number of message copies on network nodes, with one or 
more copy per node, and then each of those copies roves 
without Spawning any further copies. On the other hand, if 
the copy deleting step 608 is never performed then copies of 
a message 400 proliferate rapidly, Spreading in an expanding 
tree from the node that accepted the message 400 during Step 
200. Of course, intermediate approaches are also possible, 
with message 400 copies spawned every Xhops or every Y 
minutes, for instance. 
0106. In FIGS. 6 and 7, the system tests disclosure 
conditions during Step 204 and discloses the message infor 
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mation during Step 206 if one or more disclosure conditions 
are Satisfied. The System also tests deletion conditions 
during a step 610 and deletes the message during a step 612 
if one or deletion conditions are Satisfied. Deletion condi 
tions and disclosure conditions were discussed in connection 
with FIGS. 3 through 5. 
0107 Poised Message Storage 
0108 FIGS. 8 and 9 illustrate methods employing a 
"poised message” approach to the message Storing Step 202. 
In a manner similar to FIGS. 6 and 7, we presently assume 
that embodiments according to FIG. 9 use disclosure con 
ditions which depend on at least one message update, while 
embodiments according to FIG. 8 do not. In practice, a 
given inventive System may employ either or both 
approaches. Note that Some embodiments will accept an 
update 1000 having a designated effective date even before 
a message 400 to which the update applies is accepted by the 
system. That is, steps 208 and 210 may precede steps 200 
and 202 in Some cases. 

0109 The major difference between poised messages 400 
and roving messages 400 lies in the nature and frequency of 
the message Storing Step 202. AS discussed above, roving 
messages 400 move about the network indefinitely and may 
Spawn copies of themselves as they go. By contrast, poised 
messages 400 reach their ultimate destination in one hop, or 
at most a very few initial hops, and then Stay at that address 
while they await message updates 1000 and/or triggering 
conditions. 

0110 For instance, one of the methods illustrated by 
FIG. 8 proceeds as follows: after an initial message accep 
tance Step 200 and message Storage Step 202, the System 
goes into a loop which tests for disclosure conditions at least 
once each day during the Step 204. If a disclosure condition 
is found, the Sensitive information is disclosed during Step 
206 and the method terminates. 

0111. In a variation, the message checks for deletion 
conditions after the disclosure, and terminates with Step 612 
after a deletion condition is found. Disclosure may be a 
deletion condition, or the occurrence of an event that might 
be provoked by disclosure could be a deletion condition. 
Receipt of an authentic message update 1000 which requests 
deletion could also be a deletion condition. 

0112 In another variation, the System goes into a loop 
which tests in turn for disclosure conditions and for deletion 
conditions during steps 204 and 610. The system performs 
the test each time a certain dynamic library module or 
Software component is loaded and initialized for Service. 
Many other variations are also possible. 
0113. One message storing step 200 suitable for storing 
poised messages uses two hops for each copy of a given 
message that is being Stored. All copies of a given message 
400 are Sent out concurrently, or nearly So, and the first copy, 
which is on the message accepting node, is then optionally 
deleted. The copy destinations for the first hop (or in the case 
of N hops, the destinations for the first N-1 hops) are 
generated randomly or quasi-randomly. Indeed, if updates 
are also being sent for the message (FIG. 9), then the first 
hop (or first N-1 hops) taken by the updates 1000 will 
generally not follow the same node-to-node paths as the 
paths that were taken by the message 400 copies. In Some 
embodiments, this flurry of apparently randomly addressed 
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update transmissions includes decoy updates which do not 
contain update information, but exist instead to provide 
cover for the actual updates 1000. 

0114. The destination address for the last hop is generated 
or Selected using authentication information 512 and a 
message copy index. The message copy indeX distinguishes 
at least Some copies of a given message 400 from other 
copies of the message 400 that are being stored by the 
System. In the Simplest case, the indeX is just increasing 
integers, identifying copy 1, copy 2, ..., copy k of the given 
message 400. But the message copy indeX may also follow 
a Sequence other than 1, 2, 3, . . . , Such as counting by 
Sevens, or using the Fibonacci sequence 1, 1, 2, 3, 5, 8, . . . . 

0115. As a result, all message 400 copies are ultimately 
Sent to destination nodes that can be identified if one has the 
authentication information 512 and knows how message 
copy index values are assigned. Even if updates 1000 take 
different paths than the message 400 copies they target, the 
updates and the copies ultimately arrive at the same desti 
nations. In a variation, updates 1000 are also sent to loca 
tions that do not hold a message 400 copy, but every location 
holding a message 400 copy also receives at least one update 
1000. 

0116 Sending out messages 400 and updates 1000 along 
paths having one or more random hopS at the beginning of 
the path makes it more difficult to locate all copies of a 
message 400 by Simply monitoring transmissions from the 
message accepting node and/or monitoring updates 1000 
Sent by the information provider from any given node. 
Knowing the initial destination of the message 400 copies 
and the updates 1000 does not help the eavesdropper deter 
mine the present location of the message 400 copies. 

0117 Example Message Update Formats 

0118 FIG. 10 illustrates formats for message updates 
1000 which are produced by the message update accepting 
step 208. As with the message formats shown in FIGS. 4 
and 5, Some of the components shown are optional in Some 
embodiments, and components may also appear in different 
orders. Updates 1000 may also include components not 
shown in FIG. 10. In particular, some message updates 1000 
include address lists, traveling program code and/or data 
similar to the component 500, and/or instructions for a 
message 400 to change its Security approach by changing 
file disguises or changing between poised and roving Stor 
age, for instance. 

0119). In the illustrated embodiment, one or more digital 
signatures 1002 are provided to allow message 400 copies or 
asSociated "hidden choir Software to detect tampering with 
message updates 1000 and thus avoid relying on fraudulent 
updates 1000. The digital signature(s) 1002 may also be 
used to authenticate the update 1000 to the message 400 
copies. AS with the digital Signatures 402 in messages 400, 
the digital signatures 1002 in updates 1000 may be gener 
ated by the inventive system, by the provider of the sensitive 
information, or both, and may vary in nature and Scope 
between embodiments. 

0120) A message update 1000 provides one or more of 
the following functions: preventing message disclosure, 
triggering message disclosure, triggering message deletion, 
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and instructing the message copies to change their Security 
approach. An embodiment need not Support all of these 
functions. 

0121 To prevent message disclosure in an embodiment 
which uses a “deadman Switch' approach, a Secrecy renewal 
1004 may be included in updates 1000 that are sent to at least 
the same locations as the messages 400. A digitally signed 
timestamp or other tool analogous to those familiar in the art 
is used to prevent replay attacks in the form of unauthorized 
repetition of an earlier Secrecy renewal in lace of a missing 
renewal. If authentic, the Secrecy renewal in effect tells the 
message 400 or associated software that “your creator is still 
healthy and does not wish the sensitive information to be 
disclosed yet.” Conversely, messages 400 may be configured 
with a reverse deadman Switch, So that disclosure happens 
only if an authentic disclosure trigger 1006 is received by the 
message 400. 
0122). As noted, capabilities involving disclosure condi 
tions and deletion conditions are Somewhat Similar, So a 
deletion trigger 1008 may also be used in some embodi 
ments. On the other hand, an embodiment may also Support 
"uncancelable' messages, in the Sense that a message 400 
which has been accepted cannot later be withdrawn even if 
the user who provided the information to the system wishes 
to cancel the message and prevent disclosure. This is accom 
plished by ignoring deletion triggers 1008 and deletion 
conditions 412, or by not Supporting them at all. This 
provides a Safeguard against message cancellation under 
dureSS. 

0123. In one embodiment, an option to delete a message 
400 is apparently presented to the information provider. 
However, in accordance with a condition previously speci 
fied by the information provider, invoking the option will 
actually result in an emergency action, Such as an email for 
help or a disclosure of Selected information, rather than 
deletion without disclosure. Thus, an information provider 
who is under dureSS may Secretly call for help or take other 
action that would not be permitted if performed openly. 
0.124 Message Update Storage 
0.125 The same tools and techniques discussed in con 
nection with Storage of roving messages 400 and poised 
messages 400 may be used for corresponding updates 1000 
to Such messages 400. In addition, or as an alternative, a 
system may use searching updates 1000 which do not follow 
the path of a message 400 copy and cannot determine the 
path taken by a given message 400. These Searching updates 
1000 are not targeted at a specific message 400 copy, but 
instead traverse the network 100 searching for correspond 
ing message 400 copies. 
0.126 When a message 400 copy is found, the searching 
update 1000 acts on the copy, subject to authentication. If the 
conditions for disclosure or deletion are met, for instance, 
the searching update 1000 and/or message 400 copy perform 
the triggered action; if not, the searching update 1000 moves 
on to the next node, checks for a message 400 copy, and So 
on. The searching update 1000 may be implemented using 
robots, agents, crawlers, or other traveling Software tasks 
that roam the network. The traversal method used by the 
searching update 1000 should eventually lead it to every 
location that might harbor a message 400 copy. This may be 
accomplished using the teachings herein in conjunction with 
familiar graph Search algorithms, for instance. 
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0127. If the number of locations to search is large, the 
traversal may take considerable time, So Searching updates 
1000 are not necessarily the best choice when time is of the 
essence. However, searching updates 1000 may advanta 
geously make it more difficult to follow an update 1000 
directly to a message 400 copy and thereby reduce the risk 
of unauthorized actions. 

0128. In a manner similar to traversal by a searching 
update, an unauthorized Search-and-destroy program could 
roam the network 100 trying to locate message 400 copies. 
Accordingly, message 400 copies should be named 
obscurely and/or be located in obscure places (or in obvious 
places in file disguised form) So that even if their network 
node address is known, their existence is not necessarily 
revealed. Then a Search-and-destroy attacker will not nec 
essarily be able to locate the message 400 copies themselves 
even if the attacker uses the same traversal methods as 
searching updates 1000 to locate nodes likely to contain 
message 400 copies. 

0129. Tools and techniques used by viruses, worms, 
Trojan horse programs and the like may be adapted to 
disguise message 400 copies. In addition, when encrypting 
a message 400, the message 400 may be reformatted in the 
guise of a *.c, *.h, *.cpp, *.hpp, *.asm, *.ini, *.DLL, OLE, 
COM, Java, or other software component or file of a type 
commonly found on the network 100. Such file disguises 
include using the appropriate file name extension and other 
naming conventions for the file type chosen, and may also 
involve providing the expected internal Syntax for the file's 
contents, hidden information can be placed in a Source code 
file comment, for instance, or in executable code file data 
Sections. Unless a Search-and-destroy program is prepared to 
test both the Syntax and the Semantics of each file it 
encounters (and even then risk erroneously deleting a file 
which is not a message 400), disguising the message 400 
copies in this manner will Substantially reduce the risk of 
their unauthorized removal or disclosure. Of course, the 
message update 1000 (whether a searching update or oth 
erwise) must be able to identify message 400 copies, so any 
message update 1000 should be made difficult to capture and 
difficult to reverse engineer. Capture of a message update 
1000 can be made difficult by using a small number of Such 
updates 1000 and by drawing on tools and techniques used 
by viruses and the like. Message update 1000 reverse 
engineering can be made difficult by using Self-modifying 
code, time-out loops that detect delayS caused by debugger 
traps and then Scramble memory, and other techniques. 

0130. In some embodiments, the updates 1000 are sent 
only to nodes that should also contain a message 400 
corresponding to the update 1000. In such cases, it may 
happen that the expected message 400 is not there. This 
unexpected omission can be ignored, or it can be reported to 
a trusted administrator and/or to the information provider. 
0131. It may also happen that the update 1000 finds the 
message 400 at the expected location but a digital Signature 
comparison reveals tampering with the message 400 and/or 
the update 1000. In such cases, the system may take various 
actions, according to previously programmed defaults or 
options specified when the message 400 was stored. For 
instance, Software may raise an alarm by notifying the 
information provider and/or Some other party, or it may 
disclose the message 400 information earlier than it other 
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wise would have done. Additional Message and Update 
Transmission Considerations Computers in the System may 
in general be either servers 102, clients 104, or a mixture of 
Servers and clients. Methods of passing messages 400 and 
updates 1000 may vary according to whether the sender and 
transmitter are Server or client or a mixture. For instance, 
agents or Servlets or other tasks may be transmitted more 
readily in Some instances while files which are not execut 
able are more readily transmitted in others. 
0.132. Although the messages 400 and updates 1000 may 
be implemented using agents, crawlers, Servlets, or various 
forms of traveling program, the transmittals 400, 1000 need 
not include executable code in every System according to the 
invention. Some embodiments transmit primarily non-ex 
ecutable messages 400 and updates 1000, while others 
transmit only non-executable messages 400 and updates 
1000. In such embodiments, a task or agent or other local 
“hidden choir” software resides on each node and performs 
one or more of the functions discussed above, namely, 
receiving messages and updates, transmitting messages and/ 
or updates to other nodes, testing disclosure and/or deletion 
conditions, and carrying out disclosure and/or deletion as 
indicated. 

0133. The local software may be dispersed through the 
network 100 nodes on an as-need, autonomous basis, that is, 
without any node knowing the location of every piece of the 
inventive Software. This dispersal may be accomplished in a 
manner Similar to dispersal of executable messages 400 or 
updates 1000 discussed above in connection with roving 
messages. 

0134) The local software may also be dispersed through 
the nodes in a centrally managed way, So that a central 
contract index or other list identifies all nodes (or at least all 
local networks) which have Software in place to receive and 
manage messages 400 and updates 1000. Naturally, the 
existence of Such a list poses a threat to the continued 
survival of messages 400 and updates 1000. However, the 
threat can be reduced by protecting the confidentiality of the 
list (both its existence and its contents); by making the list 
of nodes numerous and varied as to platform, entity, and 
Security requirements, by Seeding the list with nodes con 
taining tracking Software that reports attempted operations 
to a trusted administrator; by using only a Subset of the listed 
nodes for any given message, thereby raising the cost of 
unauthorized access attempts forcing any infiltration to 
attack nodes that contain no messages, and perhaps by other 
precautions as well. 
0135 Summary 
0.136. In Summary, the present invention provides a novel 
System and method for controlling the disclosure of Sensitive 
information. Copies of the information are hidden through 
out a network. Disclosure of the information may be trig 
gered when an expected Secrecy renewal does not arrive, 
indicating that the information provider is in trouble and/or 
wishes the previously Safeguarded information to be 
released. Disclosure may also be delayed, perhaps indefi 
nitely, unless eXpressly triggered by the information pro 
vider or another authorized user. In short, information is kept 
Secret until Specified conditions are met and is then disclosed 
in a specified manner. 
0.137 The Figures show a particular order and grouping 
for method steps of the invention. However, those of skill 
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will appreciate that the Steps illustrated and discussed in this 
document may be performed in various orders, including 
concurrently, except in those cases in which the results of 
one Step are required as input to another Step. Likewise, 
StepS may be omitted unless called for in the claims, 
regardless of whether they are expressly described as 
optional here. StepS may also be repeated, or combined, or 
named differently. Both headings and references to discus 
Sions of a given topic elsewhere in the application are for 
convenience only. 
0138 Although particular methods embodying the 
present invention are expressly illustrated and described 
herein, it will be appreciated that apparatus, Signal, and 
article embodiments may be formed according to methods of 
the present invention. For instance, discussion of the mes 
Sage formats 400 illustrates method steps, message Signals, 
and computing Systems configured with inventive Software 
to read and write Such formats. Unless otherwise expressly 
indicated, the description herein of methods of the present 
invention therefore extends to corresponding apparatus, 
Signals, and articles, and the description of apparatus, Sig 
nals, and articles of the present invention extends likewise to 
corresponding methods. 
0.139. Although reference is made to software and/or 
hardware and/or Systems, it will be appreciated that the 
inventive functionality may be provided by various combi 
nations of one or more of the following: compiled Software, 
interpretable code Such as byte codes, fully linked execut 
able code, dynamically loaded libraries, COM or OLE or 
Java or other components, firmware, microcode, ASICs, 
PALS, RAM, processors, environment variables, command 
line parameters, initialization or configuration files, and 
other Software and hardware components, tools, and tech 
niques known in the arts. 
0140. The invention may be embodied in other specific 
forms without departing from its essential characteristics. 
The described embodiments are to be considered in all 
respects only as illustrative and not restrictive. Any expla 
nations provided herein of the Scientific principles employed 
in the present invention are illustrative only. The Scope of the 
invention is, therefore, indicated by the appended claims 
rather than by the foregoing description. All changes which 
come within the meaning and range of equivalency of the 
claims are to be embraced within their Scope. 

What is claimed and desired to be secured by patent is: 
1. A method for controlling disclosure of sensitive infor 

mation provided by an information provider, comprising the 
Steps of: 

obtaining at least one disclosure condition; 
hiding copies of the Sensitive information in a network at 

locations not disclosed to the information provider, 
checking at least once for occurrence of the disclosure 

condition; and 
if occurrence of the disclosure condition is detected then 

disclosing at least a portion of the Sensitive informa 
tion. 

2. The method of claim 1, wherein the sensitive informa 
tion is hidden by encryption. 

3. The method of claim 1, wherein the sensitive informa 
tion is hidden by a file disguise. 
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4. The method of claim 1, wherein the hiding step hides 
at least ten copies of the Sensitive information. 

5. The method of claim 1, wherein the hiding step hides 
at least one hundred copies of the Sensitive information. 

6. The method of claim 1, wherein the hiding step hides 
at 1 east one thousand copies of the Sensitive information. 

7. The method of claim 1, wherein the hiding step creates 
at least one roving message copy. 

8. The method of claim 1, wherein the hiding step creates 
at least one poised message copy. 

9. The method of claim 1, further comprising the steps of: 
obtaining at least one deletion condition; 
checking at least once for occurrence of the deletion 

condition; and 
if occurrence of the deletion condition is detected then 

deleting at least a portion of the Sensitive information. 
10. The method of claim 9, wherein cancellation by the 

information provider is a deletion condition, and the user 
requests Such cancellation. 

11. The method of claim 1, further comprising the steps of 
accepting a message update and Storing the message update. 

12. The method of claim 1, wherein the message update 
is a Searching update which is not directed at a particular 
copy of the corresponding message to be updated. 

13. The method of claim 1, wherein the message update 
is directed at a particular copy of a corresponding roving 
message to be updated. 

14. The method of claim 1, wherein the message update 
is directed at a particular copy of a corresponding poised 
message to be updated. 

15. The method of claim 1, wherein at least a portion of 
the Sensitive information is disclosed using at least one 
destination specified by the information provider. 

16. The method of claim 15, wherein a region destination 
was Specified by the information provider and disclosure 
includes disclosure in that region. 

17. The method of claim 15, wherein a deadman Switch 
disclosure condition was specified by the information pro 
vider and disclosure is triggered by that condition. 

18. The method of claim 1, wherein at least a portion of 
the Sensitive information is disclosed using at least one 
format specified by the information provider. 

19. A computer System comprising a network, message 
Storage means for Storing in the network copies of a mes 
Sage, and message disclosure means for disclosing the 
message if a predefined condition is detected. 

20. The System of claim 19, wherein the message Storage 
means comprises an encryption means for encrypting at least 
One meSSage component. 

21. The System of claim 19, wherein the message Storage 
means comprises a digital Signature means for digitally 
Signing at least one message component. 

22. The System of claim 19, wherein the message Storage 
means comprises code to Send a notice to a Specified email 
address after the message has been Stored. 

23. The system of claim 19, wherein the message disclo 
Sure means comprises an email message generator for cre 
ating and mailing at least one email message containing a 
copy of at least a portion of the Stored message. 

24. The system of claim 19, wherein the message disclo 
Sure means comprises a web page generator for creating and 
posting at least a portion of a web page containing a copy of 
at least a portion of the Stored message. 



US 2001/0056546 A1 

25. The system of claim 19, wherein the message disclo 
Sure means comprises code for detecting a deadman Switch 
for triggering disclosure. 

26. The system of claim 19, wherein the message disclo 
Sure means comprises code for detecting a reverse deadman 
Switch for triggering disclosure. 

27. The system of claim 19, wherein the network includes 
a local area network. 

28. The system of claim 19, wherein the network includes 
a geographically dispersed network and at least two copies 
of the message are geographically dispersed in the network. 

29. The system of claim 19, wherein the network includes 
nodes on different continents and at least two copies of the 
message are Stored on different continents in the network. 

30. The system of claim 19, further comprising a means 
for changing the location of message copies. 

31. The system of claim 19, further comprising a means 
for placing message copies in at least one file disguise. 

32. The System of claim 19, further comprising a message 
deletion means for deleting message copies. 

33. The system of claim 32, wherein the message deletion 
means comprises a means for performing an emergency 
action in response to an apparent deletion request. 

34. The system of claim 32, wherein the message deletion 
means comprises a cancellation means for deleting all Stored 
message copies. 

35. The system of claim 34, wherein the cancellation 
means requires authentication information which confirms 
that the Source of the cancellation request is the Same as the 
Source of the message to be canceled. 

36. The System of claim 19, further comprising a message 
update Storage means for Storing message updates. 

37. The system of claim 36, wherein the message update 
Storage means comprises code for creating decoy updates. 

38. The system of claim 36, wherein the message update 
Storage means comprises code for creating at least one 
Secrecy renewal. 

39. The system of claim 36, wherein the message update 
Storage means comprises code for creating at least one 
address marker. 

40. The system of claim 36, wherein the message update 
Storage means comprises code for creating at least one 
Searching update. 

41. The System of claim 36, wherein the message update 
Storage means comprises code for creating at least one 
update to a roving message. 

42. The System of claim 36, wherein the message update 
Storage means comprises code for creating at least one 
update to a poised message. 

43. A signal embodied in a network for controlled mes 
Sage disclosure, the Signal comprising a Sensitive informa 
tion component and a disclosure condition component. 

44. The signal of claim 43, wherein at least the sensitive 
information component is encrypted. 

45. The signal of claim 43, wherein at least the sensitive 
information component is compressed. 
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46. The signal of claim 43, wherein at least the sensitive 
information component is digitally signed. 

47. The Signal of claim 43, further comprising a destina 
tion component. 

48. The Signal of claim 43, further comprising a disclosure 
format component. 

49. The signal of claim 43, further comprising an identi 
fication component. 

50. The signal of claim 43, further comprising a traveling 
program component. 

51. The signal of claim 43, further comprising a deletion 
condition component. 

52. The signal of claim 43, further comprising code for 
monitoring conditions to determine if disclosure or deletion 
is appropriate. 

53. The signal of claim 52, wherein the code operates 
independently of any message update Signals. 

54. A computer Storage medium having a configuration 
that represents data and instructions which will cause at least 
a portion of a computer System to perform method steps for 
controlled message disclosure, the method steps comprising 
the Steps of: 

obtaining at least one disclosure condition; 
Storing copies of a message in a network; 
checking for occurrence of the disclosure condition; and 
if occurrence of the disclosure condition is detected then 

disclosing at least a portion of the message. 
55. The storage medium of claim 54, wherein the storing 

Step comprises placing a copy of the message in a file 
disguise. 

56. The storage medium of claim 54, wherein the storing 
Step Stores at least one thousand copies of the message. 

57. The storage medium of claim 54, wherein the storing 
Step Stores at least one roving message copy. 

58. The storage medium of claim 54, wherein the storing 
Step Stores at least one poised message copy. 

59. The storage medium of claim 54, wherein the method 
further comprises the Steps of 

obtaining at least one deletion condition; 
checking for occurrence of the deletion condition; and 
if occurrence of the deletion condition is detected then 

locating copies of the message and deleting all located 
copies of the message. 

60. The storage medium of claim 54, wherein the method 
further comprises the Steps of accepting a message update 
and Storing the message update. 

61. The storage medium of claim 54, wherein at least a 
portion of the message is disclosed to at least one destina 
tion. 

62. The Storage medium of claim 61, wherein disclosure 
includes Sending a copy of at least a Sensitive information 
component of the message to an email destination. 
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