A translation lookaside buffer (TLB) includes a data array unit with a data array having a plurality of entries. Each entry may store a respective translated physical address and an address selection indication. The address selection indication may select as an output of the data array unit one of the respective translated physical address stored within a particular entry or another address provided to the data array unit in response to the particular entry being read.
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BACKGROUND

[0002] 1. Technical Field
[0003] This disclosure relates to processors, and more particularly to translation lookaside buffer mechanisms within processors.
[0004] 2. Description of the Related Art
[0005] Most processor designs that have paging mechanisms as part of the memory subsystem and include a translation lookaside buffer (TLB) to shorten the time required to do page translations and access memory. Although conventional TLB structures have been sufficient in providing physical address translations for a long time, in certain systems conventional TLB structures may not provide results fast enough.

SUMMARY OF THE EMBODIMENTS

[0006] Various embodiments of a translation lookaside buffer are disclosed. In one embodiment, a translation lookaside buffer (TLB) includes a data array unit with a data array having a plurality of entries. Each entry may be configured to store a respective translated physical address and an address selection indication. The address selection indication may be configured to select as an output of the data array unit one of the respective translated physical addresses stored within a particular entry or another address provided to the data array unit in response to the particular entry being read.

[0007] In another embodiment, a mobile communication device includes a memory and a processor. The processor includes a translation lookaside buffer (TLB) unit that includes a data array unit with a data array including a plurality of entries. Each entry is configured to store a respective translated physical address and an address selection indication. The address selection indication may be configured to select as an output of the data array unit one of the respective translated physical addresses stored within a particular entry or another address provided to the data array unit in response to the particular entry being read.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] FIG. 1 is a block diagram of one embodiment of an integrated circuit including a translation lookaside buffer and clock unit therefor.
[0009] FIG. 2 is a block diagram of one embodiment of a translation lookaside buffer.
[0010] FIG. 3 is a block diagram of one embodiment of the translation lookaside buffer of FIG. 1.
[0011] FIG. 4 is a block diagram illustrating more detailed aspects of an embodiment of a portion of the translation lookaside buffer of FIG. 3.
[0012] FIG. 5 is a schematic diagram of an embodiment of a portion of the translation lookaside buffer shown in FIG. 3 and FIG. 4.
[0013] FIG. 6A is a diagram illustrating timing details of one embodiment of a translation lookaside buffer.
[0014] FIG. 6B is a diagram illustrating timing details of an embodiment of the translation lookaside buffer shown in FIG. 3 and FIG. 4.
[0015] FIG. 7A is a block diagram an embodiment of a translation lookaside buffer.
[0016] FIG. 7B is a block diagram of an embodiment of the translation lookaside buffer shown in FIG. 3 and FIG. 4.
[0017] FIG. 8 is a schematic diagram of an embodiment of a portion of the compare unit shown in FIG. 3.
[0018] FIG. 9 is a schematic diagram of another embodiment of the translation lookaside buffer shown in FIG. 3.
[0019] FIG. 10 is a schematic diagram of one embodiment of the clock unit shown in FIG. 1.
[0020] FIG. 11 is a block diagram of one embodiment of a system including the integrated circuit of FIG. 1.
[0021] Specific embodiments are shown by way of example in the drawings and will herein be described in detail. It should be understood, however, that the drawings and detailed description are not intended to limit the claims to the particular embodiments disclosed, even where only a single embodiment is described with respect to a particular feature. On the contrary, the intention is to cover all modifications, equivalents and alternatives that would be apparent to a person skilled in the art having the benefit of this disclosure. Examples of features provided in the disclosure are intended to be illustrative rather than restrictive unless stated otherwise.

[0022] As used throughout this application, the word “may” is used in a permissive sense (i.e., meaning having the potential to), rather than the mandatory sense (i.e., meaning must). Similarly, the words “include,” “including,” and “includes” mean including, but not limited to.

[0023] Various units, circuits, or other components may be described as “configured to” perform a task or tasks. In such contexts, “configured to” is a broad recitation of structure generally meaning “having circuitry that” performs the task or tasks during operation. As such, the unit/circuit/component can be configured to perform the task even when the unit/circuit/component is not currently on. In general, the circuitry that forms the structure corresponding to “configured to” may include hardware circuits. Similarly, various units/circuits/components may be described as performing a task or tasks, for convenience in the description. Such descriptions should be interpreted as including the phrase “configured to.” Reciting a unit/circuit/component that is configured to perform one or more tasks is expressly intended not to invoke 35 U.S.C. §112, paragraph six, interpretation for that unit/circuit/component.

[0024] The scope of the present disclosure includes any feature or combination of features disclosed herein (either explicitly or implicitly), or any generalization thereof, whether or not it mitigates any or all of the problems addressed herein. Accordingly, new claims may be formulated during prosecution of this application (or an application claiming priority thereto) to any such combination of features. In particular, with reference to the appended claims, features from dependent claims may be combined with those of the independent claims and features from respective independent claims may be combined in any appropriate manner and not merely in the specific combinations enumerated in the appended claims.

DETAILED DESCRIPTION

[0025] Turning now to FIG. 1, a block diagram of one embodiment of an integrated circuit including a translation
lookaside buffer and clock unit is shown. The integrated circuit 10 includes a processor core 12 that includes a translation lookaside buffer (TLB) 16 and a clock unit 17. In one embodiment, the integrated circuit 10 may be considered as a system on a chip (SOC).

In various embodiments, the processor core 12 may execute application software as well as operating system (OS) software. In addition, the processor core 12 may include a memory subsystem including one or more cache memories (not shown). The memory subsystem may implement a paging system in which virtual addresses are translated to physical addresses when physical memory is accessed.

In one embodiment, the TLB 16 may be configured to store physical addresses that have been previously translated. As described further below, the TLB 16 may be configured to receive at least a portion of a virtual address and determine whether the corresponding physical address is stored within the TLB 16. In addition, the TLB 16 may include a data array (e.g., 304 of FIG. 3) that includes a multiplexing structure for providing the physical address stored in the data array, or to provide a bypassed address dependent upon an enable signal. Further, the TLB 16 may include a fast compare unit (e.g., 306 of FIG. 3) that may be configured to generate a hit or miss indication for as many as number of different previous addresses when compared to the output of the data array. The TLB 16 may also be configured to provide the data array output and the results of the previous address compare within the same clock cycle. The clock unit 17 may provide at least one pulse clock signal (e.g., clk out of FIG. 10) to the TLB 17 during normal operation. In addition, the clock unit 17 may be configured to enable and disable the pulse clock signal from within the clock unit 17 during various test modes such as scan test, functional test, and the like.

Referring to FIG. 2, a block diagram of one embodiment of a TLB is shown. The TLB 100 of FIG. 1 includes a set of flip-flops 101 at the input to the content addressable memory (CAM) array 102. The CAM array 102 stores at least a portion of the physical address tag bits for each translation (i.e., physical address, (PA)) that is stored within the data array 104. The flip-flops capture an input address (e.g., address in) which is compared by the CAM array 102 to every physical address tag that is stored within the CAM array. If there is a hit, the hit indication may be a wordline address to the location in the data array that contains the physical address. The wordline address may be latched by latches 103. The data array 104 is accessed using the wordline address, and the physical address is output to the PA/VA mux 105. In some cases, another address may be provided to the TLB along with an asserted bypass signal, such as the en_va signal, for example. In such cases, the asserted en_va signal selects the other address rather than the translated PA stored within the data array 104. If there is no bypass enabled, the PA from the accessed entry is passed through the mux 105 and is captured at the output flip-flops 106. The translated PA is then output for use by the memory subsystem. If there is a bypass enabled through the en_va signal, the address provided on the va<y> address is instead passed to the pa/va mux 105. Accordingly, on a read, the translated PA is accessed and then the en_va signal selects one of the PA or the va<y> address for output. The final output is the Physical address (PA) whether it’s a virtual address from va<y> or the PA stored in the data array 104.

Referring to FIG. 3, a block diagram of one embodiment of the TLB of FIG. 1 is shown. The TLB 300 includes a set of flip-flops 301 coupled to an address compare unit 302, which is coupled to another set of flip-flops 303. The flip-flops 303 are coupled to the data array unit 307, which includes a data array 304 and a pa/va multiplexer (mux) 305. The data array unit 307 is coupled to a compare unit 306.

In one embodiment, the TLB 300 receives an address (e.g., address in) such as a physical address tag for example, during a read operation. The flip-flop unit 301 captures the address and provides it to the address compare unit 302, which provides an index into the data array 304 if there is a hit. The index is used to access the corresponding translated physical address that is stored within data array 304. As shown in the exemplary data array entry 309, in addition to the physical address, the en_va indication is also stored along with the physical address. The en_va indication is used to determine whether to use the physical address stored within the data array 304, or to use the va<y> address provided to the data array unit 307. Thus, the en_va signal is referred to as an address selection indication. As described further below, the wordlines may be generated for both the va<y> address and the physical address stored within the data array 304. Since the en_va indication is stored with the PA address data in the data array 304 during a TLB write operation, the stored indication may be used to select which data is output at the time the address is read out of the data array. This may allow for a much faster data output, than for example, the TLB shown in FIG. 2. It is noted that although not explicitly shown, TLB 300 includes control logic that controls the reading and writing of the data array unit 307.

In addition, as described further below, the compare unit 306 may compare the translated physical address (or the va<y> address) to a number of previously requested addresses (e.g., slot<3:0> and slb<4:0>) and to provide a number of corresponding hit indications. In one embodiment, the slt<3:0> addresses may correspond to outstanding request addresses, and the slb<4:0> addresses may correspond to outstanding store buffer addresses, which represent outstanding memory writes. As shown, in one embodiment, the address output from the data array unit 307 and the compare unit 306 may occur in the same clock cycle. The translated PA may be used by the memory subsystem to access the system memory, as desired. The compare unit 306 may concurrently compare the translated PA to the previously requested addresses that are input to the compare unit 306. The compare unit 306 provides corresponding match results for each of the compare operations (e.g., slot_hit<3:0> and stb_hit<4:0>).

Turning to FIG. 4, a block diagram illustrating more detailed aspects of an embodiment of a portion of the translation lookaside buffer of FIG. 3 is shown. Specifically, a conceptual diagram of the wordline drivers of the data array 304 and the muxing structure 305 of data array unit 307 is shown. More particularly, as shown in FIG. 3 and FIG. 4, the va/pe mux 305 is placed within the data array unit 307.

Since the en_va indication is stored with the address data within each data array entry, the en_va signal 401 is routed back to both the va wordline driver 405 and the pa wordline driver 403 as en_va and en_va_b, respectively. During a write of the data array the en_va signal is stored and may subsequently enable and thus turn on one of the va wordline driver 405 or the pa wordline driver 403. During a subsequent read cycle, if the va wordline driver 405 is enabled by the en_va signal 401, then a va that may be provided to the pa/pe mux would be read out. Alternatively, if the pa wordline driver...
is enabled by the en_va signal 401, then the PA address data from the data array 304 would be read out. The va/pa mux 305 has already selected the corresponding address via the en_va signal, and so it is completely hidden from a timing perspective. This is shown in more detail in FIG. 5. In the conventional TLB of FIG. 2, since the PA or VA would have been selected after the address data is read from the data array, at least one additional stage delay would have been incurred.

[0034] Referring to FIG. 5, a schematic diagram of an embodiment of a portion of the translation lookaside buffer shown in FIG. 3 and FIG. 4. More particularly, the schematic of FIG. 5 illustrates the integrated muxing structure and a bit cell of the data array 304. In the illustrated embodiment, the bit cell 501 includes the four cross-coupled transistors T1 through T4. Transistor T5 and T6 correspond to write wordline transistors the bit cell 501. Transistors T7 and T8 correspond to bitline transistors that are used for writing a bit of data into the bit cell 501. The pa/va mux is shown in two parts, 305a and 305b. The pa/va mux 305a corresponds to the portion of the mux that outputs either the va or the pa bit, while the pa/va mux 305b portion outputs either the va or the pa bit. As shown, the pa/va mux 305a includes transistors T9 and T10 which correspond to the read wordline pass transistors for va and pa, respectively, while transistors T11 and T12 correspond to the va and pa data transistors, respectively. Similarly, the pa/va mux 305b includes transistors T13 and T14 which correspond to the read wordline pass transistors for va and pa, respectively, while transistors T15 and T16 correspond to the va and pa data transistors, respectively.

[0035] When a data write to the data array 304 occurs, the write bitline_b signal has the negated data bit value. For example, if the data bit being written has a logic value of one, the write bitline_b signal path would have a logic value of zero. As such, transistor T7 will turn on thereby causing a logic value of one to appear at the gates of transistors T1 and T2 when wordline transistor T6 is on. Similarly, the logic zero on the write bitline_b path would appear at the gates of transistors T3 and T4, thereby causing a logic zero to appear at the cell pa output. Accordingly, the bit is now stored within the bit cell of data array 304.

[0036] Upon a subsequent read of the data array 304, and more particularly, the entry in which this bit cell 501 is positioned, the en_va signal described above has already selected which of the wordlines is turned on. Specifically, as described above in conjunction with FIG. 4, when a data write to the data array 304 occurs, the en_va bit is written, and sent to the wordline drivers, thereby enabling one of the pa or the va wordlines. Accordingly, in FIG. 5, depending upon whether the en_va bit is a one or a zero, one of the readwordline_va or the readwordline_pa signals is asserted to a logic value of one upon a subsequent read. Thus, due to the en_va signal, the readwordline_va and the readwordline_pa signals are mutually exclusive. When the entry is read, only one of transistors T9 or T10 is on, and only one of T13 or T14 is on. This allows either the corresponding pa data from the bit cell 501 or va address data applied to the va address inputs to be immediately read out on the read and read_b signal paths, rather than having to wait for the address data to be read out in the next cycle as in previous designs. Thus, bringing the pa/va mux logic into the data array 304 allows the address to be output faster.

[0037] Turning to FIG. 6A a diagram illustrating timing details of an embodiment of a translation lookaside buffer is shown. As shown, the physical address compare and subsequent hit indications are provided in the cycle after the address data (e.g., pa<21:0>) is provided from the data array of the TLB. Generally speaking, the TLB is done in a cycle and the output of the data array (i.e., hit+PA) goes downstream for further qualifying of data in the next cycle. This is done because the cycle time for the TLB takes too long.

[0038] In FIG. 6B, a diagram illustrating timing details of an embodiment of the translation lookaside buffer shown in FIG. 3 and FIG. 4 is shown. In contrast to the diagram shown in FIG. 6A, the timing diagram of FIG. 6B shows that the physical address compare and subsequent hit indications (e.g., stb_hit<4:0> and slot_hit<3:0>) are provided in the same cycle that the address data is provided from the data array of the TLB, thereby speeding up the overall TLB process.

[0039] In various embodiments, shortening the time that it takes for the PA address to be output from the data array 304 may enable the compare unit 306 to perform the compare operation in the same cycle that the PA address is provided from the data array 304. As described in the above embodiments, one mechanism for decreasing the time that it takes for the PA address to be output from the data array 304 is to store the en_va indication with the corresponding address in each entry of the data array 304, and routing the en_va signal to the PA and VA wordline drivers. Another mechanism may be the integration of the pa/va mux 305 into the data array 304.

[0040] Furthermore, not only does the rest of the processing unit 12, for example, not have to wait an additional cycle for the hit results, a set of latches may be eliminated. More particularly, in FIG. 6A, since the compare unit 306 compares the PA with the slot and stb addresses at the beginning of the cycle following the TLB result, the slot and stb addresses need to be latched to ensure setup times for the compare unit 306 can be met. In contrast, in FIG. 6B, since the compare takes place in the latter part of the earlier cycle, the setup time for the slot and stb addresses is not an issue since the setup time is coincident with the time the TLB takes to output the PA. Thus, the latches may be eliminated.

[0041] Turning to FIG. 7A, a conceptual block diagram of an embodiment of a translation lookaside buffer is shown. As shown, there is a latch stage after the data is output from the data array. More particularly, to perform a compare operation after a conventional TLB, the results of the TLB 700 are latched or flopped by latches 701 and then fed to the compare. The latch 701 is needed to hold the TLB results for the entire time that compare unit 703 compares addresses. There may be several drawbacks to using the latch 701. For example, the latch 701 consumes power and area, and the latch 701 may include multiple stages and so may slow down the process of providing the result. Furthermore, the front end of the compare unit 703 is typically clocked due to setup/hold issues.

[0042] In contrast, a conceptual block diagram of an embodiment of the translation lookaside buffer shown in FIG. 3 and FIG. 4 is shown in FIG. 7B. In the embodiment shown in FIG. 7B, there is no latch. Instead, the bitline output of the data array sense amplifiers 705 is used to feed the compare unit 306. The hold issue is resolved by using the bitline as the data element. In one embodiment, the bitline output of the a given data array storage cell is precharged high and conditionally discharges low. However, this bitline is then inverted by the sense amplifier. The inverted bitline precharges high and is conditionally evaluated high. In one embodiment, the clock is built into the bitlines, since both the data and the clock
are merged into a single line. More particularly, at some point during each clock cycle, the bit lines of the sense amp 705 are precharged low, and then at some other point in the clock cycle the bit lines are evaluated and the data from the storage cell will drive one or the other bit line high. This reduces the need for the clock on the front end of the compare unit 306, which may reduce the front end timing by 1 stack. In addition, because the sense amp 705 is used to send the data to the compare, a closer physical placement may be used, which may reduce signal delay that may be attributed to long wires.

[0043] Turning to FIG. 8, a schematic diagram of one embodiment of a portion of the compare unit of FIG. 3 is shown. More particularly, the embodiment shown in FIG. 8 is representative of one bit of the compare unit 306. Compare unit 306 includes transistors T1 through T10, and inverters I1 through I3. The inputs are the ram and ram_b signals, and the tag signal. The output is the Mismatch signal, which stays at a logic one to indicate a hit or match, and goes to logic zero to indicate a miss or mismatch.

[0044] The ram and ram_b signals are precharged low differential signals that represent the PA address bit from the data array 304. As such, if the PA address bit is a logic one, then the ram bit will evaluate to a logic one, and conversely if the PA address bit is a logic zero, the ram_b bit will evaluate to a logic one. The tag signal represents a single-ended sb or slot address bit that is being compared to the PA address bit. As shown in FIG. 8, the tag input corresponds to a stable sb or slot address bit. Thus, the tag_b bit is simply an inverted tag bit, and the tag_tdb bit is a delayed version of the tag bit. Accordingly, if the tag address bit is a logic one, the tag_tdb bit will go to a logic one, and conversely if the tag address bit is a logic zero, the tag_b bit will go to a logic one. As shown in the illustrated embodiment, transistor T1 and transistor T3 are comparing ram against tag_b, and transistor T2 and transistor T4 are comparing ram against tag. Thus, transistor T1 and transistor T3, and transistor T2 and transistor T4 are looking for a mismatch.

[0045] Transistor T5 precharges the input of inverter I1 to a logic one in response to a logic zero precharge pulse on the precharge_b signal path, thereby keeping transistor T6 cut off. More particularly, when transistor T5 turns on during the precharge pulse, both of transistors T7 and T8 are turned on, which latches the precharge value at the output of I1, and which keeps transistor T6 cut off and indicating a hit on the mismatch output signal. When the precharge pulse returns to a logic one, transistor T5 turns off and transistor T10 turns on. However, since transistor T9 is in cutoff no current flows through transistor T10.

[0046] The PA address bit from the data array sense amp is applied to transistors T1 and T2 as ram and ram_b, respectively, while the slot or sb address bit is applied to transistors T3 and T4 as tag_b and tag_tdb, respectively. When the PA address bit evaluates, one of the ram or ram_b bits will go to a logic one. Similarly, one of the tag_b or tag_tdb bits will go high. If neither the ram and tag_b nor the ram_b and tag_tdb bits are the same, then there is a mismatch. However, if either the ram and tag_b or the ram_b and tag_tdb bits are the same, then a mismatch has occurred.

[0047] In the case of a match or hit, neither of T1 and T3, nor T2 and T4 turned on at the same time. Thus, the input to inverter I1 remains the same, and the Mismatch signal continues to indicate a hit. However, in the case of a mismatch, one of T1 and T3, or T2 and T4 turned on. Thus, the input to inverter I1 is pulled to a logic zero which turns on transistor T6, and causes the Mismatch signal to indicate a miss by going to a logic zero. In addition, the transition of the output of inverter I1 to a logic one causes transistor T9 to turn on and transistors T7 and T8 to turn off, thereby latching the mismatch indication until the next precharge cycle.

[0048] It is noted that the sb and slot addresses need to be stable prior to the end of the precharge pulse returning to a logic one and prior to the evaluation of the ram and ram_b signals. As described above, the compare operation may be performed in the next subsequent cycle after the data array provides the PA. In such an embodiment, the sb and slot addresses may be latched to provide adequate setup and hold times for the compare operation. However, in other embodiments, the compare operation may be performed in the same cycle as, and after the data array provides the PA. In such embodiments, the sb and slot addresses may become sufficiently stable without the use of a latch due to the compare operation occurring near the end of the cycle.

[0049] In one embodiment, there may be 22 address bits being compared substantially simultaneously. Accordingly, there may be 21 circuits similar to the circuit shown in FIG. 8 within compare unit 306, which are not shown for brevity. However, as shown in FIG. 8, the output hit signal (mismatch) is wire OR-ed with the other similar circuits such that if there is a mismatch on any output bit, the mismatch signal is driven to a logic level of zero. It is noted that although there are 22 address bits in the instant embodiment, any number of address bits may be used in other embodiments.

[0050] Referring to FIG. 9, a schematic diagram of one embodiment of another portion of the compare unit of FIG. 3 is shown. More particularly, the embodiment shown in FIG. 9 is representative of a two-stage output latch that may be used to latch the compare (mismatch) outputs of the circuit of FIG. 8. The two-stage latch of FIG. 9 includes transistors T1 through T12, and inverters I1 through I8.

[0051] As shown, the mismatch output from FIG. 8 is applied to the match_1 or the match_r input of the circuit of FIG. 9. As described above there may be as many as two sets of 11 circuits like the circuit shown in FIG. 8, the outputs of which are all connected together in a wire OR configuration such that I1 are connected to the match_1 input and I1 are connected to the match_r input. In the illustrated embodiment, the latch may operate in three different modes: functional, bypass, and reset.

[0052] In the functional mode, both the clk_byp hit and the reset signals are held low. When the clk signal is at a logic value of one (high), the inputs to transistors T1-T4 are evaluated and allowed to change, when the clk signal transitions to a logic value of zero (low), the input value is latched. More particularly, when the clk signal is high transistor T5 is turned on, and if both of the match inputs are high, then the input to inverter I8 goes low, thereby causing the output signal to go high. Conversely, if any of the inputs goes low, one of transistors T1 or T2 will turn on, causing the input to inverter I8 to go high, thereby causing the output signal to go low.

[0053] Transistors T6-T11 form a feedback loop, which may reinforce and latch a data value during functional mode operation. While the clk signal is high, transistors T8 and T9 are both off, which turns off the feedback loop (i.e., T6-T11) to eliminate a “force” change of data if the opposite data was there before. This may allow logic values to change faster when a new data value arrives. While reset is low, and the clk_byp_hit are both low, the output of the NAND-gate (e.g., NAND1) is low, thereby turning on transistors T6 and T11.
which allows the data values at the input of inverter \textit{i8} to be latched once the clk goes low. Thus, if the input to the inverter \textit{i8} is low, then transistor \textit{T7} is off and transistor \textit{T10} is on. However, if input to the inverter \textit{i8} is high, then transistor \textit{T7} is on and transistor \textit{T10} is off.

When the clk signal goes low, transistor \textit{T5} turns off. However, transistors \textit{T8} and \textit{T9} turn on. If the input to the inverter \textit{i8} is low, and transistor \textit{T10} is on, then the logic value of zero at the input to the inverter \textit{i8} is reinforced and latched by the feedback loop. If, however, the input to the inverter \textit{i8} is high and transistor \textit{T7} is on, then the logic value of one at the input to the inverter \textit{i8} is reinforced and latched by the feedback loop.

In the reset mode, the reset signal goes high while the clk and clk_byp_hit signals are held low. Thus transistors \textit{T6} and \textit{T11} are turned off, which turns off the feedback loop. Transistor \textit{T12} turns on, thereby pulling the input to the inverter \textit{i8} low, and forcing the output signal high.

During various test modes, it may be desirable to bypass the input signal data. Accordingly, in the bypass mode the clk and reset signals are kept low, and the clk_byp_hit signal is forced high, which turns on the pass gate (e.g., PG1). The clk_byp_hit signal going high forces the output of the NAND1 gate high, turning off transistors \textit{T6} and \textit{T11}, and thereby turning off the feedback loop to remove the force if opposite data was stored in the latch. Bypass data may be applied as desired at the bypass_hit_data input, where it is inverted by both the inverters \textit{i3} and \textit{i8}, and output at the output.

Turning to FIG. 10, a schematic diagram of one embodiment of the clock unit of FIG. 1 is shown. The clock unit \textit{i7} includes an inverter \textit{i11}, the input of which receives an input clock signal (e.g., clk_in). The output of the inverter \textit{i11} is coupled to one input of a NOR-gate (e.g., NOR1). The output of the NOR1 gate is an output clock (e.g., clk_out). The output of the inverter \textit{i11} is also coupled to the input of an inverter \textit{i12}, the output of which is coupled to an inverter \textit{i13} and which is also the precharge_b signal. The output of the inverter \textit{i12} is coupled to an inverter \textit{i14}, which is in turn coupled to one input of a NOR-gate (e.g., NOR2). The output of the NOR2 gate is coupled to one input of a NAND-gate (e.g., NAND1), the output of which is coupled to the other input of the NOR1 gate. The other input to the NAND1 gate is an enable signal. The clock unit \textit{i7} also includes a NOR-gate (e.g., NOR3) which is coupled to receive a scan enable signal and a bypass_ram signal. The output of the NOR3 gate is coupled to an inverter \textit{i15}, the output of which is coupled to the other input to the NOR2 gate. The clock unit \textit{i7} further includes an inverter \textit{i16} that is coupled to receive the clk_in signal. The output of the inverter \textit{i16} is coupled to one input of a NAND-gate (e.g., NAND2), the output of which is coupled to an inverter \textit{i17}, which is in turn coupled to an inverter \textit{i18}, which provides an output scan clock signal (e.g., selk). The other input to the NAND2 gate is coupled to receive an input signal (e.g., test_enable).

The clock unit \textit{i7} may be used to form a pulse clock signal from the clk_in signal. More particularly, the clk_out signal may have a pulse width that corresponds to five time delays. The time delays correspond to the propagation delays associated with the five components (e.g., \textit{i12}, \textit{i13}, \textit{i14}, NOR2, and NAND1) that form a delay chain as the second input to the NOR1 gate.

In various embodiments, the clk_out signal may be used as the evaluate clock for dynamic logic circuits in the TLB and other circuits. Similarly, the precharge_b signal may be used to precharge dynamic logic circuits in the TLB and other circuits. For example, in FIG. 8, the precharge_b signal is used to precharge a portion of the logic. The scan enable signal may be used to enable scan testing. For example, the scan enable signal may be used to gate the normal clock, clk_out, and to switch scanenable logic elements such as flip-flops, for example, to accept a scan input rather than a normal data input. The bypass_ram signal may be used during a memory test to turn off the normal clock, clk_out.

Logic within the clock unit \textit{i7} may be used to turn off the clk_out signal during testing modes such as scan test for example. More particularly, the scan enable signal and the bypass_ram signal when asserted to a logic value of one, effectively gate the clk_out signal, while the scan enable signal gates the clk_in signal when asserted to a logic value of zero.

In a conventional clock generation scheme, the logic for enable, scan enable, and bypass_ram is provided outside the pulse clock unit \textit{i7}. More particularly, the inverter \textit{i11} and \textit{i12} may need to be duplicated every place that the precharge_b signal is needed. For the enable signal, which may be a primary input used to shut off the clk_out signal, a latch of flip-flop may be needed to latch the enable signal. In addition, the clk_out signal may be delayed so that the enable signal can be latched and provided to some clock gating signal. Furthermore, the enable signal itself may need to be routed to wherever the clk_out clock gating logic is located.

Accordingly, in the embodiment shown in FIG. 10, area may be saved by using the pulse of the control circuit to shut off the clk_out for functional and test modes. The pulse also features a faster precharge shut off to remove precharge/enable current at the front end of the downstream dynamic latch.

Turning to FIG. 11, a block diagram of one embodiment of a system that includes the integrated circuit \textit{i10} of FIG. 1 is shown. The system \textit{i100} includes at least one instance of the integrated circuit \textit{i10} of FIG. 1 coupled to one or more peripherals \textit{i107} and an external system memory \textit{i105}. The system \textit{i100} also includes a power supply \textit{i101} that may provide one or more supply voltages to the integrated circuit \textit{i10} as well as one or more supply voltages to the memory \textit{i105} and/or the peripherals \textit{i107}. In some embodiments, more than one instance of the integrated circuit \textit{i10} may be included.

The peripherals \textit{i107} may include any desired circuitry, depending on the type of system. For example, in one embodiment, the system \textit{i100} may be included in a mobile device (e.g., personal digital assistant (PDA), smart phone, etc.) and the peripherals \textit{i107} may include devices for various types of wireless communication, such as WiFi, Bluetooth, cellular, global positioning system, etc. The peripherals \textit{i107} may also include additional storage, including RAM storage, solid-state storage, or disk storage. The peripherals \textit{i107} may include user interface devices such as a display screen, including touch display screens or multitouch display screens, keyboard or other input devices, microphones, speakers, etc. In other embodiments, the system \textit{i100} may be included in any type of computing system (e.g., desktop personal computer, laptop, tablet, workstation, net top, etc.).

The system memory \textit{i105} may include any type of memory. For example, the system memory \textit{i105} may be in the DRAM family such as synchronous DRAM (SDRAM), double data rate (DDR, DDR2, DDR3, etc.), or any low
power version thereof. However, system memory 1105 may also be implemented in SDRAM, static RAM (SRAM), or other types of RAM, etc.

Although the embodiments above have been described in considerable detail, numerous variations and modifications will become apparent to those skilled in the art once the above disclosure is fully appreciated. It is intended that the following claims be interpreted to embrace all such variations and modifications.

What is claimed is:

1. An integrated circuit comprising:
   a translation lookaside buffer (TLB) unit including:
   a data array unit including a data array including a plurality of entries, wherein each entry is configured to store a respective translated physical address and an address selection indication;
   wherein the address selection indication is configured to select as an output of the data array unit one of the respective translated physical address stored within a particular entry or another address provided to the data array unit in response to the particular entry being read.
   2. The integrated circuit as recited in claim 1, wherein the address selection indication is configured to enable one of a wordline driver of the data array for the translated physical address stored within the entry, or a wordline driver of the data array for the another address.
   3. The integrated circuit as recited in claim 2, wherein in response to a given entry of the plurality of entries being written, the address selection indication is provided to both the wordline driver of the data array for the translated physical address stored within the entry and the wordline driver of the data array for the another address.
   4. The integrated circuit as recited in claim 2, wherein the data array unit further includes a multiplexer configured to provide as the output of the data array unit one of the respective translated physical address or the another address dependent upon which of the wordline driver of the data array for the translated physical address stored within the entry or the wordline driver of the data array for the another address is enabled.
   5. The integrated circuit as recited in claim 1, wherein the TLB further includes control logic configured to write the address selection indication to a given entry in response to writing the respective translated physical address to the given entry.
   6. A method comprising:
   storing a respective physical address translation within at least one entry of translation lookaside buffer including a data array having a plurality of entries;
   storing an address selection indication with the respective physical address translation within the at least one entry of the data array;
   reading a particular entry of the data array; and
   selecting as an output of the data array unit one of the respective translated physical address stored within the particular entry or another address provided to the data array unit, based upon the address selection indication.
   7. The method as recited in claim 6, further comprising enabling one of a wordline driver of the data array for the translated physical address stored within the entry, or a wordline driver of the data array for the another address based upon the address selection indication.
   8. The method as recited in claim 7, further comprising providing the address selection indication to both the wordline driver of the data array for the translated physical address stored within the entry and the wordline driver of the data array for the another address in response to a given entry of the plurality of entries being written.
   9. The method as recited in claim 6, further comprising the data array unit providing as an output either the respective translated physical address or the another address based upon the address selection indication in response to accessing a given entry of the plurality of entries.
   10. A translation lookaside buffer (TLB) comprising:
     a data array unit including a data array including a plurality of entries, wherein each entry is configured to store a respective translated physical address and an address selection indication;
     wherein the address selection indication is configured to select as an output of the data array unit one of the respective translated physical address stored within a particular entry or another address provided to the data array unit in response to the particular entry being read.
   11. The TLB as recited in claim 10, wherein data array unit is configured to enable one of a wordline driver of the data array for the translated physical address stored within the entry, or a wordline driver of the data array for the another address, dependent upon the address selection indication.
   12. The TLB as recited in claim 11, wherein the data array unit further includes a multiplexer configured to provide as the output of the data array unit one of the respective translated physical address or the another address dependent upon which of the wordline driver of the data array for the translated physical address stored within the entry or the wordline driver of the data array for the another address is enabled.
   13. The TLB as recited in claim 11, further comprising control logic configured to write the address selection indication and the respective translated physical address to a given entry in response to a TLB write.
   14. The TLB as recited in claim 12, wherein in response to a given entry of the plurality of entries being written, the address selection indication is provided to both the wordline driver of the data array for the translated physical address stored within the entry and the wordline driver of the data array for the another address.
   15. A translation lookaside buffer (TLB) comprising:
     a data array unit including a data array including a plurality of entries;
     wherein the data array unit is configured to receive write requests, wherein each write request includes a translated physical address and a corresponding respective address selection indication;
     wherein the data array unit is configured to store the received translated physical address and the corresponding respective address selection indication in an entry of the plurality of entries;
     wherein the address selection indication is configured to select as an output of the data array unit one of the translated physical address stored within a particular entry or another address provided to the data array unit in response to a read request for the particular entry.
   16. A mobile communication device comprising:
     a memory; and
     a processor coupled to the memory, wherein the processor includes a translation lookaside buffer (TLB) unit including:
     a data array unit including a data array including a plurality of entries, wherein each entry is configured to
store a respective translated physical address and an address selection indication; wherein the address selection indication is configured to select as an output of the data array unit one of the respective translated physical address stored within a particular entry or another address provided to the data array unit in response to the particular entry being read.

17. The device as recited in claim 16, wherein the address selection indication is configured to enable one of a wordline driver of the data array for the translated physical address stored within the entry, or a wordline driver of the data array for the another address.

18. The device as recited in claim 17, wherein in response to a given entry of the plurality of entries being written, the address selection indication is provided to both the wordline driver of the data array for the translated physical address stored within the entry and the wordline driver of the data array for the another address.

19. The device as recited in claim 17, wherein the data array unit further includes a multiplexer configured to provide as the output of the data array unit one of the respective translated physical address or the another address dependent upon which of the wordline driver of the data array for the translated physical address stored within the entry or the wordline driver of the data array for the another address is enabled.

20. The device as recited in claim 16, wherein data array unit is configured to receive the address selection indication with the translated physical address during a write operation.