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ADAPTIVE CONFIGURATION 
MANAGEMENT SYSTEM 

RELATED APPLICATION 

This application is a Continuation-in-Part and claims the 
priority benefit of U.S. patent application Ser. No. 12/210, 
084, entitled “Methods and Systems for Securely Managing 
Virtualization Platform', filed 12 Sep. 2008 now U.S. Pat. 
No. 8,065,714, assigned to the assignee of the present inven 
tion and incorporated herein by reference. 

FIELD OF THE INVENTION 

The present invention relates to an adaptive configuration 
and security control management system for use in connec 
tion with virtualized ecosystems such as individual virtual 
ization platforms and clusters of such platforms, and associ 
ated security control systems. 

BACKGROUND 

Virtualization is a term that has been coined to refer to the 
abstraction of computer resources. This includes abstraction 
of both hardware and software at multiple levels, from indi 
vidual servers and clients to complete networks. In this latter 
instance, the term “virtual infrastructure' has been used to 
refer to abstracted resources of a computer network, inclusive 
of all the hardware and software. 

While virtualization provides many benefits, it also poses 
several new security risks, including the potential for unau 
thorized access of resources or data, denial of service attacks 
through starving of resources, and "hyperjacking, in which 
hypervisors (software layers that abstract physical hardware 
resources from the virtual machines running thereon) are 
compromised. These and other risks demand that virtualized 
resources be placed under the control of stringent security 
facilities. 

In the above-cited U.S. patent application Ser. No. 12/210, 
084 (the “084 application), a control layer that securely 
manages the configurations of virtualization platforms was 
introduced. These configurations were based on published 
best practices and/or security hardening guidelines, such as 
the VMware Security Hardening Best Practice for VMware 
Infrastructure 3, CIS VMware ESX Server 3.x Benchmark, 
and the NSA VMware ESX Server 3 Configuration Guide. 
The assessments and remediations performed by the control 
layer were primarily based on these publications, however, 
administrators were still allowed to customize, and either 
make more stringent or relax how securely the deployed 
virtualization platforms were configured. 

Thus, the configuration practices adopted in the 084 appli 
cation relied on “static' knowledge; that is, knowledge 
derived from past experiences, mandates and recommenda 
tions of the administrators and other individuals. Although 
Such a protocol provides Substantial savings in terms of time, 
cost and consistency, the overall benefits are limited in that 
the protocol mirrors only what is already known. The virtu 
alization platforms can be quickly and consistently config 
ured to meet particular security and compliance require 
ments, as published in these benchmarks/best practices, but 
that is all. We call such a solution the “static knowledge 
configuration management system” or ARC. 
A further related patent application, U.S. patent applica 

tion Ser. No. 12/347,315, filed Dec. 31, 2008 (the “315 
application'), assigned to the assignee of the present inven 
tion and incorporated herein by reference, describes a secu 
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2 
rity control system adapted to define and analyze object han 
dling control information, for example, control information 
that may influence or impact security and compliance of a 
virtualized ecosystem and derive from it object properties for 
each of a number of logical resources involved in the execu 
tion of a virtual machine in any given context within the 
virtualized ecosystem. While ARC provides many beneficial 
methods and systems for managing virtualization platforms, 
the present inventors have determined that even greater ben 
efits can be obtained through the use of an adaptive configu 
ration and security control management system (ACMS) for 
a virtualized ecosystem such as that discussed in the 315 
application. This ACMS is discussed in detail below. 

SUMMARY OF THE INVENTION 

In one embodiment, the present invention provides an auto 
mated configuration and security control management sys 
tem (ACMS) for a virtualized ecosystem. Such a virtualized 
ecosystem may include a security control system as discussed 
in the 315 application. The ACMS may be instantiated as one 
or more modules (e.g., as part of a stand alone system or 
embodied in an existing system Such as that discussed in the 
084 application) configured to analyze data concerning Secu 
rity and compliance related criteria. The data may be col 
lected from monitored resources of the virtualized ecosystem 
and the ACMS adapted to recommend configuration changes 
and/or security controls for the resources of the virtualized 
ecosystem according to results of the analysis. The ACMS 
may be further configured to automatically apply some or all 
of the recommended configuration changes and/or security 
controls. 
The security and compliance related criteria on which the 

above-referenced analysis is based may include past behav 
iors of the resources of the virtualized ecosystem. The ACMS 
may also monitor rates of change in numbers of deployed 
resources of the virtualized ecosystem, rates of change in 
configurations of the resources of the virtualized ecosystem, 
rates of remediations of the resources of the virtualized eco 
system, rates of change in the security controls of the 
resources within virtualized ecosystem, and/or usage patterns 
of the resources of the virtualized ecosystem. Other aspects of 
the virtualized ecosystem and its resources may also be moni 
tored. Once collected, the data concerning security and com 
pliance criteria may be analyzed according to benchmarkS/ 
best practices established for said criteria. For example static/ 
pre-defined benchmarks as instantiated by a control layer that 
securely manages the configurations of the resources of the 
virtualized ecosystem, and/or best practices that are dynami 
cally derived (i.e., learned) from monitoring of the virtualized 
ecosystem and implementations (or rejections) of recom 
mended configuration changes and/or accumulated informa 
tion provided by a community of automated configuration 
and security control management systems deployed among 
various enterprises. 
A further embodiment of the invention provides for auto 

matically managing configuration and security controls of 
resources of a virtualized environment by establishing a base 
line configuration (including, in Some instances, security con 
trols) for the resources of the virtualized environment; and, 
repeatedly, monitoring and collecting data from the 
resources, analyzing the data collected, making recommen 
dations concerning configuration (including, e.g., Security 
controls) changes for the resources of the virtualized environ 
ment based on the analysis, and either adopting and imple 
menting the recommendations or not, wherein new states of 
the virtualized environment and reactions to recommended 
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changes are observed and applied in the form of new recom 
mendations and/or adjustments to the existing baseline. The 
recommendations may be implemented automatically or only 
upon review by an administrator before being implemented or 
not. The various data may be analyzed according to bench 
marks/best practices established for security criteria of the 
resources of the virtualized environment for example the 
static/pre-defined or dynamically derived benchmarks/best 
practices described above. 

In various embodiments of the invention, the monitoring 
may involve recording results of compliance-related opera 
tions, and/or capturing information concerning rates of each 
type of configuration and security control operation and any 
causal relationships between them, the scope and risk of each 
step associated with the operations, any dynamic usage pat 
terns of the resources of the virtualized environment, and 
configuration (including, e.g., security control) changes that 
are initiated in response to the recommendations. Thereafter, 
the analysis may consider both individual and cumulative 
measurements in regard to expectations (e.g., expectations set 
by the benchmarkS/best practices). The resulting recommen 
dations may then take into consideration the risks associated 
with configuration changes for the resources in the virtualized 
ecosystem. Any learning based on the recommendations and 
implementations thereof may ultimately be shared with one 
or more ACMS. 

In some cases, during cycles of the repeated monitoring, 
analyzing, making recommendations, and adopting of rec 
ommendations, feedback of intermediate results of one or 
more of the phases is provided to an immediately preceding 
one of the phases. The feedback may be used to provide 
additional adaptation of the ACMS to the security posture of 
the virtualized ecosystem. In addition, user input may be 
provided at one or more of the phases, for example to assess 
ment of intermediate results and/or provide remediation and 
reversion of security control changes in the virtualized eco 
system. The user input may be used to create custom bench 
marks/best practices for security postures for the virtualized 
ecosystem and Such custom benchmarks/best practices can be 
profiled across multiple dimensions relevant to security and 
used as models to bring other resources into compliance. 

These and other features and embodiments of the present 
invention are discussed further below. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention is illustrated by way of example, and 
not limitation, in the figures of the accompanying drawings in 
which: 

FIG. 1A illustrates the phases of an automated configura 
tion and security control management solution consistent 
with an embodiment of the present inventions: 

FIG. 1B illustrates an example of a learning cycle of an 
automated configuration and security control management 
Solution involving mini-cycles and consistent with an 
embodiment of the present invention; 

FIG. 2 illustrates the logical flow of information between a 
monitored system and an ACMS, in accordance with an 
embodiment of the present invention; 

FIG. 3 illustrates components of an ACMS engine config 
ured in accordance with an embodiment of the present inven 
tion; and 

FIG. 4 illustrates an example of a central ACMS and an 
associated information repository configured to act as an 
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4 
information Source for shared best practices among multiple 
ACMS installations, in accordance with an embodiment of 
the present invention. 

DETAILED DESCRIPTION 

Described herein are methods and systems to provide 
dynamic configuration and security control management of 
resources of a virtualized ecosystem. The term virtualized 
ecosystem is meant to indicate a community of virtual objects 
(in which a single such virtual object may be the only member 
of the community), where each virtual object is a construct 
that represents an abstraction of Some element of an under 
lying physical computer system or collection of other virtual 
objects. This dynamic approach to configuration and security 
control management may be based on a variety of factors, 
such as usage, behavior of ACMS and the protected virtual 
ized ecosystem, and rate of change at a micro-level (e.g., a 
single virtualization platform) and/or a macro-level (e.g., 
clusters of deployed virtualization platforms) of the virtual 
ized ecosystem. The approach also encompasses the ability of 
an ACMS to learn whether or not to recommend configuration 
(including security control) changes under different circum 
stances, based, for example, on the use of an ACMS, and, 
further, the ability to codify learned configuration manage 
ment best practices, and externalize and share same with a 
community of ACMS users. The dynamic approach to con 
figuration management may be applied to the configuration 
and other security and compliance control settings of virtual 
objects such as virtual machines, virtual storage and virtual 
networks. 

In one embodiment consistent with the present invention, 
an ACMS is a self-learning system that, based on criteria Such 
as past behaviors, rates of change, and resource usage pat 
terns, proactively recommends or automatically changes con 
figurations (including, e.g., security controls) of one or more 
deployed virtualization platforms on-the-fly to continuously 
meet or exceed specified security or compliance postures. 
The ACMS may be embodied as a module of a system for 
managing virtualization platforms as described in the 084 
application, or may be a stand-alone system associated with 
one or more virtualization platforms. Various embodiments 
of the present invention may be implemented with the aid of 
computer-implemented processes or methods (a.k.a. pro 
grams or routines) that may be rendered in any computer 
readable language and in any series of logical steps performed 
in a sequence to accomplish the stated purpose. The present 
invention can also be implemented with an apparatus to per 
form the operations described herein. This apparatus may be 
specially constructed for the required purposes, or it may 
comprise a virtualized environment as discussed above. Com 
puter programs which instantiate embodiments of the inven 
tion may be stored in or on a tangible computer readable 
storage medium, Such as, but not limited to, any type of disk 
including floppy disks, optical disks, CD-ROMs, and mag 
netic-optical disks, read-only memories (ROMs), random 
access memories (RAMs), EPROMs, EEPROMs, magnetic 
or optical cards, or any type of media suitable for storing 
electronic instructions. 
The ability to provide dynamic configuration and security 

control management of resources may be considered at either 
or both of two levels—micro and macro. At the micro level, a 
single virtualization platform (e.g., a VMWare ESX Server, 
Microsoft Hyper-V platform, or other virtualization plat 
form) is considered. At the macro level, both a set/cluster of 
homogeneous virtualization platforms, as well as a set/cluster 
of heterogeneous virtualization platforms are considered. 
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These views are logical (as opposed to physical) in nature and 
allow information collected through various monitoring and 
measurement instrumentation to be analyzed at various levels 
of grouping. Groupings may be made, for example, on the 
basis of type of virtualization platform, or by specific ver 
sions, or even other criteria Such as security posture level. In 
Some instances, groupings or classifications such as those 
described in the 315 application may be used. That is, 
resources of the virtualized ecosystem may be categorized so 
that resources with similar properties are grouped together, 
and a taxonomy of allowed hierarchical relationships of the 
groupings used to define higher groupings thereof. Likewise, 
groupings may be made according to similarities determined 
by defined metrics for resources within the virtualized eco 
system. 
A number of instruments are developed to monitor and 

measure specific behaviors and characteristic for each level or 
visibility plane. The recorded results from the continuous 
monitoring and measuring are analyzed and reduced to spe 
cific, actionable configuration changes and/or security con 
trol settings. These configuration (including security control) 
change recommendations may be simply presented to an 
administrator or may be applied automatically by the ACMS. 
Once Such changes are applied to the system under observa 
tion, the self-learning cycle continues. 
A third or “cloud' level/visibility plane may also be con 

sidered, which view spans not only a given systems internal 
(from an enterprise point of view) virtual infrastructures but 
also those that are external. In this case, the monitoring and 
measurements are instrumented into the externally-hosted 
virtual infrastructures or, if these infrastructures already 
monitor and measure relevant information, then that data is 
normalized and provided to the ACMS. Any recommended 
configuration (including security control) changes may be 
applied by an internal administrator or an external adminis 
trator, depending on how the external virtual infrastructure is 
managed. 

For each visibility plane the following characteristics may 
be monitored and/or measured for a single virtualization plat 
form (in the case of the micro level) or a set of virtualization 
platforms that represent a particular classification (at the 
macro level): 

1. Past behaviors and Successes—characteristics that may 
be measured include security controls, compliance 
deviation, frequency of non-compliance, criticality of 
the virtualization platform in business terms, and so on. 

2. Rate of change of the deployed virtualization plat 
forms—this tracks the increase/decrease in number of 
platforms and/or virtualized resources deployed. 

3. Dynamic resource usage—this tracks the usage of both 
physical system and virtualized resources (for example, 
processors, memory, storage, network, etc.) that may 
impact the security and compliance posture of the over 
all system. 

4. Rate of remediation—the number, frequency, size (e.g., 
the number of files/resources modified), and the risk 
posed by the changes may be tracked. May also track the 
number of remediations that were “undone'. 

5. Rate of change—configuration changes for capacity, 
performance and the like that are typically normal 
growth changes but could easily impact the security and 
compliance posture of the system are tracked. 

The classifications/groupings at the macro level may be 
pre-defined, and may include deployment/network classifi 
cations (e.g., clusters of virtualizations platforms in a quality 
assurance environment that do not require any specific com 
pliance, Versus those in a production environment which 
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6 
demand robust security postures) or a logical classification, 
for example, of a set of VMware ESX servers running version 
3.5. Classifications may appear from the data collected and 
analyzed, for instance, the group of resources that have had 
the least number of changes, those resources that are the most 
stable, those resources with specific security control settings 
that achieved specified compliance, and so on; or may be 
dynamic/real-time classifications, such as those resources 
that are currently exceeding their normal workload, those 
virtualization platforms and/or higher virtual objects that may 
be in danger of exceeding their configured resources, etc. 
Some of these classifications may naturally be persisted, 
while others may remain purely dynamic and simply treated 
as a learning input for the ACMS, or treated as adjustments to 
the existing baseline. 
ACMS Phases 
FIG. 1A illustrates the phases of an automated configura 

tion and security control management solution consistent 
with an embodiment of the present invention. As shown, the 
basic process 10 is one involving continual feedback. Given a 
certain baseline of configuration and/or security controls 12, 
the virtualized environment is monitored and the data from 
those monitoring operations collected (14) by the ACMS. The 
collected data from the monitoring operations is then ana 
lyzed (16), and based on this analysis the ACMS recommends 
configuration (including, e.g., security controls) changes 
(16). The recommendations are either adopted or not (e.g., 
either automatically or after review by an administrator), and, 
where appropriate, applied to the resources of the virtualized 
ecosystem (20). The cycle of monitoring, analyzing, recom 
mending and applying changes repeats continually and as 
new states of the virtualized ecosystem and reactions to the 
recommended changes are observed, the ACMS “learns” and 
both adjusts what is normal behavior of the virtualized eco 
system, and applies those learnings to itself. This learning 
process and the application thereof to future configuration 
and security control change recommendations may be 
regarded as the dynamic development of “best practices' for 
the virtualized ecosystem. 
As indicated above, the environment observed by the 

ACMS may include one or more virtualization platforms. 
Where more than one such platform is present, they may be 
homogeneous or heterogeneous in nature. In either case, the 
baseline configuration for the system may be established 
through the application of static knowledge by a configura 
tion management system such as that discussed in the 084 
application (i.e., ARC), to institute a best known” security 
and compliance posture. Thereafter, the dynamic monitor/ 
analyze? recommend change/apply change cycle of the ACMS 
may by used to evolve the baseline configurations (including, 
e.g., security controls) of the resources of the virtualized 
ecosystem in response to new threats and operator prefer 
ences/behaviors. 
Two primary modes of operation for the ACMS exist—one 

that cycles through phases as described above, and another 
that can be thought of as an “observation” mode. In the 
observation mode, instead of automatically applying the rec 
ommended change(s), the ACMS may simply notify an 
administrator of configuration change recommendations, but 
continue cycling through the monitor/analyze? recommend 
phases even if the recommended changes are not applied. 
This action itself (i.e., the administrator's decision not to 
adopt a recommendation) could be noted as learning input 
and used as a basis for making (or not making) future recom 
mendations. Other modes of operations may also be Sup 
ported. 
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A. The Monitor/Measure and Record Data Phase—Each of 
the measurement activities described below generates one or 
more persistent records that contain contextual information 
(e.g., time, date, target resource, Software versions, initiating 
events, user identity if applicable, etc.) useful for a compre 
hensive analysis of the configuration state of the protected 
virtualized ecosystem. 

1. The results of all compliance-related operations such as 
assessment, remediation, reversion, etc. are monitored and 
recorded. These measurements also inherently capture the 
rate of each type of operation, and any causal relationship 
between them (assessment triggered remediation, reversion 
undid remediation, and so on). The scope and risk of each of 
the steps associated with the operations such as remediation is 
also captured. Accumulation of the compliance-related 
operation results across the virtualization platforms and over 
time is sufficient to derive the macro view of compliance 
status, including the rate of compliance changes. 

2. Dynamic resource usage on the virtualization platforms 
is measured (e.g., on a regular schedule) frequently enough to 
construct an informative profile of the resources (both in use 
and in reserve) without inducing any significant load on the 
monitored virtualization platforms or resources. Resource 
monitoring can also be activated by specific events. Such as 
remediation or configuration changes. Measurement tech 
niques include remote execution of conventional or custom 
utilities, use of automated agents (e.g., daemon, SNMP, etc.) 
and other approaches. Accumulation of the dynamic resource 
usage across virtualization platforms and over time is suffi 
cient to derive the macro view of resource usage, including 
the rate of usage changes, and can identify instances where 
current resource utilization is out of compliance with estab 
lished guidelines and/or normal operating behavior. For 
example, such a usage conflict may occur when a virtual disk 
partition designated for log file storage is 91% full, thus 
exceeding a 10% reserve capacity requirement previously set 
by an administrator or in accordance with an industry bench 
mark/best practice. Specific resource usage measurements of 
interest include, for example: 

a. Resource exhaustion situations and trends, 
b. Process mix conflicts with configured policy, 
c. Process resource limits or latency criteria exceeded, 
d. Disk allocations conflict with configured policy, and 
e. Network traffic conflicts with configured policy. 

Note that these examples are not intended to be an exhaustive 
list of possible measurements that can be made. Data col 
lected during the monitoring and measuring is recorded in the 
ACMS. 

3. Configuration changes (e.g., to capacity, performance 
and the like that are in some instances within the normal 
operational parameters of the system being monitored but 
could easily impact the security and compliance posture 
thereof) that are initiated by ACMS or can be detected by 
ACMS are captured. For example, configuration changes 
Such as the repartitioning of a physical disk to add a new 
logical disk may be captured because Such a change may 
cause the monitored system to exceed the logical drive count 
permitted by the security policy in effect. These records will 
also inherently capture the rate of configuration changes. 
Measurements will capture each specific virtualization plat 
form and/or resource added, removed or impacted by the 
reconfiguration. Accumulation of the configuration changes 
across virtualization platforms and over time is Sufficient to 
derive the macro view of the deployment including the rate of 
configuration changes. 

B. The Analysis Phase—Analysis is a goal-directed activ 
ity intended to determine if the micro and macro environ 
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8 
ments are operating within expected parameters and policies 
or not (in which case, triggering a corrective strategy rule or 
a change recommendation notification). Analysis considers 
both individual and cumulative measurements in regard to 
expectations. Appropriate filters are applied to individual 
measurements before making a decision that may trigger an 
action based on a single measurement. Measurement data is 
input to pattern and trend matching algorithms. 

FIG. 2 shows the logical flow of information between a 
monitored system and an ACMS, in accordance with an 
embodiment of the present invention. The monitored system 
22 may be instrumented in a variety of fashions, producing a 
number of measurement data streams 24-24. The ACMS 26 
(which is discussed in further detail below) receives the vari 
ous data streams and compares the measured data from the 
monitored system with baseline values (or values associated 
with previously made configuration changes) for the instru 
mented criteria. Appropriate times for making measurements 
may be prompted by the ACMS or initiated by the adminis 
trator. If the ACMS finds unexpected deviations in the mea 
Surements from the current baseline, it may signal the admin 
istrator (e.g., to allow for a reasoned determination as to what 
to do with Such measurements, such as allow adjustment to 
the current baseline) or ignore part of the measurement set. 
The criteria for actionable differences in analyzed patterns, 
trends or measurements from baseline values can either be 
provided by the administrator, ACMS default values or a 
combination of the two. 
Any recommended changes 28 as a result of the ACMS 

analysis, if applied, may be folded into the ARC configuration 
templates described in the 084 application, or as security 
controls in the 315 application. If the recommendation is not 
applied then that information may be recorded so that, over 
time, the ACMS "learns” not to suggest such recommenda 
tions in the future. This behavior can be further tailored to 
meet the needs of the enterprise and/or the administrators. For 
example, when administrators decide not to apply a recom 
mended configuration change, an option may be provided so 
that the administrators can indicate whether the ACMS 
should ignore similar conditions in the future for this particu 
lar situation or all similar situations, or simply ignore this one 
instance of the condition (in which case the ACMS can make 
a similar recommendation the next time a similar configura 
tion change recommendation is triggered), and so on. 
The analysis of compliance states, dynamic resource utili 

Zation and configuration changes on both the micro and 
macro levels follow similar processes. The analysis operates 
on individual measurements as well as measurement sets, and 
applies filters and/or pattern matching and trending algo 
rithms to check for changes from current baseline configura 
tions that exceed pre-set criteria. When found, these devia 
tions trigger actionable rules. Of course, Some differences 
between the micro and macro level views will exist for certain 
specific measurements of compliance results, dynamic 
resource utilization and/or configuration changes, as well as 
the criteria and rules that pertain to each. In a case where an 
analysis yields an inconclusive result (30) (e.g., in cases 
where patterns or trends from the measurements are consid 
ered probable but not conclusive), no configuration change 
recommendations are made. In Such instances, measurement 
rates or mixes may be changed to better determine if an action 
should be taken without undue delay. 

C. The Recommendation Phase—As noted above the 
ACMS may proactively recommend changes, or, alterna 
tively, take action and notify the administrator when the 
results of an analysis exceed a predetermined criteria and 
trigger an actionable rule. The type of changes recommended 
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by ACMS may include compliance actions such as remedia 
tion, micro or macro resource utilization changes, or configu 
ration (including, e.g., security controls) changes. 

For example, continuing with scenario involving the disk 
partition that reaches 91% of its capacity (such a situation 
triggering a configuration change recommendation), the 
ACMS may apply a low-pass smoothing filter to the disk 
capacity measurements, determine there is a regular upward 
trend in utilization for a particular disk partition, and notify 
the administrator of the trend before the 10% reserve limit is 
exceeded. In either case (i.e., whether a change recommen 
dation is triggered by the reserve capacity being exceeded or 
by the recognition that it may soon be exceeded), the ACMS 
may recommend resizing the partition, changing log param 
eters, or removing one or more specific large files as a way to 
remediate the situation. 
When changes are recommended, an administrator may 

authorize the ACMS to proceed with the recommended 
course of action, may decline the recommendation, or may 
proceed with an alternative course of action. In any of these 
situations, the ACMS will record the action taken and use that 
knowledge when making future recommendations (or taking 
future actions) in order to better advise or serve the adminis 
trator. Reasons why aparticular action was taken may also be 
captured from the administrator as a profiling input. If the 
ACMS has been authorized to take direct action, it may do so 
using ARC and record such action. In either case, the ACMS 
may attempt to correlate all actions taken with future analyses 
to determine if the strategy was successful and use that knowl 
edge as input to the actionable rule engine. 

Turning briefly to FIG. 1B, an example of a cycle of an 
automated configuration and security control management 
Solution involving mini-cycles and consistent with an 
embodiment of the present invention is shown. As was the 
case with the example shown in FIG. 1A, the ACMS pro 
cesses information in a monitor/analyze/recommend/apply 
cycle. In this example, however, “mini-cycles' 11 between 
adjacent ones of these phases may be used to enable a deter 
ministic outcome of a specific phase more efficiently, and to 
make the ACMS more adaptive to ongoing changes in the 
virtualized ecosystem. 

These mini-cycles allow for feedback between adjacent 
phases, and one example of Such a mini-cycle is the above 
noted oscillation between the monitor and analysis phases 
until a recommendation is finally made based on a sufficient 
amount of accumulated information. Other such mini-cycles 
between any of the adjacent phases may also occur. Further, 
each phase may have associated user direction/input 13 to 
guide outcomes and/or to provide the input as part of the 
feedback process to an immediately preceding phase. 
The user directed input in each phase may also be enabled 

to allow the ACMS to accomplish, optimize and learn specific 
behaviors to improve the overall security posture of the pro 
tected virtualized ecosystem. The ACMS may be configured 
to Solicit user input when unexpected outcomes arise or when 
the obvious choice is unclear, for example, because every 
selection is equally weighted. The user direction/input may 
be given or Solicited repeatedly, thus enabling interactive 
dialog between the user and the ACMS. 

Applying ACMS Profiling Capabilities 
Security related activities, such as assessment and reme 

diation as detailed in the 084 application, and reversion (i.e., 
complete or partial undoing of a specific remediation 
change), which map to the ACMS phases may leverage the 
ACMS mini-cycles and user interactive mode to generate 
highly customized benchmarks. Customizations may be 
made: 
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10 
1. to tailora standard benchmark to a specific environment; 
2. to combine operations from various standard or custom 

benchmarks to form a new custom benchmark; and/or 
3. to optimize the operation(s) in a custom benchmark for 

any reason. 
These customization are enabled via the user interactive 
mode and may be profiled by the ACMS across several 
dimensions (for example time, associated risk, associated risk 
indication, risk reduction coverage, purpose of the resources 
of the virtualized ecosystem, etc.) relevant to security. 
ACMS Engine 
Referring now to FIG. 3, ACMS 26 can be represented as 

an engine that cycles through the phases of process 10, dis 
cussed above, and the information learned as a result of Such 
monitoring, analysis and recommendations. This learned 
information may be represented as “topics” and associated 
metadata. For example, a topic may be a set of “target 
resources' and the associated metadata may include the 
schedule on which assessments are performed, the results of 
those assessments, an overall measure of how compliant the 
target resources are, and so on. The types of topics the ACMS 
largely deals with generally fall into three categories, but 
other topics may also be supported: 

1. Topology—relationship and properties data that change 
over time. 

2. Postulated—requirements and policies data that are 
assumed and may be defined externally (and imported 
into) or within the ACMS. 

3. Behavioral—data collected from/of the operating 
resources of the virtualized ecosystems. 

The learned information may be discovered and imported 
from external systems, or instrumented and measured over 
time as discussed above. For example, the purpose of the 
virtualization platforms and their virtual machines may be for 
“quality assurance'. This information may be discovered by 
the grouping and assigned name given in an external system, 
Such as a VMware Virtual Center or an asset management 
system. 
The illustration shows the relationship between the ACMS 

phases and the learned data. A learning template 32 captures 
the topics (e.g., topology topics 34, postulated topics 36, and 
behavioral topics 38) that are relevant to the resource(s) being 
managed (i.e., the scope 40 of the topics), and informed by 
metadata 42 for the topics. For example, if the scope of the 
topics is “configuration', then all related information in each 
of the topics (Such as physical and virtual network, purpose, 
security posture, rate of change, and performance, etc.) is 
defined in the learning template. The learning template influ 
ences 44 the monitoring and analysis phases 14, 16, as shown. 

In effect, the learning template 32 provides a flexible 
means of configuring the capabilities and behavior of the 
ACMS engine. For example, if a new topic, such as the risk 
associated with a particular operation, needs to be introduced 
then it is introduced as a new topic in the learning template 
and components for each phase are developed and added to 
the ACMS. Depending on the topic and its category, existing 
components may be leveraged. For example, if a new topic 
“security Zone' (a postulated topic) is introduced, it may use 
the same components as the “purpose topic. 
The information collected in each of the ACMS phases is 

stored in an ACMS knowledge base 44, by topic. This collec 
tive information set influences 46 the recommendation phase 
18, and may also influence the apply/accept changes phase 
20. The knowledge base 44 receives information from the 
various phases through feeds 48, as shown and aggregates 
same with other learned information to inform the develop 
ment of the learning templates 32. 
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Tuning ACMS Behavior Based on Risk 
Most regulatory and industry compliance mandates or 

directives are directed to better managing and/or mitigating 
risks. Systemic and operational risks, which may include 
factors Surrounding physical configuration, data protection, 
change management, personnel, architecture, Vendor and 
processes are addressed. The present ACMS is likewise 
directed towards minimizing risks, for example the risks in 
the operation of a VMWare ESX host or the security control 
system described in the 315 application. In this regard, 
activities in each of the above-described phases may be 
tagged with a quantitative value of the risk of performing the 
subject activity and the risk reduction that results from imple 
menting the recommended configuration change. For 
example, changing the protocol for an iSCSI device from 
unencrypted to encrypted is moderately risky due to the pos 
sibility of a change failure making the device inaccessible. 
However, if the change is Successful then security is enhanced 
and a relative quantitative value can be assigned to that 
improvement. The individual performing the changes may 
also factor into the risk posed, for example, while that indi 
vidual still has the authority to perform the change. If it is the 
first occasion for the individual to implement the subject 
configuration change, then a certain amount of risk may be 
present (and may be quantified) as a result of the individuals 
lack of familiarity with the system or the change process. 

Hence, in one embodiment of the present invention the risk 
associated with various configuration change operations is 
quantified, a metric is developed and risk assignments are 
made to activities wherever feasible. Similarly, metrics may 
be developed for other aspects of an activity from the stand 
point of the subject individual, architecture and/or vendors 
involved and the reliability of the physical systems. 
The present ACMS may provide default risk values for 

various activities and Such default values may be amended by 
an administrator. Regardless of the absolute values for par 
ticular activities, the ACMS uses the assigned risk values to 
guide its activities and its change recommendations. Activi 
ties that involve the minimal risk in terms of performance and 
that provide significant risk reduction value when Success 
fully performed are given the highest priority. Conversely, 
activities that involve significant risk interms of performance 
and that provide little risk reduction value when successfully 
performed are given the lowest priorities. This risk vs. reward 
calculation may be performed at each ACMS phase in order to 
arrive at recommendations for configuration changes/up 
dates. 

In some instances, the associated risk values may be pre 
sented along with the ACMS recommendations. This allows 
administrators to make informed decisions about whether and 
when to adopt the recommended changes. Likewise, for rec 
ommendations that have risk values below a certain threshold 
value, the ACMS may be configured to implement such rec 
ommendations without requiring additional administrator 
approval. The risk values may also be used as a factor in 
determining how much approval must be given by an admin 
istrator over how many recommend change cycles before the 
ACMS can modify its behavior. 

Transferring Compliance Models 
After one or more virtualization platforms and their asso 

ciated virtual objects (such as a virtual machine, Virtual net 
work and/or virtual storage device or system) are in compli 
ance, an administrator may want to use those platforms and/or 
objects as models for bringing another set of virtualization 
platforms and virtual objects into compliance. The ACMS 
facilitates this process in several ways. As indicated above, 
the ACMS records a baseline configuration of the model 
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12 
virtualization platform(s)/virtual object(s) and the changes 
made to these resources over time. The cumulative changes 
are potentially applicable to bring the new target virtualiza 
tion platform(s)/virtual object(s) into compliance. The degree 
of applicability depends on the similarity between the com 
pliant model and target. Similarity may be based on several 
factors including, for example: 

1. the compliance mandate/directive, 
2. the virtualization platform/virtual object topology, 
3. configuration settings, such as security controls, files, 

services and protocols, and 
4. the purpose or use of the model and target. 
Thus, using the accumulated information regarding the 

configuration state of the model, together with any informa 
tion provided by the administrator, the ACMS can construct a 
multi-factor profile for the model. This profile may be 
regarded as the model configuration profile which the admin 
istrator wants to impress onto the target. The targets current 
profile can be obtained by the ACMS through the same sort of 
monitoring used with the model system and the two profiles 
compared to determine differences therebetween. For 
example, the ACMS may compare the two profiles, determine 
a multi-factor similarity between the profiles and use this 
information, along with any other assessment results, as 
inputs in order to generate a transfer action plan to bring the 
target into compliance. Cogent details of the action plan may 
be presented to the administrator as part of the recommend 
change phase to allow the administrator a certain degree of 
oversight of the process. 
The ACMS can provide different degrees of compliance 

model transfer. A more complete degree of transfer could 
involve target configuration and even topology changes that 
go beyond normal benchmark remediations. A highly con 
strained transfer could include only a subset of benchmark 
remediations. The ACMS may also modify its action plan and 
recommendations based on the amount of information it has 
collected about the model and target. After some remediation 
is performed on the target, for example, a revised action plan 
may be formulated for further compliance model transfers. 

Codifying and Sharing Learned Knowledge 
The process by which best practices and guidelines are 

established can be lengthy, often spanning 12-18 months or 
more. Often, an initial set of elements presented as best prac 
tices are proposed by a Small team, and those recommenda 
tions are reviewed and ratified by a larger community. A 
similar procedure can be applied for externalizing the learned 
knowledge of a community of ACMS installations, in a fully 
automated fashion. 

Refer to FIG. 4, which shows a system 50 having a central 
ACMS 52 configured to receive inputs from remote ACMS 
installations 54, 54, at various enterprises 56, 56. Each 
enterprise has deployed its respective ACMS across both 
internal 58,58, and outsourced 60, 60, environments, but 
this is only an example. In practice, many other variants of 
installations may be used. As each of the installed ACMS36, 
36 operate within their own environments, each will develop 
a series of their own best practices through the learned behav 
ior and response mechanisms discussed above. 

Periodically, each of the individual ACMS 54, 54 may 
share their learned knowledge with other ACMS installations. 
Thus, over time, a set of best practice information from mul 
tiple ACMS installations may be developed and “codified’. 
for example within a central repository 62, maintained by the 
central ACMS 52. The sharing of information may be directly 
between ACMS installations, or, as shown in the diagram, 
between individual ACMS installations 54,54 and the cen 
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tral ACMS 52. Such a system may be regarded as a centrally 
hosted ACMS repository in the "cloud'. 

The “cloud' data center may be managed by the ACMS 
vendor (or other trusted party) and the information in the 
central repository shared across all (or all participating) 
ACMS users. The set of information externalized by the 
remote ACMS installations 54, 54 may include patterns, 
trends and specific change recommendations, which can then 
be normalized across all the reporting enterprises to derive 
those patterns, trends and change recommendations that are 
popular across installations. This set of normalized data may 
become a de-facto best practice and may then be shared by the 
central ACMS with the individual remote ACMS installa 
tions. Such an operation creates a “network effect” of the 
most important change recommendations, trending and pat 
tern identification that can be leveraged by all ACMS users. 

The present system may also be adapted for sharing best 
practices of security controls discussed in the 315 applica 
tion. For example, a virtual machine or cluster of virtual 
machines and its associated host may have a set of security 
controls defined to meet certain compliance criteria. After a 
certain period of time, a local ACMS, having successful 
achieved and maintained compliance, may decide to share 
that set of security controls and their values with the commu 
nity. Similarly, other controls associated with industry or 
regulatory compliance mandates (e.g., the Health Insurance 
Portability Accountability and Act, the Sarbanes-Oxley Act, 
the Gramm-Leach-Bliley Act, etc.) may be defined by spe 
cific deployment instances of the ACMS, and those individual 
instantiations may be leveraged by a broader ACMS user 
community when “codified and shared. Similarly, if a Vul 
nerability and its associated patch was identified and applied 
by one deployed instance of an ACMS, that learning could be 
shared with the community of ACMS users. 

Adaptive Configuration and Control Management of Vir 
tual Objects 

The ACMS may monitor, analyze and recommend changes 
for virtualization platforms and also for other virtual objects 
Such as virtual machines, virtual networks and virtual storage, 
basically any virtual object that has associated configuration 
settings (including security controls). No distinction has been 
made between the virtualization platform and a virtual object 
in the above discussion and it is important to clarify that 
ACMS is not limited to a subset of the complete virtual 
domain. Examples in the above described phases describe 
virtual disk partition measurement, trend analysis and capac 
ity warning recommendations. The present ACMS can pro 
vide the same Support for storage assigned to the virtualiza 
tion platforms and to the virtual machines. 

Similarly, the present ACMS monitors, analyzes and rec 
ommends changes for a process mix that conflicts with con 
figured policy or situation, when the process resource limits 
or latency criteria are exceeded. This applies to either the 
virtualization platform or a virtual machine. Policy and cri 
teria are made available and can be configured for each of the 
Supported virtualization platform and virtual machine oper 
ating systems. It is important to note that different virtual 
machine operating systems (such as Windows and Linux) 
may require significantly different policies and criteria. 
The ACMS secures both the virtualization platform and 

virtual network in each phase similarly to the storage and 
machine approaches. For example, it remediates and closes 
unnecessary ports opened either by the virtualization plat 
form or configured on a virtual switch for use by a virtual 
machine. As described above, the ACMS will remediate the 
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14 
protocol to networked devices to increase security. This 
reduces risk for both the virtualization platform and its virtual 
machines. 

Thus, methods and systems to provide dynamic configu 
ration management of resources of a virtualized ecosystem 
have been described. Those portions of the above description 
that were presented in terms of algorithms and symbolic 
representations of operations on data within a computer 
memory were so presented because these are the means used 
by those skilled in the computer science arts to most effec 
tively convey the substance of their work to others skilled in 
the art. Such algorithms are, generally, conceived to be a 
self-consistent sequence of steps leading to a desired result. 
The steps are those requiring physical manipulations of 
physical quantities. Usually, though not necessarily, these 
quantities take the form of electrical or magnetic signals 
capable of being stored, transferred, combined, compared 
and otherwise manipulated. It has proven convenient at times, 
principally for reasons of common usage, to refer to these 
signals as bits, values, elements, symbols, characters, terms, 
numbers or the like. It should be borne in mind, however, that 
all of these and similar terms are to be associated with the 
appropriate physical quantities and are merely convenient 
labels applied to these quantities. Unless specifically stated 
otherwise, it will be appreciated that throughout the descrip 
tion of the present invention, use of terms such as “process 
ing”, “computing', 'calculating”, “determining”, “display 
ing’ or the like, refer to the action and processes of a computer 
system, or similar electronic computing device, that manipu 
lates and transforms data represented as physical (electronic) 
quantities within the computer system's registers and memo 
ries into other data similarly represented as physical quanti 
ties within the computer system memories or registers or 
other Such information storage, transmission or display 
devices. The examples presented above are not intended to 
limit the scope of the invention, which should be measured 
only in terms of the claims, which follow. 
What is claimed is: 
1. An automated configuration management system 

(ACMS) for a virtualized ecosystem, comprising an elec 
tronic computing device and one or more computer-execut 
able modules stored on one or more non-transitory computer 
readable storage media accessible to said electronic 
computing device, said modules, when executed by said elec 
tronic computing device, configured to cause said electronic 
computing device to: 

monitor and record results of compliance-related opera 
tions across resources of the virtualized ecosystem, 
measure dynamic utilization of the resources of the Vir 
tualized ecosystem frequently enough to construct infor 
mative profiles of the resources, and capture configura 
tion change information associated with the resources of 
the virtualized ecosystem, 

analyze data recorded during monitoring of the compli 
ance-related operations, measurement of the dynamic 
resource utilization and capture of the configuration 
change information concerning security and compliance 
criteria of the resources of the virtualized ecosystem, 

recommend, according to a desired risk profile and results 
of said analysis, utilization and configuration changes 
for the resources of the virtualized ecosystem, wherein 
the configuration changes include security control 
changes to achieve compliance goals, and said change 
recommendations are presented along with risk values 
associated with a risk of performing a recommended 
change and a risk reduction value of said recommended 
change, 
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develop a series of best practices for compliance-related 
operations and dynamic resource utilization within the 
virtualized ecosystem through said monitoring and 
analysis, and 

share information regarding said best practices with other 5 
ACMS installations. 

2. The ACMS of claim 1, wherein the ACMS is further 
configured to automatically implement some or all of the 
recommended configuration changes. 

3. The ACMS of claim 1, wherein the security and compli 
ance criteria include past behaviors of the resources of the 
virtualized ecosystem. 

4. The ACMS of claim 1, wherein the ACMS monitors 
Some or all of the following: rates of change in numbers of 
deployed resources of the virtualized ecosystem, rates of 
change in configurations and security controls of the 
resources of the virtualized ecosystem, rates of remediations 
of the resources of the virtualized ecosystem, and usage pat 
terns of the resources of the virtualized ecosystem. 

5. The ACMS of claim 1, wherein the data concerning 
security and compliance criteria of the resources of the Vir 
tualized ecosystem is analyzed according to those of the best 
practices established for said criteria. 

6. The ACMS of claim 5, wherein the data is analyzed 
according to pattern and trend matching algorithms. 

7. The ACMS of claim 5, wherein the best practices estab 
lished for said criteria are static as instantiated by a control 
layer that securely manages the configurations of the 
resources of the virtualized ecosystem. 

8. The ACMS of claim 5, wherein the best practices estab 
lished for said criteria include practices learned from infor 
mation accumulated by the ACMS while operating in the 
virtualized ecosystem. 

9. The ACMS of claim.5, wherein the best practices for said 
criteria include practices learned from accumulated informa 
tion provided by other configuration management systems 
deployed among various enterprises. 

10. A method of automatically managing configuration and 
security controls of resources of a virtualized ecosystem, 
comprising: 

establishing a baseline configuration for the resources of 
the virtualized ecosystem, the baseline configuration 
including security control settings; 

repeatedly, monitoring and recording results of compli- 45 
ance-related operations across the resources of the Vir 
tualized ecosystem, measuring dynamic utilization of 
the resources of the virtualized ecosystem frequently 
enough to construct informative profiles of the 
resources, and capturing configuration change informa 
tion associated with the resources of the virtualized eco 
system, analyzing data recorded during monitoring of 
the compliance-related operations, measurement of the 
dynamic resource utilization and capture of the configu 
ration change information concerning security and com 
pliance criteria of the resources of the virtualized eco 
system, making, according to a desired risk profile and 
results of said analysis, recommendations concerning 
utilization and configuration changes for the resources 
of the virtualized ecosystem, the configuration changes 
including security control changes to achieve compli 
ance goals and said recommendations taking into 
account risk values associated with a risk of performing 
a recommended change and a risk reduction value of 
said recommended change, and either adopting and 65 
implementing the recommendations or not, wherein 
new states of the virtualized ecosystem and reactions to 
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16 
recommended changes are observed and applied in the 
form of new recommendations and/or as adjustments to 
an existing baseline; 

developing a series of best practices for compliance-related 
operations and dynamic resource utilization within the 
virtualized ecosystem through said monitoring, record 
ing and analyzing; and 

sharing information regarding said best practices for con 
sideration with like information regarding other virtual 
ized ecosystems. 

11. The method of claim 10, wherein the recommendations 
are implemented automatically. 

12. The method of claim 10, wherein the recommendations 
and associated risk values are reviewed by an administrator 
before being implemented or not. 

13. The method of claim 10, wherein the data is analyzed 
according to those of the best practices established for Secu 
rity and compliance criteria of the resources of the virtualized 
ecosystem. 

14. The method of claim 13, wherein the best practices for 
said criteria are static as instantiated by a control layer that 
securely manages the configurations of the resources of the 
virtualized ecosystem. 

15. The method of claim 13, wherein the managing of the 
configuration and security controls is performed by a security 
control system adapted to define and analyze object handling 
control information that influences security and compliance 
of the virtualized ecosystem. 

16. The method of claim 13, wherein the best practices for 
said criteria include practices learned from information accu 
mulated while operating in the virtualized ecosystem. 

17. The method of claim 13, wherein the best practices for 
said criteria include practices dynamically derived from accu 
mulated information provided by a community of automated 
configuration management systems deployed among various 
enterprises. 

18. The method of claim 10, wherein monitoring includes 
recording results of security- and compliance-related opera 
tions in a secure, efficient, compact and persistent manner. 

19. The method of claim 18, wherein monitoring further 
includes capturing information concerning rates of each type 
of operation and any causal relationships between them. 

20. The method of claim 18, wherein monitoring includes 
capturing information concerning scope and risk of each step 
associated with the operations. 

21. The method of claim 10, wherein monitoring includes 
capturing information concerning configuration changes that 
are initiated in response to the recommendations. 

22. The method of claim 10, wherein the analysis considers 
both individual and cumulative measurements in regard to 
expectations. 

23. The method of claim 10, wherein the analysis considers 
a mix of measured data from the virtualized ecosystem. 

24. The method of claim 10, wherein the analysis is based 
on classification at one or more visualization planes. 

25. The method of claim 10, wherein the analysis observes 
and leverages any hierarchical relationships of the monitored 
SOUCS. 

26. The method of claim 10, wherein the analysis is per 
formed using some or all of the following: pattern matching 
algorithms, trend analysis algorithms, or filtering of data. 

27. The method of claim 10, wherein the recommendations 
account for risks associated with configuration changes for 
the resources. 
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28. The method of claim 27, wherein learnings based on the 
recommendations and any implementations thereof are 
shared with one or more automated configuration manage 
ment systems. 

29. The method of claim 10, wherein during cycles of the 
repeated monitoring, analyzing, making recommendations, 
and adopting of recommendations, feedback of intermediate 
results of one or more of these phases is provided to an 
immediately preceding one of the phases. 

30. The method of claim 29, wherein user input is provided to 
at one or more of the phases to improve a security posture of 
the virtualized ecosystem. 

31. The method of claim 30, wherein the user input pro 
vides specific assessment, remediation and reversion guid 
aCC. 

18 
32. The method of claim 31, wherein the guidance includes 

assessment, remediation and reversion operation-specific 
parameters, which are made available during the automated 
management of configuration and security controls of the 
resources of the virtualized ecosystem. 

33. The method of claim30, wherein the user input is used 
to create custom best practices/benchmarks for different 
security postures for the virtualized ecosystem. 

34. The method of claim 33, wherein the custom best 
practices/benchmarks are profiled across multiple dimen 
sions relevant to security and used as models to bring other 
resources in the virtualized ecosystem into compliance. 


