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(57) ABSTRACT 

An apparatus for communicating packets in a network 
environment is provided that includes a first network ele 
ment that includes a first neighbor list, the first network 
element being coupled to a Second network element and a 
third network element. The first network element is operable 
to receive a Second neighbor list from the Second network 
element and a third neighbor list from the third network 
element. The first network element is further operable to 
determine one or more overlaps provided by the Second and 
third neighbor lists when compared to the first neighbor list, 
the first network element relaying an update that it receives 
based on the one or more overlaps. 
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SYSTEMAND METHOD FOR CONTROLLING 
THE FLOODING OF INFORMATION IN A 

NETWORK ENVIRONMENT 

TECHNICAL FIELD OF THE INVENTION 

0001. This invention relates in general to the field of 
communications and, more particularly, to a System and 
method for controlling the flooding of information in a 
network environment. 

BACKGROUND OF THE INVENTION 

0002 Networking architectures have grown increasingly 
complex in communication environments. This complexity 
has resulted in numerous protocols being implemented in 
order to ensure that network elements are aware of their 
Surroundings and direct packets in an efficient manner. For 
example, certain network elements may exchange packets in 
order to indicate to each other the absence or presence of an 
adjacent network element or to provide rating updates. In 
this Sense, neighbors are able to become aware of their 
Surroundings and direct or manage traffic properly. 
0003. As network systems become more Sophisticated, 
this information exchange may become cumberSome. This 
may be due to any number of reasons, Such as having a 
prolific amount of network elements in the System or having 
an abundance of Signaling being eXchanged between net 
work elements. Note that in certain network environments, 
a group of network elements that share the same logical 
Segment may not be directly visible to each other. Some 
possible causes of this shielding may include: low Signal 
Strength, long distance Separation, environmental disrup 
tions, partial VC meshing, etc. In these Scenarios, Some 
network elements or speakers (the ones not able to directly 
reach the Sender) may never be able to Synchronize their 
information Such that data is routed correctly. 
0004. As a byproduct of improper routing, redundant 
Signaling, and an inefficient management of data, commu 
nication Speeds and System performance for an architecture 
may be inhibited. Moreover, because of the overwhelming 
quantity of information that may be exchanged in the 
network, bandwidth may be unnecessarily restricted. The 
ability to properly identify Surrounding elements and 
account for other elements is critical in providing effective 
network communications. Thus, the ability to offer a System 
or a protocol that optimally routes information based on 
existing network elements provides a Significant challenge 
to network designers, component manufacturers, and System 
administrators. 

SUMMARY OF THE INVENTION 

0005 From the foregoing, it may be appreciated by those 
skilled in the art that a need has arisen for an improved 
communications approach that minimizes the flooding of 
information in packet communications in a network envi 
ronment. In accordance with one embodiment of the present 
invention, a System and a method for controlling the flood 
ing of information in a network environment are provided 
that greatly reduce disadvantages and problems associated 
with conventional packet communication techniques. 
0006 According to one embodiment of the present inven 
tion, there is provided an apparatus for communicating 
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packets in a network that includes a first network element 
that includes a first neighbor list, the first network element 
being coupled to a Second network element and a third 
network element. The first network element is operable to 
receive a Second neighbor list from the Second network 
element and a third neighbor list from the third network 
element. The first network element is further operable to 
determine one or more overlaps provided by the Second and 
third neighbor lists when compared to the first neighbor list, 
the first network element relaying an update that it receives 
based on the one or more overlaps. 
0007 Certain embodiments of the present invention may 
provide a number of technical advantages. For example, 
according to one embodiment of the present invention, a 
communications approach is provided that allows for relay 
decisions based on dynamic network information, which 
may be provided for in corresponding neighbor lists. Such 
an ability may conserve resources and reduce network 
overhead. This may be a result of the ability to direct packets 
more efficiently to their intended destination. Moreover such 
information management techniques may reduce the number 
of central processing unit (CPU) cycles needed to be per 
formed by a given network component, as the local flooding 
of information is minimized in overlapping broadcast 
domains. Thus, because less information is being transmit 
ted in the network, fewer resources are consumed as the data 
is properly processed. Additionally, the reduction in network 
traffic may translate into leSS network bandwidth being 
occupied by routing protocols engaged in State maintenance. 
This may be particularly important in certain types of 
networks, e.g. lower Speed networks, Shared medium net 
Works, etc., but generally beneficial to any packet commu 
nications. 

0008 Another technical advantage associated with one 
embodiment of the present invention relates to a failover 
characteristic. In general, an automatic backup feature is 
provided by Such a communications architecture. Such 
reliability may be achieved even in cases in which a relay 
decision is not required. Certain embodiments of the present 
invention may enjoy Some, all, or none of these advantages. 
Other technical advantages may be readily apparent to one 
skilled in the art from the following figures, description, and 
claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0009. To provide a more complete understanding of the 
present invention and features and advantages thereof, ref 
erence is made to the following description, taken in con 
junction with the accompanying figures, wherein like refer 
ence numerals represent like parts, in which: 
0010 FIG. 1 is a simplified block diagram of a commu 
nication System for controlling the flooding of information 
in a network environment in accordance with one embodi 
ment of the present invention; and 
0011 FIG. 2 is a simplified flowchart illustrating a series 
of example StepS associated with the communication System. 

DETAILED DESCRIPTION OF EXAMPLE 
EMBODIMENTS OF THE INVENTION 

0012 FIG. 1 is a simplified block diagram of a commu 
nication system 10 for controlling the flooding of informa 
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tion in a network environment. Communication System 10 
may include multiple network elements 12, 14, 16, 18, 20, 
and 22. Network elements 12, 14, 16, 18, 20, and 22 may 
also be referred to herein as network elements A-F respec 
tively. The letter designations assigned to network elements 
12, 14, 16, 18, 20, and 22 are arbitrary and have been used 
for purposes of teaching only. These designations should not 
be construed in any way to limit their capabilities, function 
alities, or applications in the potential environments that 
may benefit from the features of communication system 10. 
Each network element 12, 14, 16, 18, 20, and 22 may be 
equipped with a link state database 30 that includes infor 
mation associated with Surrounding network elements, as 
well as data to be used in routing packets in the context of 
network communications. Additional details relating to the 
architecture and functionality of link state database 30 is 
provided below. 
0013 FIG. 1 may be generally configured or arranged to 
represent any communication architecture capable of 
eXchanging packets in a network environment. Such con 
figurations may include, for example, first generation, 2G, 
2.5G, and 3G architectures that offer packet-exchanging 
capabilities. In addition, communication System 10 may 
include any Suitable networking protocol or arrangement 
that provides a communicative platform for communication 
system 10. Thus, communication system 10 may include a 
configuration capable of transmission control protocol/in 
ternet protocol (TCP/IP) communications for the transmis 
Sion or reception of packets in a network. Communication 
System 10 may also operate in conjunction with a user 
datagram protocol/IP (UDP/IP) or any other suitable proto 
col where appropriate. 

0.014. In accordance with the teachings of the present 
invention, communication System 10 provides a communi 
cation approach that allows network elements A-F to 
eXchange information via a Suitable protocol Such that only 
a minimum amount of State information is broadcast to each 
network element. In certain network environments, a des 
ignated network element or a designated intermediate SyS 
tem is often employed to achieve Synchronization. When a 
piece of network equipment appears on the network it would 
quickly determine the designated network element (e.g. 
router) or designated link and Synchronize with that object. 
This could achieve synchronization in the network but be 
inhibited by hidden node problems. 

0.015 Note that a group of network elements that share 
the same logical Segment may not be directly visible to each 
other. Potential causes for this deficiency may relate to the 
following: low Signal Strength, long distance Separation, 
environmental disruptions, partial VC meshing, etc. In Such 
a network context, a logical Segment refers to the local 
flooding domain dynamically determined by a transmission 
radius. In these scenarios, Some nodes or speakers (the ones 
not able to directly reach the sender) may never be able to 
synchronize their link state databases 30. To resolve the 
Synchronization issues encountered in these environments, a 
mechanism is needed through which all the nodes on the 
Same logical Segment can receive the routing information, 
regardless of the State of their adjacency to the Source. 

0016 Communication system 10 provides such a mecha 
nism that ensures that the flooding of information will reach 
all neighbors regardless of the current State of the network. 
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Communication system 10 additionally addresses hidden 
node issues, as well as other network deficiencies, in pro 
Viding an environment that achieves Synchronization of a 
link State database with Surrounding nodes without having to 
Sacrifice valuable bandwidth or processing time. Commu 
nication System 10 may offer dynamic/adaptive relaying 
decisions made at flooding time intervals that account for 
network topology changes. Communication System 10 may 
further implement the use of an intelligent transmission of 
acknowledgements. 
0017 For purpose of teaching, it is important to under 
Stand the extensive communications that may be traversing 
the network in order to provide awareneSS data or routing 
information to any given network element. Routing proto 
cols generally include various types of neighbor States in 
their periodically transmitted neighbor State packets. For 
instance, a routing protocol may include a list of known 
neighbors on a given link So that each network element A-F 
attached to that network can establish whether or not two 
way connectivity exists between itself and the network 
element that is transmitting the packet. 
0018. In most scenarios, it is generally important to be 
made aware of the presence or the absence of a neighbor as 
quickly as possible. Thus, packets may be communicated to 
adjacent network elements in order to provide routine or 
Systematic updates, which reflect current or the most recent 
State information. In this Sense, network elements need only 
know what is new or what has been changed in the network. 
0019. The packets received by network element A-F may 
be congruous, inclusive of an extensive listing of the neigh 
bors that are present or absent in the network. The absence 
of a neighbor may indicate that Something has happened: for 
example, Some element has become non-operational or 
dysfunctional. The presence of a network element may 
reflect an already existing element or a new element that was 
added to the networking architecture. The optimized flood 
ing operation of communication System 10 may rely on the 
ability of a speaker to advertise all of its locally connected 
neighbors. It may be assumed that this ability is realized 
through the use of routing protocol packets. 
0020. A given network element A-F (i.e. a speaker) may 
receive routing protocol packets from all other adjacent 
Speakers. The routing protocol packets may contain a list of 
the adjacent speakers to the originator (i.e. a neighbor list, a 
neighbor table, or a neighbor database). The local speaker 
may compare the neighbor list reported by each speaker to 
its own neighbor list. If the local neighbor list contains 
adjacent Speakers that the Sender of a routing update cannot 
reach directly (i.e. those speakers that are not in the origi 
nator's neighbor list), then the local speaker should relay the 
information to them based on the algorithm, which is more 
fully detailed below. Because more than one Such speaker 
may exist, the mechanism may be referred to as an over 
lapping relay. 
0021. In general, Such a technique is dynamic, as the 
decision as to which speaker (or node) should act as a relay 
is determined at the time of flooding and is based on current 
network topology. The algorithm, however, may be config 
ured to Select the Set of overlapping relays that should 
transmit first. This set may be referred to as the active set 
of overlapping relays for a given node. 
0022 With regard to overlap and relay decisions, the first 
Step in the proceSS is for each Speaker to build and propagate 
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their neighbor lists. Such lists may be stored in link state 
database 30 in an example embodiment of the present 
invention. In other Scenarios, the neighbor list may be Stored 
in any appropriate location or medium. In its routing pro 
tocol message, a Speaker may identify an active Set of 
overlapping relays that should transmit first to further propa 
gate routing updates. This active Set of overlapping relays is 
the minimum Set of direct neighbors that are peers with all 
two-hop neighbors of the Speaker. Other arrangements may 
call for Single-hop or three or more hop configurations and 
be based on particular needs. In one example embodiment 
used for purposes of teaching only, this Selection algorithm 
may based on the multipoint relay (MPR) selection algo 
rithm defined in optimized link State routing protocol 
(OLSR). Once a network element has received the neighbor 
lists from all of its adjacent peers, it can now determine the 
overlaps that may exist. The decision whether to relay any 
received information and when to relay Such information 
may depend on the current topology of the network. Such a 
determination may also be based on whether the node is part 
of the active Set of overlapping relayS. 
0023 For each adjacent speaker, the contents of the local 
neighbor list may be compared to the received list to make 
flooding decisions according to the following example algo 
rithm. In the following example operation, network elements 
A-F are illustrated as routers. In a first Step, each neighbor 
list received includes a list of adjacent Speakers, including 
the local router. The local router may be ignored for the 
purpose of the comparison, as is the adjacent router for 
which the comparison is being done (the originator). In a 
Second step, if the lists overlap completely (i.e. all the 
components of both lists are the same), then the local router 
should not immediately relay any information received from 
the adjacent speaker, regardless of whether the node was 
identified as an active overlapping relay in the adjacent 
Speaker's routing protocol message. Note that this is because 
the topology may have changed since the last received 
routing protocol message from the adjacent Speaker Such 
that a transmission by the node will only result in a redun 
dant transmission. 

0024. In a third step, if the local neighbor list is com 
pletely contained in the received list (i.e. all the components 
of the local neighbor list are present in the received one), 
then the local router should not immediately relay any 
information received from the adjacent Speaker, regardless 
of whether the node was identified as an active overlapping 
relay in the adjacent Speaker's routing protocol message. In 
a fourth Step, if Some of the components of the local 
neighbor list are not present in the received list (non 
overlapping neighbors) and the node is an active overlap 
ping relay for the adjacent Speaker, then the router may 
immediately relay any information received from the adja 
cent Speaker. 
0.025 In a fifth step, if some of the components of the 
local neighbor list are not present in the received list 
(non-overlapping neighbors) and the node is not an active 
overlapping relay for the adjacent Speaker, then the router 
may wait a specified amount of time (e.g. pushback time 
plus jitter) to decide whether to transmit. The jitter may be 
used to avoid Several non-active Overlapping relays from 
propagating redundant information. Note that non-active 
overlapping relays may follow the acknowledgment mecha 
nism provided below. 
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0026. During this time, if the node determines that its 
flooding of the update will only result in a redundant 
transmission, the node may Suppress its transmission. Oth 
erwise, the node may transmit upon expiration of the push 
back time plus jitter. In cases where a non-active overlap 
ping relay hears a re-flood from another non-active 
overlapping relay that covers its non-overlapping neighbors 
before its timer to transmit expires, the node may wait a 
Specified amount of time (e.g. backoff time plus jitter) to 
decide whether to transmit. During this time, if the node 
determines that flooding of the update will only result in a 
redundant transmission, the node may SuppreSS its transmis 
Sion. Otherwise, the node may transmit upon expiration of 
backoff time plus jitter. 

0027. In a sixth step, for routing updates that are received 
unicast because of retransmission by the originator, the node 
may determine whether it has already received the routing 
update from another Speaker. If it already has the routing 
update in its database, it needs to do nothing further, as it 
would have taken appropriate measures when it initially 
received the routing update. However, if it does not have the 
routing update in its link State database 30, the node may 
take action according to the rules above, just as if it received 
the multicast routing update. 

0028. In a seventh step, the result of the comparison and 
the decisions is that the Speakers on the logical Segment may 
receive all of the routing information. Note that a node can 
determine whether its further flooding of an update will only 
result in a redundant transmission by hearing acknowledge 
ments or re-floods for the routing update from its non 
overlapping neighbors. 

0029. Due to the dynamic nature of a network, the active 
Set of overlapping relayS may not be up-to-date at the time 
the relay decision is made or may not be able to perform the 
flooding duties (e.g. due to poor link quality). The non 
active overlapping relayS may prevent this situation from 
causing database Synchronization issues, which may result 
in packet losses. Because the originator of the information, 
the relay, and the receiver are all in the same dynamically 
determined local flooding domain, the relay may not change 
the routing update information. In general, routing updates 
may be sent to a common/well-known multicast address. In 
Some cases, routing updates may be sent using unicast. 

0030 Thus, as evidenced by the operational flow pro 
Vided above, communication System 10 provides an archi 
tecture that allows for relay decisions based on dynamic 
network information, which may be provided for in corre 
sponding neighbor lists. Such an ability may operate to 
conserve network resources and reduce network overhead. 
This may be a result of the ability to direct a minimum 
number of packets more efficiently to their intended desti 
nation. Such information management techniques may 
reduce the number of central processing unit (CPU) cycles 
needed to be performed by a given network component, as 
the local flooding of information is minimized in overlap 
ping broadcast domains. Thus, because leSS information is 
being transmitted in the network, fewer resources are con 
Sumed as the packet is properly processed. Additionally, the 
reduction in network traffic may translate into leSS network 
bandwidth being occupied by routing protocols engaged in 
State maintenance. This may be particularly important in 
certain types of networks, e.g. lower Speed networks, shared 
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medium networks, etc., but generally beneficial to any 
packet communications. Communication System 10 may 
also provide a failover characteristic for network commu 
nications in offering an automatic backup feature. Such 
reliability may be achieved even in cases in which a relay 
decision is not required. 
0.031 Communication system 10 is also capable of per 
forming an intelligent transmission of acknowledgements. 
In order to optimize the bandwidth utilization on the link, a 
Speaker may perform the following Steps, which are related 
to acknowledgement transmissions. First, acknowledge 
ments may be sent to a well-known multicast address. 
Second, routing updates may be acknowledged by all of the 
adjacent Speakers. In the case of relayed information, the 
relay may only expect either explicit or implicit acknowl 
edgements from peers that have not previously acknowl 
edged a transmission. The retransmission procedures, if any 
exist, for the underlying protocol may be followed. 

0.032 Third, because routing updates are sent to well 
known multicast addresses, the Set of overlapping Speakers 
may usually receive the same update more than once. A 
Speaker should only acknowledge the first update received 
on the link. Fourth, an active Overlapping relay should not 
explicitly acknowledge information that it is relaying. The 
relayed information may serve as an acknowledgement to 
the Sender. If no information is being relayed, then an 
explicit acknowledgement may be sent. 

0.033 Fifth, several acknowledgements may be bundled 
into a single packet. However, the wait (acknowledgement 
time) before Sending one Such packet should generally be 
less than the pushback time minus propagation delays, (i.e., 
(acknowledgement time--propagation delay)<pushback 
time). The bundling operation may reduce the number of 
packet transmissions required in acknowledging multiple 
routing updates. Sixth, all acknowledgement packets should 
reset the dead timer at the receiver and the routing protocol 
timer at the Sender. An acknowledgement received from a 
non-overlapping Speaker should prevent redundant trans 
mission of the information to it by another overlapping relay. 
0034) Note that with the example provided above, as well 
as numerous other examples provided herein, interaction is 
described in terms of two, three, or four network elements. 
However, this has been done for purposes of clarity and 
example only. In certain cases, it may be easier to describe 
one or more of the functionalities of a given set of flows by 
only referencing a limited number of network elements. It 
should be appreciated that communication System 10 (and 
its teachings) are readily Scalable and can accommodate a 
large number of components, as well as more complicated/ 
Sophisticated arrangements and configurations. Accordingly, 
the examples provided should not limit the scope or inhibit 
the broad teachings of communication System 10 as poten 
tially applied to a myriad of other architectures. 

0035. With respect to protocol considerations, the mecha 
nism described above refers to the operation of relayS on a 
common media Segment. Hence, the information may be 
relayed out the Same interface through which it was 
received. The information is generally not altered when 
relayed. 

0.036 For link state protocols, the concept of information 
relay may be extended to the flooding of all link State 
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advertisements received on any interface (and forwarded on 
any other interface). Link State protocols work on the 
premise that all of the nodes in a routing domain will receive 
all of the routing information. Where each Speaker adver 
tises all of its adjacent neighbors on all interfaces, then the 
overlap check (described Supra) may result in the determi 
nation of which Speakers are adjacent to both Speakers. AS 
a result, link State information may only be flooded to 
non-overlapping neighbors (considering all of the inter 
faces). 
0037. The intent of the overlapping relay mechanism is to 
optimize flooding of routing information. However, other 
information (Such as data) may also be relayed in Some 
networks using the same mechanism. Specifically, networks 
using distance vector protocols may use a path through 
which the next hop is not adjacent, but through which an 
update was received. In Such a case, the receiver may 
influence the cost/metric of any update received based on the 
fact that the information was relayed. 
0038 Network elements A-F are routers in an example 
embodiment; however, network elements A-F may be any 
other Suitable device where appropriate and in accordance 
with particular needs. For example, network elements A-F 
may be Switches, gateways, bridges, loadbalancers, fire 
walls, or any other Suitable device, component, element, or 
object operable to exchange information in a network envi 
ronment. In addition, network elements A-F may include 
any Suitable hardware, Software, components, modules, 
interfaces, or objects that facilitate the operations thereof. 
This may be inclusive of appropriate algorithms and com 
munication protocols that allow for the effective eXchange of 
data or information. In an example embodiment, the update 
and routing information may be exchanged via routing 
protocol packets. In alternative embodiments, network ele 
ments A-F may use any Suitable communication protocols 
that operate to indicate the presence or absence of Surround 
ing or adjacent network elements. Note that the terms 
adjacent and Surrounding reflect broad terminology that 
may be used interchangeably herein in this document. These 
terms connote an idea of awareness, as it relates to the 
presence or absence of any component, device, or element. 

0039 Link state databases 30 may be included in network 
elements A-F. In other embodiments, link state databases 30 
may be provided externally to network elements A-F, or 
consolidated Such that a Single link State database 30 Serves 
multiple network elements. Link state databases 30 are 
memory elements for Storing information to be referenced 
by corresponding network elements A-F. AS used herein in 
this document, the term link State database is inclusive of 
any Suitable database or storage medium (provided in any 
appropriate format) that is capable of maintaining informa 
tion pertinent to the routing and/or processing operations of 
network elements A-F. For example, link state databases 30 
may store Such information in a table or a queue. Alterna 
tively, link State database 30 may keep Such information in 
any Suitable random access memory (RAM), read only 
memory (ROM), erasable programmable ROM (EPROM), 
electronically erasable PROM (EEPROM), application spe 
cific integrated circuit (ASIC), Software, hardware, or in any 
other Suitable component, device, element, or object where 
appropriate and based on particular needs. Note that the 
neighbor list, as described herein, is also amenable to Such 
flexibility. Accordingly, it may be provided in any of the 
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potential storage elements identified above (or provided 
externally as discussed Supra). The neighbor list may also be 
included in a neighbor table or a neighbor database, or be 
replaced thereby where appropriate. 
0040 FIG. 2 is a simplified flowchart illustrating a series 
of example StepS associated with a method for controlling 
the flooding of information within communication System 
10. For example, FIG. 2 represents an example operation 
from the perspective of network element A. In Such a 
configuration, as well as other configurations described with 
reference to FIGS. 1-2, the corresponding network element 
may be Suitably equipped with a receiving State (interface), 
a transmitting State (interface), and/or any Suitable algo 
rithm, Software, hardware, module, object or element oper 
able to effectuate the operations of the corresponding net 
work element. 

0041. The flowchart may begin at step 100, where net 
work element A comes up on the network and attempts to 
Synchronize with its neighbors. Network element A may 
receive neighbor lists from network elements B, C and F at 
step 102. Network element A may store such information in 
its link state database 30 and, similarly, retrieve its own 
neighbor list. In this example Scenario, at Step 104 network 
element A may readily recognize that network element F 
does not share an adjacency with anyone other than network 
element A. In addition, it may be learned that network 
elements B and C connect to network element D. Thus, a 
Selected one of network element C and network element B 
could readily communicate with network element D for 
purposes of Synchronization. In addition, network element C 
could relay information to network element E, as illustrated 
in the example configuration of FIG. 1. 
0.042 Steps 106 and 108 cooperate in order to create the 
active Set and execute the relay task respectively. Thus, at 
step 106, network element A may determine which neigh 
bors should act as active relayS and propagate/reflood the 
packets received. An algorithm may be invoked to determine 
which Set of neighbors are overlapping relayS. If it is 
determined that Sending the information once to two neigh 
bors will achieve the update being received by all members 
of the peer list maintained by network element A, then Such 
a signaling would be an advancement over having to broad 
cast a Signal directly to every member of the peer list. 
0043. The algorithm may ensure that, for this example, 
all two-hop (i.e. a distance of two-hops or nodes away from 
the transmitting node) neighbors receive an update issued by 
network element A. This may be achieved by examining the 
two-hop neighbors versus the one-hop neighbors or directly 
connected peers. Now, each time network element A floods 
Something (i.e. each time there is a change in the network 
behind network element A Such that network element A 
receives a link State update and communicates the link State 
update to its neighbors), network element A recognizes that 
Such messages should be communicated to network element 
C (or network element B) and network element F. This 
recognition is reflected at Step 108, as the relay task is 
properly performed. 

0044) In essence, it is beneficial to send as little as 
possible and yet Still reach all peers. Thus, the tension or the 
tradeoff exists in attempting to minimize the number of 
transmissions for network element A, while Still ensuring 
that all neighbors are reached. It may be presumed in this 
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Scenario that in reaching all two-hop neighbors, all members 
of the peer list are reached. This is because all receiving 
network elements are performing Similar operations Such 
that they are reaching their two-hop neighbors. In a general 
Sense, an exponential increase is achieved by implementing 
Such a protocol throughout the network. 
004.5 The synchronization efforts of network element A 
may be triggered on initiated when adjacency protocols are 
executed (e.g. an exchange of routing protocol packets 
between network devices). When network. A comes up, it 
may exchange neighbor lists with network elements B and 
C. Network element A may invoke an algorithm in order to 
identify that anything sent to (for example) network element 
C will be received by network elements B, D, and E. 
However, because network element F does not share an 
adjacency with network elements B, C, D, or E, it may also 
receive a separate Signal from network element A. 
0046. It is important to note that the steps in FIG. 2 
illustrate only Some of the possible Scenarios that may be 
executed by or within communication system 10. Some of 
these StepS may be deleted or removed where appropriate, or 
these Steps may be modified or changed considerably with 
out departing from the Scope of the present invention. In 
addition, a number of these operations have been described 
as being executed concurrently with, or in parallel to, one or 
more additional operations. However, the timing of these 
operations may be altered considerably. The preceding 
operational flow has been offered for purposes of example 
and discussion. Substantial flexibility is provided by com 
munication System 10 in that any Suitable arrangements, 
chronologies, hop configurations, and timing mechanisms 
may be provided without departing from the teachings of the 
present invention. 
0047. In the context of yet another example scenario, 
used to illustrate the teachings of communication System 10, 
active and backup relays could operate in the following 
manner. Network element A may specify network element C 
as the active overlapping relay in network element AS 
routing protocol packets (e.g. via a HELLO packet). When 
network element A originates an update, which may be 
caused by a local topology change, network element A can 
flood this information out. When network element C 
receives the packet from network element A, it understands 
that its the active relay. Additionally, network element Chas 
neighbors (network element D and network element E in one 
example) that are not in network element A's neighbor list. 
Thus, it will relay the packets immediately. 

0048. In the case of a backup scenario, assume that the 
link between network element C and network element D is 
broken, or that network element C is non-operational. In 
Such a Scenario, network element D never gets the packet 
relayed by network element C. After network element B 
waits for a given time interval (e.g. pushback-jitter), 
because network element B never receives an explicit/ 
implicit ACK message from network element D about the 
packet, network element B can relay the packet to network 
element D. This set of operations illustrate an example 
backup process that is properly executed. 
0049. Although the present invention has been described 
in detail with reference to particular arrangements and 
configurations, these example configurations and arrange 
ments may be changed significantly without departing from 
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the Scope of the present invention. For example, although 
the present invention has been described with reference to 
particular communication exchanges involving a routing 
protocol packet, communication System 10 may be appli 
cable to other eXchanges, routing protocols, or routed pro 
tocols in which packets (not necessarily the routing protocol 
packets described) are exchanged in order to provide routing 
updates or awareness information. Moreover, communica 
tion System 10 may be applicable to any Suitable element or 
component within the network that seeks to identify an 
optimal Set of routing paths and become aware of its 
neighboring devices through any communications protocol. 
Thus, any application where there is a need to communicate 
State information (potentially in an incremental manner), 
and where Synchronization may be beneficial, may benefit 
from the teachings of communication System 10. 
0050. In addition, although communication system 10 
has been illustrated with reference to particular elements and 
operations that facilitate the communication process, these 
elements and operations may be replaced by any Suitable 
architecture or process that achieves the intended function 
ality of communication System 10. For example, an external 
component or module may be positioned in front of each of 
network elements A-F in order to provide one or more 
operations as described herein. In addition, network ele 
ments A-F may be capable of executing numerous other 
operations other than those described with reference to 
FIGS. 1-2. The present invention anticipates considerable 
flexibility in the placement, positioning, configuration, and 
operations of network elements A-F. 
0051 Numerous other changes, substitutions, variations, 
alterations, and modifications may be ascertained to one 
skilled in the art and it is intended that the present invention 
encompass all Such changes, Substitutions, variations, alter 
ations, and modifications as falling within the Scope of the 
appended claims. In order to assist the United States Patent 
and Trademark Office (USPTO) and, additionally, any read 
ers of any patent issued on this application in interpreting the 
claims appended hereto, Applicant wishes to note that the 
Applicant: (a) does not intend any of the appended claims to 
invoke paragraph six (6) of 35 U.S.C. section 112 as it exists 
on the date of the filing hereof unless the words “means for 
or “Step for are specifically used in the particular claims, 
and (b) does not intend, by any Statement in the specifica 
tion, to limit this invention in any way that is not otherwise 
reflected in the appended claims. 

What is claimed is: 
1. An apparatus for communicating packets in a network 

environment, comprising: 

a first network element that includes a first neighbor list, 
the first network element being coupled to a Second 
network element and a third network element, the first 
network element being operable to receive a Second 
neighbor list from the Second network element and a 
third neighbor list from the third network element, 
wherein the first network element is further operable to 
determine one or more overlapS provided by the Second 
and third neighbor lists when compared to the first 
neighbor list, the first network element relaying an 
update that it receives based on the one or more 
overlaps. 
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2. The apparatus of claim 1, wherein the first network 
element includes a link State database operable to Store the 
first neighbor list. 

3. The apparatus of claim 1, wherein if the first neighbor 
list and the Second neighbor list overlap completely, then the 
first network element does not relay the update when it is 
received from the Second network element. 

4. The apparatus of claim 1, wherein the update is 
provided in a routing protocol packet that includes an origin 
asSociated with the update. 

5. The apparatus of claim 1, wherein if the first neighbor 
list and the Second neighbor list do not overlap completely 
and the first network element is designated as active, then 
the first network element relays the update when it is 
received from the Second network element. 

6. The apparatus of claim 1, wherein if the first neighbor 
list and the Second neighbor list do not overlap completely 
and the first network element is designated as non-active, 
then the first network element waits a selected time interval 
before determining whether to relay the update. 

7. The apparatus of claim 6, wherein the selected time 
interval is Substantially equal to a pushback time plus a jitter 
time. 

8. The apparatus of claim 1, wherein if the first network 
element determines that its relaying of the update will result 
in a redundant transmission, the first network element will 
SuppreSS the relaying of the update. 

9. The apparatus of claim 1, wherein the first network 
element is operable to determine whether its relaying of the 
update will result in a redundant transmission by gleaning 
data associated with a Selected one of an acknowledgement 
and a re-flood both of which are associated with the update, 
the acknowledgement and the re-flood being communicated 
by one or more non-overlapping neighbors. 

10. The apparatus of claim 1, wherein the first network 
element includes an algorithm that is operable to determine 
the one or more overlaps provided by the Second and third 
neighbor lists when compared to the first neighbor list, the 
algorithm being invoked in order to determine whether the 
first network element should relay the update that it receives. 

11. A method for communicating packets in a network 
environment, comprising: 

receiving, by a first network element that includes a first 
neighbor list, a Second neighbor list from a Second 
network element and a third neighbor list from a third 
network element; and 

determining one or more overlaps provided by the Second 
and third neighbor lists when compared to the first 
neighbor list, the first network element relaying an 
update that it receives based on the one or more 
Overlaps. 

12. The method of claim 11, further comprising: 
Storing the first neighbor list in a link State database 

provided in the first network element. 
13. The method of claim 11, wherein if the first neighbor 

list and the Second neighbor list overlap completely, then the 
first network element does not relay the update when it is 
received from the Second network element. 

14. The method of claim 11, wherein if the first neighbor 
list and the Second neighbor list do not overlap completely 
and the first network element is designated as active, then 
the first network element relays the update when it is 
received from the Second network element. 
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15. The method of claim 11, wherein if the first neighbor 
list and the Second neighbor list do not overlap completely 
and the first network element is designated as non-active, 
then the first network element waits a selected time interval 
before determining whether to relay the update. 

16. The method of claim 15, wherein the selected time 
interval is Substantially equal to a pushback time plus ajitter 
time. 

17. The method of claim 11, wherein if the first network 
element determines that its relaying of the update will result 
in a redundant transmission, the first network element will 
SuppreSS the relaying of the update. 

18. The method of claim 11, further comprising: 
determining whether relaying of the update by the first 

network element will result in a redundant transmission 
by gleaning data associated with a Selected one of an 
acknowledgement and a re-flood both of which are 
asSociated with the update, the acknowledgement and 
the re-flood being communicated by one or more 
non-overlapping neighbors. 

19. A System for communicating packets in a network 
environment, comprising: 
means for receiving a first neighbor list from a first 

network element and a Second neighbor list from a 
Second network element, and 

means for determining one or more overlaps provided by 
the first and Second neighbor lists when compared to a 
third neighbor list, a third network element relaying an 
update that it receives from the first network element 
based on the one or more overlaps. 

20. The system of claim 19, further comprising: 

means for storing the third neighbor list the third network 
element. 

21. The system of claim 19, wherein if the first neighbor 
list and the third neighbor list overlap completely, then the 
third network element does not relay the update when it is 
received from the first network element. 

22. The system of claim 19, wherein if the first neighbor 
list and the third neighbor list do not overlap completely and 
the third network element is designated as active, then the 
third network element relays the update when it is received 
from the first network element. 

23. The system of claim 19, wherein if the first neighbor 
list and the third neighbor list do not overlap completely and 
the third network element is designated as non-active, then 
the third network element waits a selected time interval 
before determining whether to relay the update. 

24. The system of claim 19, wherein if the third network 
element determines that its relaying of the update will result 
in a redundant transmission, the third network element will 
SuppreSS the relaying of the update. 
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25. The system of claim 19, further comprising: 
means for determining whether relaying of the update by 

the third network element will result in a redundant 
transmission by gleaning data associated with a 
Selected one of an acknowledgement and a re-flood 
both of which are associated with the update, the 
acknowledgement and the re-flood being communi 
cated by one or more non-overlapping neighbors. 

26. Software for communicating packets in a network 
environment, the Software being embodied in a computer 
readable medium and comprising computer code Such that 
when executed is operable to: 

receive a first neighbor list from a first network element 
and a Second neighbor list from a Second network 
element; and 

determine one or more overlaps provided by the first and 
Second neighbor lists when compared to a third neigh 
bor list, a third network element relaying an update that 
it receives from the first network element based on the 
one or more overlaps. 

27. The medium of claim 26, wherein the code is further 
operable to: 

Store the third neighbor list in a link State database 
provided in the third network element. 

28. The medium of claim 26, wherein if the first neighbor 
list and the third neighbor list overlap completely, then the 
third network element does not relay the update when it is 
received from the first network element. 

29. The medium of claim 26, wherein if the first neighbor 
list and the third neighbor list do not overlap completely and 
the third network element is designated as active, then the 
third network element relays the update when it is received 
from the first network element. 

30. The medium of claim 26, wherein if the first neighbor 
list and the third neighbor list do not overlap completely and 
the third network element is designated as non-active, then 
the third network element waits a selected time interval 
before determining whether to relay the update. 

31. The medium of claim 26, wherein if the third network 
element determines that its relaying of the update will result 
in a redundant transmission, the third network element will 
SuppreSS the relaying of the update. 

32. The medium of claim 26, wherein the code is further 
operable to: 

determine whether relaying of the update by the third 
network element will result in a redundant transmission 
by gleaning data associated with a Selected one of an 
acknowledgement and a re-flood both of which are 
asSociated with the update, the acknowledgement and 
the re-flood being communicated by one or more 
non-overlapping neighbors. 
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