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(57) ABSTRACT 

A hybrid drive includes multiple parts: a performance part 
(e.g., a flash memory device) and a base part (e.g., a magnetic 
or other rotational disk drive). Adrive access system, which is 
typically part of an operating system of a computing device, 
issues input/output (I/O) commands to the hybrid drive to 
store data to and retrieve data from the hybrid drive. The drive 
access system assigns, based on various available informa 
tion, a priority level to groups of data identified by logical 
block addresses (LBAs). With each I/O command, the drive 
access system includes an indication of the priority level of 
the LBA(s) associated with the I/O command. The hybrid 
drive determines, based on the priority level indications 
received from the drive access system, which LBAs are stored 
on which part or parts of the hybrid drive. 
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ASSIGNING PRIORITIES TODATA FOR 
HYBRD DRIVES 

RELATED APPLICATIONS 

0001. This application is a continuation of U.S. patent 
application Ser. No. 14/664.411, filed on Mar. 20, 2015, 
which is a continuation of U.S. patent application Ser. No. 
14/320.232, filed Jun. 30, 2014 entitled “Assigning Priorities 
To Data For Hybrid Drives” to Mehmet Iyigun et al., which is 
a continuation of U.S. patent application Ser. No. 13/830,445, 
filed Mar. 14, 2013, now U.S. Pat. No. 8,812,744, the disclo 
sures of which are incorporated herein by reference. 

BACKGROUND 

0002 Computers have traditionally had storage devices on 
which data such as program instructions and user data can be 
stored. As technology has advanced, these storage devices 
have included magnetic floppy disks, magnetic hard disks, 
Solid state drives (e.g., flash memory drives), and so forth. 
Some hybrid drives have also been developed that include 
both a larger capacity (but less expensive) hard drive and a 
Smaller capacity (but more expensive) flash memory drive. 
Although such hybrid drives can be beneficial they are not 
without their problems. One such problem is that it remains 
difficult to determine which data is to be stored on the flash 
memory drive of the hybrid drive. A poor determination as to 
which data to store on the flash memory drive can lead to little 
if any performance improvement of the hybrid drive over a 
traditional magnetic media hard drive, resulting in user frus 
tration due to the lack of performance improvement despite 
the higher cost of the hybrid drive. 

SUMMARY 

0003. This Summary is provided to introduce a selection 
of concepts in a simplified form that are further described 
below in the Detailed Description. This Summary is not 
intended to identify key features or essential features of the 
claimed subject matter, nor is it intended to be used to limit 
the scope of the claimed subject matter. 
0004. In accordance with one or more aspects, informa 
tion describing accesses to multiple groups of data stored in a 
hybrid drive is obtained. The hybrid drive includes both a 
performance part and a base part in which the groups of data 
can be stored. An indication of a priority level of a group of a 
group of data accessed by an input/output (I/O) command is 
communicated with the I/O command issued to the hybrid 
drive. The priority level provides an indication to the hybrid 
drive whether the hybrid drive is expected but not obligated to 
store the group of data in the performance part, the priority 
level having been assigned to the group of databased on the 
information describing accesses to multiple groups of data 
stored in the hybrid drive. 
0005. In accordance with one or more aspects, informa 
tion describing accesses to multiple groups of data stored in a 
hybrid drive is obtained. The hybrid drive includes both a 
performance part and a base part in which the groups of data 
can be stored. An indication of a priority level of a group of 
data accessed by an input/output (I/O) command is commu 
nicated with the I/O command issued to the hybrid drive. The 
priority level indicates to the hybrid drive whether the hybrid 
drive is expected to store the group of data in the performance 
part, the priority level having been assigned to the group of 
databased on the information. 
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0006. In accordance with one or more aspects, informa 
tion describing accesses to multiple groups of data stored in a 
hybrid drive is obtained. The hybrid drive including both a 
performance part and a base part in which the groups of data 
can be stored. An indication of a priority level of a group of 
data accessed by an input/output (I/O) command is commu 
nicated with the I/O command issued from an operating sys 
tem to the hybrid drive. The priority level provides an indi 
cation to the hybrid drive whether the hybrid drive is expected 
to store the group of data in the performance part but the 
operating system has no knowledge of whether the group of 
data is stored in the performance part, the priority level having 
been assigned to the group of databased on the information. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0007. The same numbers are used throughout the draw 
ings to reference like features. 
0008 FIG. 1 illustrates an example system implementing 
the assigning priorities to data for hybrid drives in accordance 
with one or more embodiments. 
0009 FIG. 2 illustrates an example drive access system in 
accordance with one or more embodiments. 
0010 FIG. 3 illustrates an example set of bitmaps of a 
logical block address (LBA) priority record in accordance 
with one or more embodiments. 
0011 FIG. 4 illustrates an example of a sparse bitmap of 
an LBA priority record in accordance with one or more 
embodiments. 
0012 FIG. 5 is a flowchart illustrating an example process 
for assigning and communicating priorities for data for 
hybrid drives in accordance with one or more embodiments. 
0013 FIG. 6 is a flowchart illustrating an example process 
for assigning and generating a record of priorities for data for 
hybrid drives in accordance with one or more embodiments. 
0014 FIG.7 illustrates an example system that includes an 
example computing device that is representative of one or 
more systems and/or devices that may implement the various 
techniques described herein. 

DETAILED DESCRIPTION 

00.15 Assigning priorities to data for hybrid drives is dis 
cussed herein. A hybrid drive includes multiple parts: a per 
formance part (e.g., a flash memory device) and a base part 
(e.g., a hard disk drive). A drive access system, which is 
typically part of an operating system of a computing device, 
issues input/output (I/O) commands to the hybrid drive to 
store data to and retrieve data from the hybrid drive. The drive 
access system assigns a priority level to groups of data iden 
tified by logical block addresses (LBAs) based on various 
information available to the drive access system. With each 
I/O command, the drive access system can include an indica 
tion of the priority level of the LBA(s) associated with the I/O 
command. The hybrid drive determines, based at least in part 
on the priority level indications received from the drive access 
system, which LBAs are to be stored on which part or parts of 
the hybrid drive. 
0016 Priority levels are assigned to LBAs lazily over 
time, referring to the priority levels being communicated to 
the hybrid drive as the LBAs are accessed. The priority level 
of an LBA is a hint or indication to the hybrid drive of how 
important or desirable it is to the drive access system to have 
the data of the LBA stored in the performance part. The hybrid 
drive is expected to honor the relative priorities assigned to 
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the LBAS when making various policy decisions regarding 
which data is to be stored in the performance part. The hybrid 
drive is expected to store data for LBAS assigned a particular 
priority level in the base part as long as there are pages at that 
same priority level or a lower priority level in the performance 
part. 
0017 FIG. 1 illustrates an example system 100 imple 
menting the assigning priorities to data for hybrid drives in 
accordance with one or more embodiments. System 100 
includes a hybrid drive 102, an operating system 104, and one 
or more applications 106. Hybrid drive 102 can be imple 
mented in different manners, such as a fixed drive in a com 
puting device, a removable device coupled to a computing 
device (e.g., via a Universal Serial Bus (USB) connection), 
and so forth. 
0018. In one or more embodiments, system 100 is imple 
mented on a single computing device. System 100 can be 
implemented on a variety of different types of devices, such 
as a desktop computer, a server computer, a laptop or netbook 
computer, a tablet or notepad computer, a mobile station, an 
entertainment appliance, a set-top box communicatively 
coupled to a display device, a television or other display 
device, a cellular or other wireless phone, a game console, an 
automotive computer, and so forth. Thus, system 100 can be 
implemented on computing devices ranging from full 
resource devices with Substantial memory and processor 
resources (e.g., personal computers, game consoles) to low 
resource devices with limited memory and/or processing 
resources (e.g., traditional set-top boxes, hand-held game 
consoles). 
0019. Alternatively, system 100 can be implemented on 
multiple different devices. For example, operating system 
104 and applications 106 can be implemented on one device 
(e.g., any of a variety of different types of computing devices 
as discussed above) and hybrid drive 102 can be implemented 
as a separate device. When implemented separately, the 
device implementing operating system 104 can communicate 
with hybrid drive 102 in different manners, such as via a wired 
and/or wireless connection (e.g., via a USB or wireless USB 
connection), via a network (e.g., via a local area network 
(LAN) or a personal area network (PAN)), and so forth. 
0020 Hybrid drive 102 includes two parts: a performance 
part 112 and a base part 114. Performance part 112 is a higher 
performance part than base part 114. The performance of 
parts 112 and 114 can refer to various different characteristics 
of the parts 112 and 114. Such as the speed of the parts (e.g., 
the rate at which information can be read from and/or written 
to the parts) and/or the power consumption of the parts (e.g., 
the amount of power consumed by the parts when active and 
able to be read from and/or written to). Performance part 112 
is faster and/or has less power consumption than base part 
114, and thus is referred to as a higher performance part than 
base part 114. However, performance part 112 typically costs 
more per unit of Storage (e.g., per gigabyte) than base part 
114. Thus, base part 114 typically has more storage capacity 
than performance part 112, also referred to as base part 114 
being larger than performance part 112 or the size of base part 
114 being larger than the size of performance part 112. 
0021 Performance part 112 and base part 114 can be 
implemented in different manners. In one or more embodi 
ments, performance part 112 is a solid state device (e.g., a 
flash memory device) and base part 114 is rotational storage 
device (e.g., a magnetic hard disk drive). Alternatively, parts 
112 and 114 can be implemented in other manners. For 
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example, performance part 112 can be one type of Solid state 
device (e.g., single-level cell (SLC) flash memory) and base 
part 114 can be another type of solid state device (e.g., multi 
level cell (MLC) flash memory). By way of another example, 
one or both of parts 112 and 114 can be implemented using 
various other types of storage devices and technology, such as 
memristor memory technology, phase change memory tech 
nology, and so forth. 
0022. Although hybrid drive 102 includes multiple parts, 
hybrid drive 102 operates as a single storage drive from the 
perspective of operating system 104. The size (storage capac 
ity) of hybrid drive 102 is the size of the larger of performance 
parts 112 and base part 114, which is typically base part 114 
due to the lower cost per unit of storage of base part 114. 
Hybrid drive 102 is presented to operating system 104 as a 
single storage device—operating system 104 reads data from 
and writes data to hybrid drive 102 as if drive 102 were a 
single storage device. However, operating system 104 is 
aware that hybrid drive 102 includes multiple parts, and thus 
operating system 104 provides indications or hints to hybrid 
drive 102 as to the importance of various data to assist hybrid 
drive 102 in determining which part to store data in, as dis 
cussed in more detail below. Hybrid drive 102 can be pre 
sented to operating system 104 as a single storage device in 
various manners. For example, hybrid drive 102 can present 
itself to operating system 104 as a single storage device, 
hybrid drive 102 can be disparate devices that a hardware 
controller presents to operating system 104 as a single storage 
device, hybrid drive 102 can be multiple devices that a soft 
ware driver running on the operating system 104 presents to 
operating system 104 as a single storage device, and so forth. 
0023 Operating system 104 includes an I/O module 116 
that issues I/O commands to access hybrid drive 102, includ 
ing commands to read data from hybrid drive 102 and com 
mands to write data to hybrid drive 102. The commands to 
read and write data can be from other modules of operating 
system 104 as well as applications 106. As used herein, the 
data being read from and written to hybrid drive 102 includes 
any bits that are read from and/or written to hybrid drive 
102—the data can include user data or program data, program 
instructions, binary code, and so forth. 
0024 Operating system 104 assigns priority levels to 
groups of logical block addresses (LBAS). An LBA is an 
address of a location on hybrid drive 102 where data is stored, 
and the data stored at that location is also referred to as the 
LBA data. The amount of data stored at a particular LBA can 
vary based on the manner in which hybrid drive 102 is imple 
mented. The priority levelassigned to a particular LBA is also 
be referred to as being assigned to the data stored at that 
particular LBA. Because the priority levels are assigned to 
groups of LBAs, the priority levels can also be referred to as 
being assigned to groups of data (that are identified by the 
LBAs). 
0025 Operating system 104 assigns priorities to LBAs at 
a granularity of groups of multiple LBAS (although operating 
system 104 could alternatively assign priorities at a granular 
ity of the LBAS). Using a granularity of groups of multiple 
LBAS, the size of a group of LBAS can vary, such as being a 
collection of LBAs at which 16 kilobytes of data is stored or 
a collection of LBAs at which 64 kilobytes of data is stored. 
In one or more embodiments, each group of LBAS is a con 
tiguous range of addresses. Alternatively, a group can include 
LBAS in other manners in which case LBAS in a group may 
not be a contiguous range of addresses. Priority levels for 
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groups of LBAS are assigned based on various information 
available to operating system 104. Such as information 
regarding the frequency with which LBAS in the group are 
accessed, information regarding events occurring during or 
preceding access to an LBA, and so forthas discussed in more 
detail below. An LBA is assigned the priority that is assigned 
to the group that includes the LBA, and all of the LBAs in the 
group are assigned the same priority. 
0026. For each I/O command issued to hybrid drive 102, 
I/O module 116 can include with the I/O command an indi 
cation of the priority level assigned to the LBA accessed by 
the I/O command. Although I/O module 116 can include an 
indication of the priority level assigned to the LBA accessed 
by the I/O command, I/O module 116 is not obligated to 
include the priority level and in Some situations may not 
include a priority level. 
0027. The priority level assigned to an LBA can be main 
tained by hybrid drive 102 to facilitate management of LBAs 
in hybrid drive 102. The priority level is an indication of the 
perceived importance to operating system 104 of the data 
stored at the LBA (also referred to as the perceived impor 
tance of the LBA). Generally, the perceived importance of 
data refers to the speed at which access to the data is desired 
and/or the frequency with which the data is desired. Data to 
which fast access is desired (e.g., to improve the speed at 
which a computing device boots or launches an application) 
can be deemed to be of greater importance than data to which 
fast access is not as desirable. Furthermore, data that is 
accessed frequently can be deemed to be of greater impor 
tance than data that is accessed infrequently. Operating sys 
tem 104 expects hybrid drive 102 to store data for LBAs (also 
referred to as storing the LBAs) in parts 112 and 114 based on 
their priority levels so that data at LBAs with higher priority 
levels are stored in performance part 112 (in addition to or 
rather than in base part 114). However, hybrid drive 102 is not 
bound or obligated to store data at LBAs of any particular 
priority level in performance part 112 and operating system 
104 need not have, and typically does not have, knowledge of 
which of parts 112 and 114 data at a particular LBA is stored 
in. Which part data at a particular LBA is stored in is deter 
mined by hybrid drive 102 itself rather than operating system 
104, although this determination is typically made by hybrid 
drive 102 based on the priority level indicated by I/O module 
116. 

0028. It should be noted that although hybrid drive deter 
mines which of parts 112 and 114 particular LBA data is 
stored in based on the indications from operating system 104. 
hybrid drive 102 can include an additional one or more mod 
ules to determine which of parts 112 and 114 particular LBA 
data is stored in. For example, hybrid drive 102 itself can 
monitor I/O accesses and determine based at least in part on 
this monitoring which of parts 112 and 114 particular LBA 
data is stored in. Operating system 104 need not, and typically 
does not, have knowledge of Such additional modules or 
monitoring by hybrid drive 102, and continues to provide 
indications of priority levels to hybrid drive 102 as discussed 
herein regardless of any Such additional modules or monitor 
ing of hybrid drive 102. 
0029. It should also be noted that, although hybrid drive 
102 is illustrated with two parts 112 and 114, each of these 
parts can be made up of multiple components. For example, 
performance part 112 may be made up of multiple flash 
memory chips or a single flash memory chip. By way of 
another example, base part 114 may be made up of a single 
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hard disk drive or multiple hard disk drives. These different 
components can all be implemented in the same device (e.g., 
the same drive enclosure) or alternatively be spread across 
multiple devices (e.g., multiple different enclosures) coupled 
to one another (e.g., via a USB or wireless USB connection, 
or via a network). 
0030. Furthermore, it should be noted that although hybrid 
drive 102 is discussed herein as including two parts, hybrid 
drive 102 can alternatively include three or more parts. For 
example, hybrid drive 102 may include a middle performance 
part that is a higher performance part than base part 114 but a 
lower performance part than performance part 112. Regard 
less of the number of parts, indications of priority levels of 
LBAs are provided to hybrid drive 102 by operating system 
104, and hybrid drive 102 determines which part or parts to 
store the LBAs on based on these priority level indications. 
0031 FIG. 2 illustrates an example drive access system 
200 in accordance with one or more embodiments. Drive 
access system 200 can be implemented as part of an operating 
system, such as operating system 104 of FIG.1. Alternatively, 
drive access system 200 can be implemented as part of 
another program or application that accesses hybrid drive 
102. Such as a Web browser program, a data access or storage 
program, and so forth. Drive access system 200 can be imple 
mented as part of a single device (e.g., as part of an operating 
system of a computing device) or across multiple devices. For 
example, information collection module 202, LBA priority 
record 206, and I/O module 208 may be implemented by one 
computing device, and at least part of priority determination 
module 204 implemented by another device (e.g., a server 
coupled to the computing device via a network). 
0032. Drive access system 200 includes an information 
collection module 202, a priority determination module 204, 
an LBA priority record 206, and an I/O module 208. I/O 
module 208 and I/O module 116 of FIG. 1 can be the same 
module. Generally, information collection module 202 
obtains various information regarding I/O accesses to hybrid 
drive 102. Priority determination module 204 determines pri 
ority levels for LBAs based on the collected information and 
maintains an LBA priority record 206 identifying the priority 
levels assigned to particular LBAs. I/O module 116 provides 
to hybrid drive 102 indications of the priority levels assigned 
to particular LBAs. For example, an LBA 210 assigned a 
priority level 212 is illustrated in FIG. 2. Additional data (e.g., 
to be written to hybrid drive 102) can also be sent to hybrid 
drive 102 along with the LBA 210 and priority level 212. 
0033 Information collection module 202 obtains various 
information regarding I/O accesses to hybrid drive 102. Mod 
ule 202 can itself monitor various activity in the computing 
device implementing drive access system 200, or alterna 
tively can retrieve or otherwise obtain the information regard 
ing I/O accesses to hybrid drive 102 collected by other mod 
ules. Different priority categories can be supported by drive 
access system 200, and the information collected by module 
202 can vary based on the particular priority categories that 
are Supported. Each priority category refers to a state or type 
of operation being performed by the computing device 
including drive access system 200. Such as accessing drive 
102 when booting the computing device, accessing drive 102 
when hibernating the computing device, accessing drive 102 
when the computing device is resuming from hibernation, the 
user activity when accessing drive 102 (e.g., accessing drive 
102 when the user is actively using the system, accessing 
drive 102 when the user is not actively using the system), and 
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So forth. Examples of priority categories and the information 
collected by module 202 for each priority category are dis 
cussed in more detail below. 

0034 Priority determination module 204 determines pri 
ority levels for LBAs based on the information collected by 
information collection module 202. Each priority category 
has an associated one or more priority levels. Priority deter 
mination module 204 analyzes the collected information to 
identify, for a given priority category, which LBAS are to be 
assigned a priority level associated with that priority category. 
In one or more embodiments, information collection module 
202 and priority determination module 204 have access to 
various information regarding I/O accesses and are able to 
determine based on such information the priority level to 
assign to each of multiple LBAS. 
0035. Different rules or criteria are used by module 204 to 
determine, based on the collected information, which LBAs 
are to be assigned a priority level associated with a particular 
priority category. Generally, the rules or criteria identify data 
to be assigned a particular priority level based on whether 
placing the data in performance part 112 is expected to 
increase the user-noticeable speed of the device (e.g., the 
speed at which a computing device boots or launches an 
application) and/or reduce the power consumption of the 
computing device. Additionally, the rules or criteria can iden 
tify data to be assigned a particular priority level so that there 
is a Sufficient amount of data (e.g., 1 gigabyte or 4 gigabytes 
of data) at a lowest priority level in performance part 112 so 
that LBA data assigned the lowest priority level can be 
removed from performance part 112 and placed in base part 
114 as desired (thus keeping LBA data with a higher priority 
level in performance part 112). Examples of these rules and 
criteria for particular priority categories are discussed in addi 
tional detail below. 

0036 Maintaining a sufficient amount of data at a lowest 
priority level in performance part 112 allows hybrid drive 102 
to churn data at the lowest priority level in performance part 
112 without adversely affecting data at higher priority levels 
in performance part 112. In situations where there is insuffi 
cient space in performance part 112 to store LBA data for all 
I/O accesses to hybrid drive 102, hybrid drive 102 moves data 
from performance part 112 to base part 114 starting with data 
at the lowest priority (and for data at that that lowest priority, 
according to some policy Such as moving the least recently 
used (LRU) data first). Keeping the amount of data at the 
lowest priority relatively large when compared to data at 
higher priorities ensures that as space in performance part 112 
becomes scarce, there is low priority data to move to base part 
114 first, and therefore higher priority data is less likely to be 
moved. Additionally, by keeping the amount of data at the 
lowest priority relatively large, data added to performance 
part 112 at the lowest priority is permitted to remain in per 
formance part 112 for a reasonably long amount of time even 
though performance part 112 may be relatively full. E.g., by 
implementing an LRU policy in determining which data is 
moved out of performance part 112 first, there is a sufficient 
amount of data (e.g., 1 gigabyte or 4 gigabytes of data) that 
would be moved out of performance part 112 before the 
newly added data is moved out of performance part 112. 
0037 Multiple different priority levels can be supported 
by drive access system 200, and the priority levels can be 
labeled in different manners. In one or more embodiments 
there are four priority levels, labeled as: Priority Level 4, 
Priority Level 3, Priority Level 2, and Priority Level 1. How 
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ever, there can alternatively be any number of priority levels. 
The priority levels can also be labeled in different manners, 
Such as using letters, different characters or symbols, and so 
forth. In addition to the priority levels, the drive access system 
200 may support no priority level for some LBAs. LBA data 
assigned no priority level is stored in base part 114 rather than 
performance part 112 no determination need be made by 
hybrid drive 102 as to which part the LBA data is stored in. It 
should also be noted that in one or more embodiments hybrid 
drive 102 can implement one or more additional hidden or 
private priority levels. These additional hidden or private 
priority levels are not used by and are not visible to drive 
access system 200, but can be used by hybrid drive 102 to 
manage where LBA data is stored according to internal policy 
of hybrid drive 102. 
0038 Priority determination module 204 maintains an 
LBA priority record 206 identifying the priority levels 
assigned to particular LBAs. Generally, LBA priority record 
206 identifies, for a given LBA, the priority level to which the 
LBA is assigned. In some situations, however, a particular 
LBA may be assigned to no priority level, in which case no 
identification of an assigned priority level may be included in 
LBA priority record 206 for the LBA. 
0039. In one or more embodiments, LBA priority record 
206 is a set of one or more bitmaps. FIG. 3 illustrates an 
example set of bitmaps 300 of an LBA priority record in 
accordance with one or more embodiments. The set of bit 
maps 300 include multiple (X) bitmaps 302(1), . . . , 302(x). 
each corresponding to one of multiple priority levels illus 
trated as Priority Level 1, ..., Priority Level X. In one or more 
embodiments, each bitmap has multiple cells that store a bit, 
each cell corresponding to a particular range of LBAS (a 
group of LBAS, Such as a group of LBAS at which 16 kilo 
bytes of data or 64 kilobytes of data is stored, as discussed 
above). One value in the cell (e.g., a value of 0) indicates that 
the LBAs corresponding to the cell do not have the priority 
level corresponding to the bitmap, and another value in the 
cell (e.g., a value of 1) indicates that the LBAS corresponding 
to the cell do have the priority level corresponding to the 
bitmap. For example, looking at the leftmost cell of each 
bitmap 302, the LBAs corresponding to the leftmost cell have 
Priority Level 1 (due to the bit in the cell having a value of 1 
in bitmap 302(1) and a value of 0 in bitmap 302(x)). 
0040 LBA priority record 206 of FIG. 2 can also be imple 
mented using sparse bitmaps in order to reduce the amount of 
storage space used to maintain LBA priority record 206. 
Sparse bitmaps refer to multi-level or multi-layer maps, each 
cell of a map in one layer representing multiple cells of a 
lower layer. Sparse bitmaps can be implemented in a variety 
of different manners. 
0041 FIG. 4 illustrates an example of a sparse bitmap 400 
of an LBA priority record in accordance with one or more 
embodiments. Sparse bitmap 400 includes two layers with a 
lower layer bitmap 402 and an upper layer map 404. Lower 
layer bitmap 402 includes multiple cells each corresponding 
to an LBA. Lower layer bitmap 402 can be, for example, a 
bitmap 302 of FIG.3. The cells in bitmap 402 and map 404 are 
illustrated as being assigned a value of 0 to indicate that the 
LBAs corresponding to the cells do not have the priority level 
corresponding to the bitmap 402, and assigned a value of 1 to 
indicate that the LBAs corresponding to the cells do have the 
priority level corresponding to the bitmap 402. However, it 
should be noted that other values can alternatively be used 
(e.g., a value of 1 to indicate that the LBAS corresponding to 



US 2016/0202912 A1 

the cells do not have the priority level corresponding to the 
bitmap 402, and a value of 0 to indicate that the LBAs corre 
sponding to the cells do have the priority level corresponding 
to the bitmap 402). 
0042 Upper layer bitmap 404 includes multiple cells, 
each representing multiple cells in lower layer bitmap 402. If 
all of the cells in bitmap 402 that are represented by a par 
ticular cell in map 404 have a value of 0, then that particular 
cell in map 404 is also assigned a value of 0. If at least one of 
the cells in bitmap 402 that are represented by a particular cell 
in map 404 has a value of 1, then that particular cell in map 
404 is also assigned a value of 1. Thus, to determine whether 
a particular LBA corresponds to the priority level correspond 
ing to bitmap 402, a check can be made of the values of the 
cells in map 404, and for a particular cell in map 404 having 
a value of 0 it is readily known that none of the LBAs corre 
sponding to the cells in bitmap 402 represented by that par 
ticular cell in bitmap 404 have the priority level correspond 
ing to the bitmap 402. 
0043. Using sparse bitmaps, the sets of bitmaps can be 
stored and accessed with less memory requirements. For 
example, upper layer map 404 can be copied into random 
access memory of a computing device, but only the portions 
of bitmap 402 that are represented by a value of 1 are copied 
into random access memory. Furthermore, access to portions 
(e.g., groups of cells) of the sparse bitmaps can be monitored 
(e.g., by drive access system 200 of FIG. 2) and infrequently 
accessed portions (e.g., portions accessed less than a thresh 
old amount of time) can be compressed. This compression 
conserves storage space (e.g., random access memory), and 
compressed portions can be decompressed if accessed. 
0044) The size of bitmap 402 and map 404 can vary, based 
at least in part on the amount of data (e.g., number of bytes) 
each bit in a bitmap represents and on the amount of storage 
space in the base part of the hybrid drive. For example, if the 
base part of the hybrid drive has 1 terabyte of storage space 
and each bit in lower layer bitmap 402 represents 16 kilo 
bytes, then lower layer bitmap 402 would be 8 megabytes. 
Lower layer bitmap 402 can be broken into 4 kilobyte bit 
maps, each representing 512 megabytes of the base part of the 
hybrid drive. Upper layer map 404 would thus be 2 kilobits. 
0045 Although upper layer map 404 is discussed above as 
being a bitmap in which each cell is assigned a value of 0 or 
1, it should be noted that upper layer map 404 can be imple 
mented in other manners. For example, rather than a value of 
0 or 1, each cell in upper layer map 404 may include a pointer 
to lower layer bitmap 402 (e.g., a pointer to one of the cells in 
lower layer bitmap 402 that are represented by the cell of 
upper layer map 404). Various additional information may 
also be maintained, such as a lock value associated with each 
cell of upper layer map 404 to maintain synchronization when 
accessing upper layer map 404 and/or lower layer bitmap 
402. 

0046 Although two layers are illustrated in FIG. 4, it 
should be noted that a sparse bitmap can include any number 
of layers, with each cell in the bitmap at the lowest layer 
corresponding to an LBA, and each cell in the bitmap at a 
higher layer representing multiple cells of a lower layer. 
0047 Returning to FIG. 2, priority determination module 
204 determines the priority levels for LBAs and generates or 
updates LBA priority record 206 as appropriate at various 
times. In one or more embodiments, module 204 determines 
the priority levels and generates or updates record 206 at 
regular or irregular intervals, such as approximately daily, 
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approximately weekly, an amount of time after Some event 
(e.g., approximately 24 hours after being powered on or 
resumed from a hibernation mode), and so forth. Thus, it 
should be noted that the priority levels assigned to various 
LBAs can change over time. Module 204 can also determine 
the priority levels (and optionally update record 206) in 
response to an I/O access to be made to an LBA by I/O module 
208 for which no priority level corresponding to the LBA has 
been set, also referred to as determining the priority level at 
runtime. 
0048. As discussed above, different priority categories can 
be supported by drive access system 200, and the information 
collected by information collection module 202 can vary 
based on the particular priority categories that are Supported. 
Following are example priority categories that can be Sup 
ported by drive access system 200, as well as examples of 
information collected for these priority categories and how 
determinations can be made as to which LBAs fall in which 
priority categories. These example priority categories are: 
boot, hibernate, page or Swap file, application launch, and 
general usage. 
0049 Boot Priority Category. 
0050 Information collection module 202 obtains infor 
mation identifying I/O accesses during booting of the com 
puting device. Booting the computing device refers to starting 
running of the computing device in response to powering-on 
and/or resetting the computing device. The information can 
identify I/O accesses during one or more previous boots of the 
computing device. This information can be obtained from 
various sources, such as a boot prefetcher that traces I/O 
accesses during booting of the computing device. The LBAS 
accessed as part of I/O accesses during booting of the com 
puting device are assigned the priority level of the boot pri 
ority category. 
0051 During booting of the computing device, I/O 
accesses are assigned the priority level of the boot priority 
category. LBA priority record 206 need not be accessed to 
determine the priority level of LBAs during booting of the 
computing device. Rather, a module (e.g., I/O module 208) 
can be configured to assign the priority level of the boot 
priority category to I/O accesses during booting of the com 
puting device without consulting LBA priority record 206. In 
one or more embodiments, the booting of the computing 
device is managed by one or more modules operating in a 
kernel mode of the operating system. These one or more 
modules can assign each I/O access they perform the priority 
level of the boot priority category without consulting LBA 
priority record 206. 
0052 Hibernate Priority Category. 
0053. Hibernation refers to a low power mode for the 
computing device during which power is not provided to most 
(if not all) volatile memory in the computing device. When 
putting a computing device into hibernation, also referred to 
as hibernating the computing device, the contents of Volatile 
memory (e.g., RAM) are written to hybrid drive 102 prior to 
placing the computing device in the low power mode. The 
LBAS accessed as part of I/O accesses when hibernating the 
computing device are assigned the priority level of the hiber 
nate priority category. 
0054. In one or more embodiments, the computing device 
Supports a hiberboot technique that is similar to hibernation. 
With hiberboot, rather than shutting down a computing 
device in response to a shut down request, the users of the 
computing device are logged off their accounts and the com 
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puting device hibernates. The LBAS accessed as part of I/O 
accesses when hibernating the computing device as part of a 
hiberboot technique are assigned the priority level of the 
hibernate priority category. 
0055. During resuming of the computing device from 
hibernation, the contents of volatile memory that were previ 
ously written to hybrid drive 102 are read from hybrid drive 
102 and written back into volatile memory. It is unlikely that 
the LBAs, once written back to volatile memory, would be 
read from hybrid drive 102 again. Accordingly, after writing 
the LBAs back to volatile memory drive access system 200 
issues a trim command to hybrid drive 102 identifying the 
LBAS accessed as part of I/O accesses when hibernating the 
computing device. The trim command informs hybrid drive 
102 that the identified LBAs are no longer needed and are 
unlikely to be read again, so hybrid drive 102 can dispose of 
those LBAS (e.g., treat them as free space). Thus, after the 
computing device has resumed from hibernation, the LBAS 
stored in performance part 112 can be disposed of. 
0056. During hibernating of the computing device I/O 
accesses are assigned the priority level of the hibernate pri 
ority category. LBA priority record 206 need not be accessed 
to determine the priority level of LBAs during hibernating of 
the computing device and/or resuming of the computing 
device from hibernation. Rather, I/O module 208 can be con 
figured to assign the priority level of the hibernate priority 
category to I/O accesses during hibernating of the computing 
device without consulting LBA priority record 206, and issue 
the trim command after resuming the computing device from 
hibernation without consulting LBA priority record 206. In 
one or more embodiments, the hibernating and resuming 
from hibernation of the computing device is managed by one 
or more modules operating in a kernel mode of the operating 
system. These one or more modules can assign each I/O 
access they perform the priority level of the hibernate priority 
category as discussed above, and issue the trim command, 
without consulting LBA priority record 206. In situations in 
which a trim command is not supported by hybrid drive 102. 
during resuming of the computing device from hibernation 
the priority of the LBAS being read can remain unchanged (or 
alternatively, the LBAs can be read and assigned the lowest 
priority level). 
0057 Page or Swap File Priority Category. 
0058 Memory in the computing device can be managed 
using pages, allowing the computing device to use a larger 
memory space than there is physical memory. Pages of 
memory can be transferred (also referred to as Swapped) out 
of volatile memory to hybrid drive 102, and transferred (also 
referred to as swapped) in from hybrid drive 102 to volatile 
memory, as desired by a memory manager of the computing 
device. The LBAS accessed as part of I/O accesses when 
Swapping a page file to or from hybrid drive 102 are assigned 
the priority level of the page or Swap file priority category. 
0059 Similar to swapping out or in pages of memory, the 
memory manager can Swap out of Volatile memory to hybrid 
drive 102 an application, which refers to swapping out the 
private pages of an application that are not already stored in 
(backed by) a file. The memory manager can also Swap in 
from hybrid drive 102 to volatile memory the application. The 
LBAS accessed as part of I/O accesses when Swapping an 
application to or from hybrid drive 102 are assigned the 
priority level of the page or Swap file priority category. 
0060. During Swapping in or out a page of memory or an 
application, I/O accesses are assigned the priority level of the 
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page or swap file priority category. LBA priority record 206 
need not be accessed to determine the priority level of LBAs 
during Swapping in or out a page of memory oran application. 
Rather, I/O module 208 can be configured to assign the pri 
ority level of the page or swap file priority category to I/O 
accesses during Swapping in or out a page of memory or an 
application without consulting LBA priority record 206. In 
one or more embodiments, the Swapping in or out of a page of 
memory or an application is managed by one or more mod 
ules operating in a kernel mode of the operating system. 
These one or more modules can assign each I/O access they 
perform the priority level of the page or swap file priority 
category without consulting LBA priority record 206. 
0061 Application Launch Priority Category. 
0062 Information collection module 202 obtains infor 
mation identifying I/O accesses during launching of an appli 
cation on the computing device. Launching an application on 
the computing device refers to starting running of the appli 
cation on the computing device. The information can identify 
I/O accesses for a particular amount of time (e.g., five sec 
onds) after beginning launching the application as I/O 
accesses during the launching of the application. Different 
information can be obtained by module 202 for each different 
application launched on the computing device. 
0063 Information collection module 202 also obtains 
information regarding usage of applications on the comput 
ing device. Various different information regarding how an 
application is used on the computing device can be obtained. 
For example, the information regarding how an application is 
used can include information indicating how frequently the 
application is used, whether the application is run in the 
foreground or background, whether the user interacts with the 
application, whether the application is running (e.g., in the 
foreground) while the user is active on the computing device 
(e.g., while the user is providing user inputs to the device), 
and so forth. 

0064. Given this different information, priority determi 
nation module 204 can prioritize applications based on a 
perceived importance of the application to the user. For 
example, applications that are running while the user is active 
on the computing device can be deemed to be of greater 
importance to the user than applications that are not running 
while the user is active on the computing device. By way of 
another example, applications that are running in the fore 
ground on the computing device can be deemed to be of 
greater importance to the user than applications that are not 
running in the foreground on the computing device. Applica 
tions can be prioritized into two or more different priority 
levels, with applications deemed to be of more importance to 
the user being assigned a priority level that is higher than 
applications not deemed to be of more importance to the user. 
0065. In some situations, information collection module 
202 obtains information regarding usage of applications on 
the computing device based on LBAS of the applications. In 
Such situations, priority determination module 204 updates 
LBA priority record 206 as appropriate for the LBAs of the 
applications based on the priority levels assigned to the appli 
cations. In other situations, information collection module 
202 obtains information regarding usage of applications on 
the computing device in otherformats. Such as file identifiers, 
file identifiers and offsets into files, and so forth. In such 
situations, priority determination module 204 maps the infor 
mation in these other formats to LBAs, and updates LBA 
priority record 206 as appropriate for the mapped-to LBAs of 
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the applications based on the priority levels assigned to the 
applications. I/O module 208 uses LBA priority record 206 to 
identify priority levels of LBAS as discussed above, and thus 
identifies the assigned priority levels for LBAs of particular 
applications. 
0066 
0067 Information collection module 202 obtains infor 
mation identifying LBAS accessed during operation of the 
computing device. The LBAS accessed can be grouped into 
one of multiple groups based on various different information 
regarding operation of the computing device that can be 
obtained by module 202. For example, the groups can 
include: a group for LBAS accessed when the user is active on 
the computing device (e.g., providing user input to the 
device), a group for LBAS accessed by an application in the 
foreground, a group for LBAS accessed when the computing 
device is going into or coming out of a standby mode (or other 
low power mode), a group for LBAS accessed when a user is 
logging on to or off of the computing device, a group for 
LBAS accessed when Switching between current users 
(Switching user accounts) on the computing device, and so 
forth. For each group, various information regarding the 
LBAS accessed can also be maintained, such as the frequency 
of access to each LBA, how recently each LBA was accessed, 
and so forth. 

0068 Given this different information, priority determi 
nation module 204 can prioritize LBAs based on a perceived 
importance of the LBA to the user. For example, LBAs 
accessed when the user is active on the computing device can 
be deemed to be of greater importance to the user than LBAs 
accessed when the user is not active on the computing device. 
By way of another example, LBAS accessed by an application 
in the foreground can be deemed to be of greater importance 
to the user than LBAS accessed by an application in the 
background. Different groups of access can be assigned the 
same or different priorities, and different LBAs within the 
same group can be assigned the same or different priorities. 
The priorities assigned to different groups and/or LBAs 
within a group can be determined in different manners based 
on the desires of the developer of priority determination mod 
ule 204, an administrator or user of the computing device, and 
so forth. 

0069. In some situations, information collection module 
202 obtains information regarding the specific LBAs 
accessed. In Such situations, priority determination module 
204 updates LBA priority record 206 as appropriate for the 
LBAs of the applications based on the determined priority 
levels. In other situations, information collection module 202 
obtains information regarding I/O accesses in other formats, 
such as file identifiers, file identifiers and offsets into files, and 
So forth. In Such situations, priority determination module 
204 maps the information in these otherformats to LBAs, and 
updates LBA priority record 206 as appropriate for the 
mapped-to LBAs based on the determined priority levels. I/O 
module 208 uses LBA priority record 206 to identify priority 
levels of LBAS as discussed above, and thus identifies the 
assigned priority levels for the various LBAs. 
0070 The priority levels assigned to different priority cat 
egories and/or different LBAS within a priority category can 
vary. Different priority levels can be assigned based on the 
desires of a developer of priority determination module 204, 
an administrator or user of the computing device implement 
ing drive access system 200, and so forth. The priority levels 
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assigned can also vary based on the number of different 
priority levels supported by drive access system 200. 
0071. In one or more embodiments, the various priority 
categories discussed above are used by priority determination 
module 204 to assign priority levels to LBAs. Priority levels 
can also be assigned to LBAS by modules operating in a 
kernel mode of the operating system as discussed above. 
However, situations can arise in which no priority level cor 
responding to an LBA has been set, such as an LBA for an 
application installed since module 204 last assigned priority 
levels, an LBA for user data generated since module 204 last 
assigned priority levels, and so forth. In Such situations, pri 
ority determination module 204 determines the priority level 
of the LBA at runtime. 

0072 The priority level assigned to an LBA at runtime can 
be determined in a variety of different manners. In one or 
more embodiments, the LBA is assigned either the lowest 
priority level (e.g., Priority Level 1) or one higher than the 
lowest priority level (e.g., Priority Level 2) based on the 
amount of available (e.g., unused) storage space in perfor 
mance part 112. If there is at least a threshold amount (e.g., 
one gigabyte) of available storage space in part 112 then the 
LBA is assigned one higher than the lowest priority level, and 
ifthere is not at least the threshold amount of available storage 
space in part 112 then the LBA is assigned the lowest priority 
level. Various other factors can also be used in determining 
the priority level assigned to an LBA at runtime as discussed 
in more detail below, such as whether the I/O access is a 
random or sequential I/O access, whether a hard disk is spun 
up, and so forth. 
0073. It should be noted that drive access system 200 can 
have knowledge of the amount of storage space in perfor 
mance part 112 (e.g., feedback indicating the size of perfor 
mance part 112 can be provided to drive access system 200 by 
hybrid drive 102). Priority determination module 204 can 
leverage this knowledge in assigning priority levels for LBAS. 
For example, drive access system 200 oftentimes desires to 
maintain at least a threshold amount of the storage space in 
performance part 112 available for low priority LBAs so that 
when LBAs are transferred from performance part 112 to 
base part 114, higher priority LBAs are not transferred out of 
part 112. This threshold amount of storage space can be a 
particular number of bytes (e.g., 4 gigabytes) or a relative 
number of bytes (e.g., 10% of the size of the storage space of 
performance part 112). Priority determination module 204 
can leverage this knowledge by assigning priority levels so 
that the number of LBAs assigned to higher priority levels 
does not result in LBAs assigned to the higher priority levels 
exceeding the size of performance part 112 less this threshold 
amount of storage space. For example, if performance part 
112 is 32 gigabytes and the threshold amount is 4 gigabytes, 
then module 204 assigns priority levels so that no more than 
28 gigabytes of LBAS are assigned priority levels higher than 
the lowest priority level. 
0074. In one or more embodiments, drive access system 
200 supports four priority levels, labeled as: Priority Level Q. 
Priority Level R. Priority Level S, and Priority Level T. Pri 
ority Level Q is the highest priority level, Priority Level R is 
the next highest priority level (one level below Priority Level 
Q), Priority Level S is the next highest priority level (one level 
below Priority Level Q), and Priority Level T is the lowest 
priority level. LBAs for I/O accesses in the boot priority 
category are assigned Priority Level Q. LBAs for I/O accesses 
in the page or Swap file priority category are assigned Priority 
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Level R. LBAs for I/O accesses in the hibernate priority 
category are assigned Priority Level R (or alternatively Pri 
ority Level Q). LBAs for I/O accesses in the application 
launch priority category for applications run in the fore 
ground are assigned Priority Level S, and LBAs for I/O 
accesses in the application launch priority category for appli 
cations not run in the foreground are assigned Priority Level 
T. LBAS accessed when the computing device is going into or 
coming out of a standby mode, when a user is logging on to or 
off of the computing device, or when Switching between 
current users on the computing device are assigned Priority 
Level S. Other LBAs not assigned to Priority Level Q, R, or S 
can be assigned to Priority Level T, or alternatively can be 
assigned no priority level to indicate that such other LBAs are 
to be stored in base part 114 rather than performance part 112. 
0075 Examples of priority categories are discussed 
above. However, priority determination module 204 can addi 
tionally or alternatively assign priority levels based on other 
information and/or criteria. In one or more embodiments, 
situations can arise where data in LBAS on hybrid drive 102 
are moved to a different location on hybrid drive 102. Such 
situations can arise during various maintenance operations on 
hybrid drive 102, such as when defragmenting hybrid drive 
102. In such situations, I/O commands are issued from I/O 
module 208 to read and write LBAs for data being moved on 
hybrid drive 102. A record of such moves is maintained by 
drive access system 200, and the priority levels assigned to the 
LBAs to which the data is moved and the LBAs from which 
the data is moved are updated. These priority levels can be 
updated in various manners, such as by issuing an I/O com 
mand to read the LBAs (the I/O command including an indi 
cation of the priority level for the LBA). Alternatively, these 
priority levels can be updated in other manners, such as by 
including an indication of the priority level for the LBA in the 
I/O commands issued as part of the process of moving the 
data on hybrid drive 102. 
0076 Situations can also arise in which priority determi 
nation module 204 receives feedback from hybrid drive 102 
as to how many LBAS are stored (or how much storage space 
is used) in performance part 112 at each of the various priority 
levels. Priority determination module 204 can use this feed 
back to determine priority levels for LBAs. In one or more 
embodiments, if there is at least a threshold number of LBAs 
(e.g., 80% of the number of LBAs stored in performance part 
112) assigned one or more particular priority levels stored in 
performance part 112, then priority determination module 
204 lowers the priority levels of LBAs for particular types of 
access. For example, the priority levels for LBAs included as 
part of a sequential I/O access can be lowered although pri 
ority levels for LBAs included as part of a random I/O access 
(e.g., accessing less than the threshold number of sequential 
LBAs) are not lowered. Sequential I/O accesses can be iden 
tified in various manners, such as identifying I/O accesses to 
at least a threshold number (e.g., five) of sequential LBAS, 
identifying I/O accesses based on information regarding 
operation of the computing device (e.g., I/O accesses when 
the computing device is going into or coming out of a standby 
mode, I/O accesses when a user is logging on to or off of the 
computing device, and so forth). Performance improvements 
obtained by storing LBAs for random I/O accesses in perfor 
mance part 112 are typically greater than when storing LBAS 
for sequential I/O accesses in part 114. Thus, by lowering the 
priority levels of LBAs for sequential I/O accesses, the LBAs 
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for sequential I/O access are more likely to be stored in base 
part 114 than in performance part 112. 
0077. Additionally, in one or more embodiments, when 
determining the priority level for an LBA at runtime, priority 
determination module 204 can determine the priority level 
based on a current state of hybrid drive 102. Information 
regarding the current state of hybrid drive 102 is provided as 
feedback to drive access system 200 by hybrid drive 102. The 
current state of hybrid drive 102 can include, for example, 
whether a hard drive that is base part 114 is currently spinning 
or is spun down. Module 204 can use the current state of 
hybrid drive 102 in different manners, such as by increasing 
the priority level of an LBA if the hard drive that is base part 
114 is spun down (e.g., assigning the LBA as Priority Level S 
rather than Priority Level T). By increasing the priority level 
ofan LBA if the hard drive that is base part 114 is spun down, 
the LBA is more likely to be stored in performance part 112 
and the power that would be expended to spin up the hard 
drive in order to store the LBA on base part 114 is conserved. 
0078. Furthermore, performance part 112 can have a par 
ticular estimated lifetime. For example, in situations in which 
performance part 112 is a solid state disk, each cell of the solid 
state disk can typically be written to a particular number of 
times before the cell ceases functioning properly and can no 
longer be written to. This number of times is also referred to 
as the lifetime of the solid state disk. Hybrid drive 102 main 
tains an indication of the estimated remaining lifetime of part 
112, and can provide feedback to drive access system 200 
indicating as a current state of hybrid drive 102 the estimated 
remaining lifetime of part 112. 
0079. In one or more embodiments, when determining the 
priority level for an LBA, priority determination module 204 
can determine the priority level based on the estimated 
remaining lifetime of performance part 112. For example, if 
the estimated remaining lifetime of part 112 is less than a 
threshold amount (e.g., a particular number of months or a 
particular percentage of the lifetime of part 112), then the 
priority levels of LBAs can be lowered or changed to no 
priority. The priority levels of all LBAs can be lowered or 
changed to no priority, or the priority levels of only particular 
LBAs can be lowered or changed to no priority. By lowering 
the priority levels of LBAS when the estimated remaining 
lifetime of part 112 is less than a threshold amount, the LBAs 
with lowered priority levels are more likely to be stored in 
base part 114 than in performance part 112, thus reducing the 
writing of LBAs to performance part 112 and extending the 
amount of time before the lifetime of performance part 112 
expires. By changing the priority levels of LBAS to no priority 
when the estimated remaining lifetime of part 112 is less than 
a threshold amount, the LBAs with no priority level are stored 
in base part 114 rather than in performance part 112, thus 
reducing the writing of LBAs to performance part 112 and 
extending the amount of time before the lifetime of perfor 
mance part 112 expires. 
0080. Alternatively, rather than lowering the priority lev 
els of LBAs, if the estimated remaining lifetime of perfor 
mance part 112 is less than the threshold amount, drive access 
system 200 can cease assigning priority levels to LBAS and/or 
cease providing priority levels to hybrid drive 102. The use of 
performance part 112 can thus be effectively turned off, and 
the user notified of Such so that appropriate action can be 
taken if desired (e.g., replace performance part 112 and/or 
hybrid drive 102). 
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0081. Additionally, as discussed above drive access sys 
tem 200 can be part of an operating system of the computing 
device. When booting the computing device, various I/O 
accesses to hybrid drive 102 can occur before the operating 
system begins running and I/O module 208 is able to include 
indications of priority levels for LBAs in I/O commands. In 
Such situations, hybrid drive 102 can operate in a boot pinning 
mode (e.g., in response to a request or command from drive 
access system 200 when shutting down the computing 
device). In boot pinning mode, hybrid drive 102 operates as if 
the LBA in each I/O access were assigned the highest priority 
level (e.g., Priority Level Q or the priority level of the boot 
priority category). Thus, LBAS in I/O accesses that are 
received before I/O module 208 begins running are assigned 
the same priority level as LBAs for I/O accesses in the boot 
priority category (assuming LBAS for I/O accesses in the boot 
priority category are assigned the highest priority level). 
0082 Hybrid drive 102 continues to operate in boot pin 
ning mode until a particular threshold value is satisfied or a 
command to exit boot pinning mode is received from drive 
access system 200. The threshold value can take various 
forms, such as a threshold amount of time elapsing (e.g., 5 
seconds), a threshold amount of data (e.g., a particular num 
ber of bytes) having been read and/or written, a threshold 
amount of data (e.g., a particular number of bytes) having 
been stored in performance part 112, and so forth. 
0083 I/O module 208, after beginning execution and 
being ready to provide indications of priority levels assigned 
to LBAs, issues a command to hybrid drive 102 to exit boot 
pinning mode as the priority levels assigned to LBAS for 
subsequent I/O accesses will be indicated by I/O module 208. 
However, if the threshold value is satisfied without receiving 
a command to exit boot pinning mode, hybrid drive 102 
assumes that the computing device does not include a drive 
access system that assigns priority levels, and thus exits boot 
pinning mode to avoid assigning the priority level for LBAS 
for all I/O accesses during the operation of hybrid drive 102 
the highest priority level. The command to exit boot pinning 
mode can take various forms, such as a request to read a 
hybrid information log page maintained by hybrid drive 102. 
0084. It should be noted that, although performance part 
112 is discussed as being higher performance than base part 
114, under certain circumstances the performance character 
istics of part 112 may be approximately the same or not 
significantly better than that of part 114. For example, certain 
types of Solid State drives may perform certain types of 
accesses (e.g., sequential I/O accesses) at approximately the 
same rate or not a significantly faster rate than some hard 
drives. By way of another example, parts 112 and parts 114 
may be implemented with different types of memory (e.g., 
flash, memristor, phase change, etc.), and the performance 
characteristics of performance part 112 for certain types of 
accesses may be worse than (e.g., lower than) or approxi 
mately the same as the performance characteristics of base 
part 114, and for other types of accesses the performance 
characteristics of part 112 may be better than (e.g., greater 
than) the performance characteristics of part 114. Such situ 
ations can be identified in various manners, such as by drive 
access system 200 sending test commands to hybrid drive 102 
to test the performance of parts 112 and 114, hybrid drive 102 
providing feedback to drive access system 200 indicating the 
rates or performance characteristics of parts 112 and 114, and 
so forth. 

Jul. 14, 2016 

I0085 Under such circumstances, there can be little if any 
speed increase obtained by storing LBAS in performance part 
112 for types of accesses for which part 112 has approxi 
mately the same or worse performance characteristics than 
part 114 (e.g., for sequential I/O accesses). Thus, priority 
determination module 204 can assign LBAS for Such types of 
accesses (e.g., sequential I/O accesses) a lower priority level 
than LBAS for other types of accesses (e.g., random I/O 
accesses) so that the LBAS for Such types of accesses (e.g., 
sequential I/O accesses) are more likely to be stored in base 
part 114 than in performance part 112. Various other modules 
can also optionally assign LBAS for Such types of accesses 
(e.g., sequential I/O accesses) a lower priority level under 
Such circumstances than would otherwise be assigned to 
those LBAS. For example, one or more modules managing 
booting of the computing device may assign each I/O access 
they perform a priority level lower than the priority level of 
the boot priority category. By way of another example, one or 
more modules managing hibernating of the computing device 
may assign each I/O access they perform a priority levellower 
than the priority level of the hibernate priority category. 
I0086 Alternatively, priority determination module 204 
need not assign at least a portion of the LBAS for sequential 
I/O accesses the lower priority level. Situations can arise 
where it takes a particular amount of time for base part 114 to 
be able to transition to a state in which data can be read from 
and/or written to base part 114. For example, a hard drive 
typically takes a particular amount of time (e.g., 5 seconds) to 
spin up and begin operating to read and write data. In such 
situations, priority determination module 204 can estimate a 
number of LBAs that would be read or written during that 
particular amount of time, and keep the priority level of that 
number of LBAs for the beginning of the sequential I/O 
accesses unchanged. Various other modules that issue I/O 
commands to hybrid drive 102 (e.g., one or more modules 
managing booting of the computing device, one or more 
modules managing hibernating of the computing device) may 
similarly keep the priority level of that number of LBAs for 
the beginning of the sequential I/O access unchanged. Thus, 
the LBAS accessed in the beginning of the sequential I/O 
accesses are more likely to be stored in performance part 112 
than base part 114, and can be read or written while the hard 
drive is spinning up. 
I0087 Situations can also arise in which hybrid drive 102 is 
accessed by another computing device and/or operating sys 
tem that does not support the assigning priorities to data for 
hybrid drives techniques discussed herein. In such situations, 
the other computing device and/or operating system can 
assign different priority levels for LBAs on hybrid drive 102. 
Drive access system 200 can remedy such situations by 
detecting if such an access has occurred, and if so adjusting 
the priority levels assigned to the LBAs. 
I0088 Drive access system 200 can detect if such an access 
has occurred in different manners. In one or more embodi 
ments, drive access system 200 receives feedback from 
hybrid drive 102 as to how many LBAs are stored (or how 
much storage space is used) in performance part 112 at each 
of the various priority levels. Based on LBA priority record 
206, drive access system 200 can readily determine how 
many LBAS are expected to be included (or how much storage 
space is expected to be used) on hybrid drive 102 for each 
priority level. If the feedback provided by hybrid drive 102 
indicates a number of LBAS or amount of storage space at a 
priority level that is different (e.g., by at least a threshold 
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amount) than that determined number of LBAS or amount of 
storage space, then drive access system 200 determines that 
such an access occurred. However, if the feedback provided 
by hybrid drive 102 indicates a number of LBAS or amount of 
storage space at a priority level that is the same (or within a 
threshold amount of) that determined number of LBAS or 
amount of storage space, then drive access system 200 deter 
mines that such an access did not OMIT. 

0089 Drive access system 200 can remedy such situations 
by adjusting the priority levels assigned to the LBAs in dif 
ferent manners. In one or more embodiments, drive access 
system 200 issues a command to hybrid drive 102 to reset the 
priority levels for all LBAs in performance part 112 to the 
lowest priority level. Drive access system 200 then proceeds 
to operate as discussed above, with I/O module 208 including 
an indication of the assigned priority level for each LBA (as 
indicated in LBA priority record 206) with each I/O access 
issued to hybrid drive 102. Thus, over time as the LBAs are 
accessed, the priority levels for the LBAs in hybrid drive 102 
will be returned to the priority levels indicated in LBA prior 
ity record 206. 
0090. In the discussions above, information collection 
module 202 is discussed as obtaining various information 
regarding I/O accesses to hybrid drive 102. Alternatively, 
module 202 can also obtain information regarding I/O 
accesses to other drives of the computing device implement 
ing drive access system 200 regardless of the types of Such 
other drives (e.g., hybrid drives, solid state drives, hard drives, 
etc.). Furthermore, module 202 can also obtain information 
regarding I/O accesses by drive access systems implemented 
on other computing devices. For example, drive access sys 
tems implemented on multiple different computing devices 
can optionally share information regarding I/O accesses (e.g., 
using a service accessible via a network), allowing the prior 
ity determination modules in each drive access system to 
determine priorities based on accesses across multiple com 
puting devices. In Such situations, the I/O access information 
can be shared in a generic manner—simply identifying LBAS 
that are accessed without identifying a particular user or a 
particular computing device. Additionally, in Such situations 
the I/O access information can be shared only after receiving 
authorization from the user of the computing device to share 
the I/O access information—if no user authorization is 
received, the I/O access information is not shared. 
0091. In addition, the information regarding I/O accesses 

to hybrid drive 102 can be on a per user basis or a per 
computing device basis. Thus, priority determination module 
204 can determine priority levels for LBAs for individual 
users of the computing device implementing drive access 
system 200, or alternatively can determine a single set of 
priority levels for LBAs for all users of the computing device. 
0092. It should be noted that, as discussed above, priority 
determination module 204 determines priority levels for 
LBAs. Situations can arise where the number of priority 
levels supported by priority determination module 204 is 
greater than the number of priority levels supported by hybrid 
drive 102. In such situations, the priority levels used by drive 
access system 200 are mapped to the priority levels used by 
hybrid drive 102. The specific mapping can vary based on the 
number of priority levels that are supported, the desires of the 
developer of drive access system 200, the desires of an admin 
istrator or user of the computing device implementing drive 
access system 200, and so forth. This mapping can occur at 
various times, such as when priority determination module 
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204 assigns priority levels to LBAs (thus, for example, LBA 
priority record 206 would include bitmaps for the priority 
levels supported by hybrid drive 102), when the priority level 
for an LBA is determined or otherwise obtained so that I/O 
module 208 can include the indication in an I/O access to 
hybrid drive 102, and so forth. 
0093. It should also be noted that, in the discussions above, 
the hybrid drive implements a technique referred to as on 
demand caching. Priority levels are assigned to LBAS and the 
priority level for a given LBA is indicated to hybrid drive 102 
along with the I/O access for that LBA. Hybrid drive 102 is 
thus able to store the data for the I/O access in the appropriate 
part 112 or 114 based on the indicated priority level. Perfor 
mance part 112 need not be pre-populated with LBAs that are 
assigned higher priority levels, but rather can be populated as 
appropriate based on priority levels indicated in received I/O 
accesses, and can automatically adjust over time if priority 
levels assigned to various LBAS change. 
0094. However, it should be further noted that in some 
situations performance part 112 can be pre-populated with 
data for LBAs. For example, when hybrid drive 102 is first 
installed on a computing device or the computing device 
including hybrid drive 102 is built, hybrid drive 102 can be 
pre-populated with data that is expected to be higher priority. 
This data that is expected to be higher priority can be deter 
mined in different manners, such as based on knowledge of 
priority levels assigned to LBAS of other computing devices, 
based on knowledge of the developer or manufacturer of the 
computing device, and so forth. However, the priority levels 
assigned to LBAS for Such pre-populated data need not, and 
typically do not, have the same priority levels as are assigned 
by priority determination module 204. For example, perfor 
mance part 112 can be pre-populated with data for LBAs and 
automatically assigned the lowest priority level, which can 
subsequently be changed by hybrid drive 102 as I/O accesses 
are received from I/O module 208. 
0.095 FIG. 5 is a flowchart illustrating an example process 
500 for assigning and communicating priorities for data for 
hybrid drives in accordance with one or more embodiments. 
Process 500 is carried out by a drive access system, such as 
drive access system 200 of FIG. 2, and can be implemented in 
software, firmware, hardware, or combinations thereof. Pro 
cess 500 is shown as a set of acts and is not limited to the order 
shown for performing the operations of the various acts. 
Process 500 is an example process for assigning and commu 
nicating priorities for data for hybrid drives; additional dis 
cussions of assigning and communicating priorities for data 
for hybrid drives are included herein with reference to differ 
ent figures. 
0096. In process 500, information describing accesses to 
multiple groups of data stored in a hybrid drive is obtained 
(act 502). These groups of data can be identified by LBAs as 
discussed above, and various different information can be 
obtained as discussed above. 
0097. Priority levels are assigned to the multiple groups of 
data based on the obtained information (act 504). Multiple 
different priority levels can be used, and the priority level to 
which aparticular group of data is assigned can be determined 
in various manners as discussed above. 
0.098 Indications of the priority levels for the multiple 
groups of data are communicated to the hybrid drive as I/O 
commands are issued to the hybrid drive (act 506). Each I/O 
command accessing a particular group of data includes an 
indication of the priority level for that group of data as dis 
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cussed above. The priority level for each group of data pro 
vides an indication to the hybrid drive whether the hybrid 
drive is expected to store the group of data in the performance 
part of the hybrid drive, although the hybrid drive is not bound 
to the indicated priority level and is not obligated to store any 
particular group of data in the performance part as discussed 
above. 
0099 FIG. 6 is a flowchart illustrating an example process 
600 for assigning and generating a record of priorities for data 
for hybrid drives in accordance with one or more embodi 
ments. Process 600 is carried out by a drive access system, 
such as drive access system 200 of FIG. 2, and can be imple 
mented in Software, firmware, hardware, or combinations 
thereof. Process 600 is shown as a set of acts and is not limited 
to the order shown for performing the operations of the vari 
ous acts. Process 600 is an example process for assigning and 
generating a record of priorities for data for hybrid drives: 
additional discussions of assigning and generating a record of 
priorities for data for hybrid drives are included herein with 
reference to different figures. 
0100. In process 600, information describing accesses to 
multiple groups of data stored in a hybrid drive is obtained 
(act 602). These groups of data can be identified by LBAs as 
discussed above, and various different information can be 
obtained as discussed above. 
0101 Priority levels are assigned to the multiple groups of 
data based on the obtained information (act 604). Multiple 
different priority levels can be used, and the priority level to 
which aparticular group of data is assigned can be determined 
in various manners as discussed above. 
0102) A record of the priority levels assigned to the mul 

tiple groups of data is generated (act 606). This record can be, 
for example, one or more bitmaps associated with each pri 
ority level as discussed above. The priority level for each of 
the multiple groups of data can be provided to the hybrid drive 
to provide an indication to the hybrid drive whether the hybrid 
drive is expected to store the group of data in the performance 
part of the hybrid drive, although the hybrid drive is not bound 
to the indicated priority level and is not obligated to store any 
particular group of data in the performance part as discussed 
above. 
0103 Various actions performed by various modules are 
discussed herein. A particular module discussed herein as 
performing an action includes that particular module itself 
performing the action, or alternatively that particular module 
invoking or otherwise accessing another component or mod 
ule that performs the action (or performs the action in con 
junction with that particular module). Thus, a particular mod 
ule performing an action includes that particular module itself 
performing the action and/or another module invoked or oth 
erwise accessed by that particular module performing the 
action. 
0104. Although particular functionality is discussed 
herein with reference to particular modules, it should be noted 
that the functionality of individual modules discussed herein 
can be separated into multiple modules, and/or at least some 
functionality of multiple modules can be combined into a 
single module. 
0105 FIG. 7 illustrates an example system generally at 
700 that includes an example computing device 702 that is 
representative of one or more systems and/or devices that may 
implement the various techniques described herein. The com 
puting device 702 may be, for example, a server of a service 
provider, a device associated with a client (e.g., a client 
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device), an on-chip system, and/or any other Suitable com 
puting device or computing system. 
0106 The example computing device 702 as illustrated 
includes a processing system 704, one or more computer 
readable media 706, and one or more I/O Interfaces 708 that 
are communicatively coupled, one to another. Although not 
shown, the computing device 702 may further include a sys 
tem bus or other data and command transfer system that 
couples the various components, one to another. A system bus 
can include any one or combination of different bus struc 
tures, such as a memory bus or memory controller, a periph 
eral bus, a universal serial bus, and/or a processor or local bus 
that utilizes any of a variety of bus architectures. A variety of 
other examples are also contemplated, such as control and 
data lines. 
0107 The processing system 704 is representative of func 
tionality to perform one or more operations using hardware. 
Accordingly, the processing system 704 is illustrated as 
including hardware elements 710 that may be configured as 
processors, functional blocks, and so forth. This may include 
implementation in hardware as an application specific inte 
grated circuit or other logic device formed using one or more 
semiconductors. The hardware elements 710 are not limited 
by the materials from which they are formed or the processing 
mechanisms employed therein. For example, processors may 
be comprised of semiconductor(s) and/or transistors (e.g., 
electronic integrated circuits (ICs)). In Such a context, pro 
cessor-executable instructions may be electronically-execut 
able instructions. 
0108. The computer-readable media 706 is illustrated as 
including memory/storage 712. The memory/storage 712 
represents memory/storage capacity associated with one or 
more computer-readable media. The memory/storage 712 
may include Volatile media (Such as random access memory 
(RAM)) and/or nonvolatile media (such as read only memory 
(ROM), Flash memory, optical disks, magnetic disks, and so 
forth). The memory/storage 712 may include fixed media 
(e.g., RAM, ROM, a fixed hard drive, and so on) as well as 
removable media (e.g., Flash memory, a removable hard 
drive, an optical disc, and so forth). The computer-readable 
media 706 may be configured in a variety of other ways as 
further described below. 
0109 Input/output interface(s) 708 are representative of 
functionality to allow a user to enter commands and informa 
tion to computing device 702, and also allow information to 
be presented to the user and/or other components or devices 
using various input/output devices. Examples of input 
devices include a keyboard, a cursor control device (e.g., a 
mouse), a microphone (e.g., for Voice inputs), a scanner, 
touch functionality (e.g., capacitive or other sensors that are 
configured to detect physical touch), a camera (e.g., which 
may employ visible or non-visible wavelengths such as infra 
red frequencies to detect movement that does not involve 
touch as gestures), and so forth. Examples of output devices 
include a display device (e.g., a monitor or projector), speak 
ers, a printer, a network card, tactile-response device, and so 
forth. Thus, the computing device 702 may be configured in a 
variety of ways as further described below to support user 
interaction. 

0110 Computing device 702 also includes a drive access 
system 714. Drive access system 714 provides various func 
tionality, including determining priority levels for LBAS as 
discussed above. Drive access system 714 can implement, for 
example, drive access system 200 of FIG. 2. 
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0111 Various techniques may be described herein in the 
general context of Software, hardware elements, or program 
modules. Generally, such modules include routines, pro 
grams, objects, elements, components, data structures, and so 
forth that perform particular tasks or implement particular 
abstract data types. The terms “module.” “functionality,” and 
“component as used herein generally represent Software, 
firmware, hardware, or a combination thereof. The features of 
the techniques described herein are platform-independent, 
meaning that the techniques may be implemented on a variety 
of computing platforms having a variety of processors. 
0112 An implementation of the described modules and 
techniques may be stored on or transmitted across some form 
of computer-readable media. The computer-readable media 
may include a variety of media that may be accessed by the 
computing device 702. By way of example, and not limita 
tion, computer-readable media may include “computer-read 
able storage media' and "computer-readable signal media.” 
0113 “Computer-readable storage media' refers to media 
and/or devices that enable persistent storage of information 
and/or storage that is tangible, in contrast to mere signal 
transmission, carrier waves, or signals per se. Thus, com 
puter-readable storage media refers to non-signal bearing 
media. The computer-readable storage media includes hard 
ware Such as Volatile and non-volatile, removable and non 
removable media and/or storage devices implemented in a 
method or technology Suitable for storage of information 
Such as computer readable instructions, data structures, pro 
gram modules, logic elements/circuits, or other data. 
Examples of computer-readable storage media may include, 
but are not limited to, RAM, ROM, EEPROM, flash memory 
or other memory technology, CD-ROM, digital versatile 
disks (DVD) or other optical storage, hard disks, magnetic 
cassettes, magnetic tape, magnetic disk storage or other mag 
netic storage devices, or other storage device, tangible media, 
or article of manufacture suitable to store the desired infor 
mation and which may be accessed by a computer. 
0114 “Computer-readable signal media' refers to a sig 
nal-bearing medium that is configured to transmit instruc 
tions to the hardware of the computing device 702, such as via 
a network. Signal media typically may embody computer 
readable instructions, data structures, program modules, or 
other data in a modulated data signal. Such as carrier waves, 
data signals, or other transport mechanism. Signal media also 
include any information delivery media. The term “modu 
lated data signal” means a signal that has one or more of its 
characteristics set or changed in Such a manner as to encode 
information in the signal. By way of example, and not limi 
tation, communication media include wired media Such as a 
wired network or direct-wired connection, and wireless 
media Such as acoustic, RF, infrared, and other wireless 
media. 

0115. As previously described, hardware elements 710 
and computer-readable media 706 are representative of 
instructions, modules, programmable device logic and/or 
fixed device logic implemented in a hardware form that may 
be employed in some embodiments to implement at least 
Some aspects of the techniques described herein. Hardware 
elements may include components of an integrated circuit or 
on-chip system, an application-specific integrated circuit 
(ASIC), a field-programmable gate array (FPGA), a complex 
programmable logic device (CPLD), and other implementa 
tions in silicon or other hardware devices. In this context, a 
hardware element may operate as a processing device that 
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performs program tasks defined by instructions, modules, 
and/or logic embodied by the hardware element as well as a 
hardware device utilized to store instructions for execution, 
e.g., the computer-readable storage media described previ 
ously. 
0116 Combinations of the foregoing may also be 
employed to implement various techniques and modules 
described herein. Accordingly, Software, hardware, or pro 
gram modules and other program modules may be imple 
mented as one or more instructions and/or logic embodied on 
Some form of computer-readable storage media and/or by one 
or more hardware elements 710. The computing device 702 
may be configured to implement particular instructions and/ 
or functions corresponding to the Software and/or hardware 
modules. Accordingly, implementation of modules as a mod 
ule that is executable by the computing device 702 as software 
may be achieved at least partially in hardware, e.g., through 
use of computer-readable storage media and/or hardware ele 
ments 710 of the processing system. The instructions and/or 
functions may be executable/operable by one or more articles 
of manufacture (for example, one or more computing devices 
702 and/or processing systems 704) to implement techniques, 
modules, and examples described herein. 
0117. As further illustrated in FIG. 7, the example system 
700 enables ubiquitous environments for a seamless user 
experience when running applications on a personal com 
puter (PC), a television device, and/or a mobile device. Ser 
vices and applications run Substantially similar in all three 
environments for a common user experience when transition 
ing from one device to the next while utilizing an application, 
playing a video game, watching a video, and so on. 
0118. In the example system 700, multiple devices are 
interconnected through a central computing device. The cen 
tral computing device may be local to the multiple devices or 
may be located remotely from the multiple devices. In one or 
more embodiments, the central computing device may be a 
cloud of one or more server computers that are connected to 
the multiple devices through a network, the Internet, or other 
data communication link. 

0119. In one or more embodiments, this interconnection 
architecture enables functionality to be delivered across mul 
tiple devices to provide a common and seamless experience to 
a user of the multiple devices. Each of the multiple devices 
may have different physical requirements and capabilities, 
and the central computing device uses a platform to enable the 
delivery of an experience to the device that is both tailored to 
the device and yet common to all devices. In one or more 
embodiments, a class of target devices is created and experi 
ences are tailored to the generic class of devices. A class of 
devices may be defined by physical features, types of usage, 
or other common characteristics of the devices. 
I0120 In various implementations, the computing device 
702 may assume a variety of different configurations, such as 
for computer 716, mobile 718, and television 720 uses. Each 
of these configurations includes devices that may have gen 
erally different constructs and capabilities, and thus the com 
puting device 702 may be configured according to one or 
more of the different device classes. For instance, the com 
puting device 702 may be implemented as the computer 716 
class of a device that includes a personal computer, desktop 
computer, a multi-screen computer, laptop computer, net 
book, and so on. 
I0121 The computing device 702 may also be imple 
mented as the mobile 718 class of device that includes mobile 
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devices. Such as a mobile phone, portable music player, por 
table gaming device, a tablet computer, a multi-screen com 
puter, and so on. The computing device 702 may also be 
implemented as the television 720 class of device that 
includes devices having or connected to generally larger 
screens in casual viewing environments. These devices 
include televisions, set-top boxes, gaming consoles, and so 
O 

0122) The techniques described herein may be supported 
by these various configurations of the computing device 702 
and are not limited to the specific examples of the techniques 
described herein. This functionality may also be implemented 
all or in part through use of a distributed system, such as over 
a “cloud' 722 via a platform 724 as described below. 
0123. The cloud 722 includes and/or is representative of a 
platform 724 for resources 726. The platform 724 abstracts 
underlying functionality of hardware (e.g., servers) and soft 
ware resources of the cloud 722. The resources 726 may 
include applications and/or data that can be utilized while 
computer processing is executed on servers that are remote 
from the computing device 702. Resources 726 can also 
include services provided over the Internet and/or through a 
subscriber network, such as a cellular or Wi-Fi network. 
0.124. The platform 724 may abstract resources and func 
tions to connect the computing device 702 with other com 
puting devices. The platform 724 may also serve to abstract 
Scaling of resources to provide a corresponding level of scale 
to encountered demand for the resources 726 that are imple 
mented via the platform 724. Accordingly, in an intercon 
nected device embodiment, implementation of functionality 
described herein may be distributed throughout the system 
700. For example, the functionality may be implemented in 
part on the computing device 702 as well as via the platform 
724 that abstracts the functionality of the cloud 722. 
0.125. Although the subject matter has been described in 
language specific to structural features and/or methodologi 
cal acts, it is to be understood that the subject matter defined 
in the appended claims is not necessarily limited to the spe 
cific features or acts described above. Rather, the specific 
features and acts described above are disclosed as example 
forms of implementing the claims. 
What is claimed is: 

1. A method comprising: 
obtaining information describing accesses to multiple 

groups of data stored in a hybrid drive, the hybrid drive 
including both a performance part and a base part in 
which the groups of data can be stored; and 

communicating, with an input/output (I/O) command 
issued to the hybrid drive, an indication of a priority level 
of a group of data accessed by the I/O command, the 
priority level providing an indication to the hybrid drive 
whether the hybrid drive is expected but not obligated to 
store the group of data in the performance part, the 
priority level having been assigned to the group of data 
based on the information. 

2. A method as recited in claim 1, the performance part 
being higher performance than the base part. 

3. A method as recited in claim 1, further comprising main 
taining a record of the assigned priority levels for the multiple 
groups of data. 

4. A method as recited in claim 1, the priority level of one 
or more of the multiple groups of data changing over time. 
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5. A method as recited in claim 1, each group of data 
comprising data at a contiguous range of logical block 
addresses. 

6. A method as recited in claim 1, the information describ 
ing accesses to multiple groups of data including information 
identifying groups of data that are accessed when the com 
puting device is going into or coming out of a standby mode, 
a particular priority level of the multiple priority levels having 
been assigned to groups of data accessed when the computing 
device is going into or coming out of a standby mode. 

7. A method as recited in claim 1, a priority level one level 
below a highest priority level of the multiple priority levels 
having been assigned to groups of data accessed when hiber 
nating the computing device. 

8. A method as recited in claim 1, a particular priority level 
of the multiple priority levels having been assigned to groups 
of data accessed when pages of memory are swapped out of 
volatile memory of the computing device to the hybrid drive. 

9. A method as recited in claim 1, a particular priority level 
of the multiple priority levels having been assigned to groups 
of data accessed when hibernating the computing device in 
response to a request to shut down the computing device. 

10. A method as recited in claim 1, the hybrid drive oper 
ating when booting the computing device, until a request to 
cease operating in a boot pinning mode is received from the 
computing device, as if each group of data accessed were 
assigned a highest priority level of the multiple priority levels. 

11. A method as recited in claim 1, the group of data having 
been assigned a lower priority level if the group of data is part 
of a sequential I/O access accessed during a beginning of the 
sequential I/O access than if the group of data is part of a 
random I/O access, and otherwise the group of data having 
been assigned a same priority level as if the group of data were 
part of a random I/O access. 

12. A method as recited in claim 1, the group of data having 
been assigned a lower priority level if the group of data is part 
of a first type of access than if the group of data is part of a 
second type of access, and the lower priority level having 
been assigned only if the performance part has access char 
acteristics for the first type of access that are approximately 
the same as or worse than access characteristics of the base 
part for the first type of access, but the performance part also 
has access characteristics for the second type of access that 
are better than access characteristics of the base part for the 
second type of access. 

13. A computer-readable storage media having stored 
thereon multiple instructions that, responsive to execution by 
one or more processors of a computing device, cause the one 
or more processors to perform operations comprising: 

obtaining information describing accesses to multiple 
groups of data stored in a hybrid drive, the hybrid drive 
including both a performance part and a base part in 
which the groups of data can be stored; and 

communicating, with an input/output (I/O) command 
issued to the hybrid drive, an indication of a priority level 
of a group of data accessed by the I/O command, the 
priority level indicating to the hybrid drive whether the 
hybrid drive is expected to store the group of data in the 
performance part, the priority level having been 
assigned to the group of databased on the information. 

14. A computer-readable storage media as recited in claim 
13, the priority level of one or more of the multiple groups of 
data changing over time. 
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15. A computer-readable storage media as recited in claim 
13, the information describing accesses to multiple groups of 
data including information identifying groups of data that are 
accessed when the computing device is going into or coming 
out of a standby mode, a particular priority level of the mul 
tiple priority levels having been assigned to groups of data 
accessed when the computing device is going into or coming 
out of a standby mode. 

16. A computer-readable storage media as recited in claim 
13, the priority level indicating to the hybrid drive whether the 
hybrid drive is expected to store the group of data in the 
performance part although the hybrid drive is not bound to 
storing the group of data in the performance part. 

17. A computing device comprising: 
one or more processors; and 
one or more computer-readable media having stored 

thereon multiple instructions that, when executed by the 
one or more processors, cause the one or more proces 
SOrS to: 

obtain information describing accesses to multiple 
groups of data stored in a hybrid drive, the hybrid 
drive including both a performance part and a base 
part in which the groups of data can be stored, and 

communicate, with an input/output (I/O) command 
issued from an operating system to the hybrid drive, 
an indication of a priority level of a group of data 
accessed by the I/O command, the priority level pro 
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viding an indication to the hybrid drive whether the 
hybrid drive is expected to store the group of data in 
the performance part but the operating system having 
no knowledge of whether the group of data is stored in 
the performance part, the priority level having been 
assigned to the group of databased on the informa 
tion. 

18. A computing device as recited in claim 17, a particular 
priority level of the multiple priority levels having been 
assigned to groups of data accessed when pages of memory 
are Swapped out of Volatile memory of the computing device 
to the hybrid drive. 

19. A computing device as recited in claim 17, the hybrid 
drive operating when booting the computing device, until a 
request to cease operating in a boot pinning mode is received 
from the computing device, as if each group of data accessed 
were assigned a highest priority level of the multiple priority 
levels. 

20. A computing device as recited in claim 17, the infor 
mation describing accesses to multiple groups of data includ 
ing information identifying groups of data that are accessed 
when the computing device is going into or coming out of a 
standby mode, a particular priority level of the multiple pri 
ority levels having been assigned to groups of data accessed 
when the computing device is going into or coming out of a 
standby mode. 


