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(57) Abstract: A computer system includes a memory hub controller coupled to a plurality of memory modules. The memory
hub controller includes a memory request queue that couples memory requests and corresponding request identifier to the memory
modules. Each of the memory modules accesses memory devices based on the memory requests and generates response status
signals from the request identifier when the corresponding memory request is serviced. These response status signals are coupled
from the memory modules to the memory hub controller along with or separate from any read data. The memory hub controller
uses the response status signal to control the coupling of memory requests to the memory modules and thereby control the number

of outstanding memory requests in each of the memory modules.
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METHOD AND SYSTEM FOR CONTROLLING MEMORY ACCESSES TO
MEMORY MODULES HAVING A MEMORY HUB ARCHITECTURE

TECHNICAL FIELD
This invention relates to memory systems, and, more particularly, to a
memory system having several memory modules each of which includes a memory hub

coupled to several memory devices.

BACKGROUND OF THE INVENTION

Computer systems use memory devices, such as dynamic random access
memory (“DRAM?”) devices, to store instructions and data that are accessed by a
processor. These memory devices are normally used as system memory in a computer
system. In a typical computer system, the processor communicates with the system
memory through a processor bus and a memory controller. The processor issues a
memory request, which includes a memory command, such as a read command, and an
address designating the location from which data or instructions are to be read. The
memory controller uses the command and address to generate appropriate command
signals as well as row and column addresses, which are applied to the system memory.
In response to the commands and addresses, data are transferred between the system
memory and the processor. The memory controller is often part of a system controller,
which also includes bus bridge circuitry for coupling the processor bus to an expansion
bus, such as a PCI bus.

The operating speed of memory devices has continuously increased,
thereby providing ever-increasing memory bandwidths. However, this increase in
memory bandwidth has not kept pace with increases in the operating speed of
processors. One approach to increasing memory bandwidth is to access a larger number
of memory devices in parallel with each other so that this data are read from or written
to this larger number of memory devices with each memory access. One memory
architecture that lends itself well to allowing are larger number of memory devices to be

simultaneously accessed is a memory hub architecture. In a memory hub architecture, a
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system controller or memory hub controller is coupled to several memory modules, each
of which includes a memory hub coupled to several memory devices. The memory hub
efficiently routes memory requests and responses between the controller and the
memory devices. Computer systems employing this architecture can have a higher
bandwidth because a processor can read data from or write data to one memory module
while another memory module is responding to a prior memory access. For example,
the processor can output write data to the memory devices in one of the memory
modules while the memory devices in another memory module are preparing to provide
read data to the processor.

Although memory modules using memory hubs may provide increased
memory bandwidth, the presence of memory hubs in the modules can make it difficult
to coordinate the flow of command and address signals to the memory modules and the
flow of data signals to and from the memory modules. A memory controller in a
conventional memory system directly access memory devices in memory modules. The
absence of any control device, such as a memory hub, between the memory controller
and the memory devices makes it relatively easy for the memory controller to coordinate
its operation with each of the memory modules. In particular, since the memory
controller is actively controlling the activity in each of the memory modules, the
memory controller is able to determine the status of memory accesses to each memory
module based on the signals it has transmitted to or received from the memory modules.
In contrast, the presence of a memory hub on each of the memory modules to control
access to the memory devices makes it difficult for a controller to determine the status
of memory requests to each memory module since the controller is no longer directly
controlling the memory accesses. For example, the controller can no longer determine
when a read memory request will be issued to the memory devices on that module.
Since the controller cannot determine when the read memory request is issued, it cannot
determine when the read data will be coupled from the memory module. As a result,
the controller cannot determine when it can issue another read or write memory request
to the same or another memory module. Similarly, the controller cannot determine if

several memory requests issued to a memory module have been serviced, and thus
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cannot determine whether additional memory requests should be issued to the memory

module. Other types of coordination issues will be apparent to one skilled in the art.
There is therefore a need for a memory system architecture that allows a

controller or other device coupled to a plurality of hub-based memory modules to

coordinate the issuing of memory requests to the memory modules.

SUMMARY OF THE INVENTION

A memory module hub controller is coupled to a plurality of memory
modules each of which includes a memory hub coupled to a plurality of memory
devices in the respective module. The memory hub controller stores a plurality of
memory requests and transmits each stored memory request to the memory hub in one
of the memory modules responsive to a flow control signal that is generated as a
function of memory request status signals received from the memory hub to which the
memory request is being transmitted. The memory hub stores the received memory
requests and couples memory request signals corresponding to the stored memory
requests to the memory devices in the memory module. The memory hub also transmits
write data to or subsequently receives read data from the memory devices. The memory
hub also generates memory request status signals identifying the memory requests that
have been serviced by the memory devices coupled to the memory hub. The memory
hub then couples the memory request status signals and any read data to the memory
hub controller. The controller outputs the received read data and generates the flow
control signal based on the memory request status signals to control the number of

outstanding memory requests that are stored in each of the memory modules.

BRIEF DESCRIPTION OF THE DRAWINGS
Figure 1 is a block diagram of a computer system according to one
example of the invention in which a memory hub is included in each of a plurality of

memory modules.
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Figure 2 is a block diagram of one example of a memory hub controller
used in the computer system of Figure 1 coupled to one example of a memory hub used
in each of a plurality of memory modules in the computer system of Figure 1.

Figures 3A and 3B are tables showing one example for the format of a
memory request packet transmitted from the memory hub controller to the memory hub
of Figure 2.

Figures 4A and 4B are tables showing one example for the format of a
memory response packet transmitted from the memory hub controller to the memory

hub of Figure 2.

DETAILED DESCRIPTION OF THE INVENTION

A computer system 100 according to one example of the invention is
shown in Figure 1. The computer system 100 includes a processor 104 for performing
various computing functions, such as executing specific software to perform specific
calculations or tasks. The processor 104 includes a processor bus 106 that normally
includes an address bus, a control bus, and a data bus. The processor bus 106 is
typically coupled to cache memory 108, which, as previously mentioned, is usually
static random access memory (“SRAM”). Finally, the processor bus 106 is coupled to a
system controller 110, which is also sometimes referred to as a “North Bridge” or
“memory controller.”

The system controller 110 serves as a communications path to the
processor 104 for a variety of other components. More specifically, the system
controller 110 includes a graphics port that is typically coupled to a graphics controller
112, which is, in turn, coupled to a video terminal 114. The system controller 110 is
also coupled to one or more input devices 118, such as a keyboard or a mouse, to allow
an operator to interface with the computer system 100. Typically, the computer system
100 also includes one or more output devices 120, such as a printer, coupled to the
processor 104 through the system controller 110. One or more data storage devices 124
are also typically coupled to the processor 104 through the system controller 110 to

allow the processor 104 to store data or retrieve data from internal or external storage
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media (not shown). Examples of typical storage devices 124 include hard and floppy
disks, tape cassettes, and compact disk read-only memories (CD-ROM:s).

The system controller 110 also includes a memory hub controller 126
that is coupled to several memory modules 130a,b...n, which serve as system memory
for the computer system 100. The memory modules 130 are preferably coupled to the
memory hub controller 126 through a high-speed link 134, which may be an optical or
electrical communication path or some other type of communications path. In the event
the high-speed link 134 is implemented as an optical communication path, the optical
communication path may be in the form of one or more optical fibers, for example. In
such case, the memory hub controller 126 and the memory modules 130 will include an
optical input/output port or separate input and output ports coupled to the optical
communication path. The memory modules 130 are shown coupled to the memory hub
controller 126 in a multi-drop or daisy chain arrangement in which the single high-
speed link 134 is coupled to all of the memory modules 130. However, it will be
understood that other topologies may also be used, such as a point-to-point coupling
arrangement in which a separate high-speed link (not shown) is used to couple each of
the memory modules 130 to the memory hub controller 126. A switching topology may
also be used in which the memory hub controller 126 is selectively coupled to each of
the memory modules 130 through a switch (not shown). Other topologies that may be
used will be apparent to one skilled in the art.

Each of the memory modules 130 includes a memory hub 140 for
controlling access to 6 memory devices 148, which, in the example illustrated in Figure
2, are synchronous dynamic random access memory (“SDRAM”) devices. However, a
fewer or greater number of memory devices 148 may be used, and memory devices
other than SDRAM devices may, of course, also be used. The memory hub 140 is
coupled to each of the memory devices 148 through a bus system 150, which normally
includes a control bus, an address bus and a data bus.

One example of the memory hub controller 126 and the memory hub 140
of Figure 1 is shown in Figure 2. As shown in Figure 2, the high-speed link 134
(Figure 1) coupling the memory hub controller 126 to the memory hub 140 includes a
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high-speed downlink 154 and a high-speed uplink 156 that are separate from each other.
As previously explained, the downlink 154 and uplink 156 may couple logic signals,
optical signals, RF signals or any other type of signaling medium. The downlink 154
and uplink 156 may also be combined in a single high-speed bi-directional link, or the
downlink 154 and the uplink 156 may be further divided into a larger number of
communication links, such as separate links for the command, address and data signals.
Other variations will be apparent to one skilled in the art.

With further reference to Figure 2, the memory hub controller 126
includes a memory request queue 160 that receives from the processor 104 (Figure 1)
though the system controller 110 high level memory request signals, including
command signals, address signals and, in the case of a memory write, write data signals.
The memory request queue 160 also receives Request ID signals from a flow control
unit 174 that uniquely identify each read request and each write request. These Request
IDs are combined with corresponding high level read requests and write requests and
stored in the memory request queue 160, preferably in the order they are received. The
memory request signals stored in the request queue 160 include both read request
signals and write request signals. The high level memory request signals and the
Request ID signals will collectively be referred to as memory request signals. The
memory request queue may but need not issue the signals to the memory modules 130
in the same order they are received.

The memory hub controller 126 also includes a memory response queue
170 that receives read response signals and write response signals from the system
controller 110. The read response signals include read data signals as well as read
status signals that identify the read request corresponding to the read data. The write
response signals include write status signals that identify a write request that has been
serviced by one of the memory modules. The response queue 170 stores the memory
response signals in the order they are received, and it preferably, but not necessarily,
couples the read data signals 172 to the system controller 110 in that same order. The
memory response queue 170 also couples to the flow control unit 174 the read status

signals 176 and the write status signals 178 so that the flow control unit 174 can
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determine which read requests and which write requests have been serviced. The flow
control unit 174 makes this determination by comparing the status signals 176, 178 to
the Request IDs generated by the flow control unit 174 and coupled to the memory
request queue 160. The flow control unit 174 then outputs flow control signals to the
memory request queue 160 to allow the memory request queue 160 to determine
whether and when it should issue additional memory requests to each of the memory
modules 130 (Figure 1).

With further reference to Figure 2, the memory hub 140 in each of the
memory modules 130 includes a memory request queue 190 that receives one or more
memory requests from the memory hub controller 126 through the high-speed downlink
154. The request queue 190 includes circuitry similar to that found in conventional
memory controllers to reformat the memory requests to the command and address
signals used by the memory devices 148 (Figure 1) and to issue these reformatted
signals to the memory devices 148 at the proper time and sequence. For example, the
request queue 190 may convert addresses signals received from the memory hub
controller 126 to row and column address signals. The request queue 190 can then
output the row address signals to the memory devices 148 along with a row address
strobe (“RAS”) signal to cause the row address signals to be latched into the memory
devices 148. Similarly, the request queue 190 can output the column address signals to
the memory devices 148 along with a column address strobe (“CAS”) signal to cause
the column address signals to be latched into the memory devices 148. However, the
nature of the reformatted command and address signals and also possibly data signals
will depend upon the nature of the memory devices 148, as will be apparent to one
skilled in the art.

When the request queue 190 has issued the reformatted read request
signals to the memory devices 148 responsive to read request signals from the memory
hub controller 126, it applies a Read Released signal to a flow control unit 194 to
indicate that a read request has been issued to the memory devices 148. Similarly, when
the request queue 190 has issued the reformatted write request signals to the memory

devices 148 responsive to write request signals from the memory hub controller 126, it
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applies a Write Released signal to the flow control unit 194 to indicate that a write
request has been issued to the memory devices 148. The Read Released and Write
Released signals are used to formulate the read and write status signals 192, 196,
respectively, that uniquely identify each read request and write request serviced by each
of the memory modules 130. More specifically, the flow control unit 194 assigns a
unique read response ID, which preferably corresponds to the Request ID coupled to the
memory request queue 160 from the flow control unit 174, to each released read
request. The flow control unit 194 also assigns a unique write response ID to each
released write request, which preferably also corresponds to the Request ID. These
response IDs are coupled to the response queue 170 as read and write status signals. As
previously explained, these status signals are coupled to the memory response queue
170, which separates the status signals from any read data included in the response and
couples the status signals to the flow control unit 174.

In response to a read memory request from the request queue 190, the
memory devices 148 couples read data signals to the memory hub 140. These read data
signals are stored in a read queue 200. The read queue 200 subsequently couples the
read data signals to a response generator 204, which also receives the read status signals
192 from the flow control unit 194.

When the request queue 190 issues write requests, signals indicating that
the write requests have been issued are stored in a write queue 206. The write queue
206 subsequently couples the signals indicative of issued write requests to the response
generator 204, which also receives the write status signals 196 from the flow control
unit 194,

The response generator 204 associates the read data signals from the read
queue 200 with the read status signals 192 from the flow control unit 194, which, as
previously mentioned, identifies the read request corresponding to the read data. The
combined read data signals and read status signals 192 are combined into a read
response 210. In response to the signals from the write queue 206, the response
generator 204 generates a write response 214 containing the write status signals 192.

The response generator 204 then transmits the read response 210 or the write response
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214 to the response queue 170 in the memory hub controller 126. More specifically, the
read data signals are transmitted from the response generator 204 to the response queue
170. The read and write status signals 192, 196, respectively, are also transmitted from
the response generator 204 to the response queue 170, either alone in the case of some
of the write status signals or in combination with read data signals in the case of the
read status signals or the other write status signals. Thus, the read response 210
contains the read data as well as information uniquely identifying the read request
corresponding to the read data, and the write response 214 contains information
uniquely identifying each write request serviced by the memory module 130.

The number of write requests or read requests that can be outstanding in
any memory module 130 before the memory request queue 160 will not issue any
additional memory requests can be either fixed or user selectable by programming either
the memory hub controller 126 with values indicative of the allowable request queue
depth. Further, the number of read requests that can be outstanding may be the same or
be different from the number of write requests that can be outstanding.

An example of a memory request coupled from the memory request
queue 160 in the memory hub controller 126 to the memory request queue 190 in the
memory hubs 140 is shown in Figure 3A. In the example shown in Figure 3A, the
memory request is in the form of é memory request packet 220 containing several
packet words, although the memory requests can have other formats, as will be apparent
to one skilled in the art. The first 4 bits of a first packet word 224 are a Command code
that identifies the type of memory request being issued by the request queue 160. These
command codes are identified in Figure 3B. For example, a command code of “0000”
signifies a no operation command, a command code of “0001” signifies request to write
between 1 and 16 double words (i.e., groups of 32 bits), a command code of “0010”
signifies request to read between 1 and 16 double words, etc. Returning to Figure 3A,
the next 6 bits of the first packet word 224 comprise the Request ID issued by the flow
control unit 174 (Figure 2) that uniquely identifies each memory request. As previously
explained, by uniquely identifying the memory requests, the flow control unit 174 in the

memory hub controller 126 can determine which memory requests have been serviced.
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The final 22 bits of the first packet word 224 are the high order bits 37:16 of a memory
address to which the memory request is directed.

The first 2 bits of a second packet word 228 are unused in the packet
example shown in Figure 3A. The next 15 bits are the low order bits 15:2 of the
memory address to which the memory request is directed. There are no address bits 1:0
transmitted because such address bits would select specific bits in each byte of data ,
and all memory accesses are to at least a byte of data.

The memory request queue 190 in one of the memory hubs 140 may use
the high order bits 37:16 as a row address and the low order bits 15:2 as a column
address, or it may use these addresses in some other manner. The next 4 bits of the
second packet word 228 are Count 3:0 bits that specify the number of double words or
bytes that will be read from or written to the memory devices 148 on the memory
module. The final 16 bits of the second packet word 228 consist of mask data Mask
15:0 that can be coupled to the memory hub controller 126 instead of read data called
for by a read memory request. Masking data in this manner is well known to one skilled
in the art.

Following the first 2 packet words 224, 228 for a write request is at least
one packet word 230 of write data. The number of packet words 230 will depend upon
the value of Count 3:0 in the second packet word 228 and whether the memory write
command is for writing a double word or a byte. For example, a Count 3:0 value of
“0100” (i.e., 4) in a packet requesting a double word write will require 4 packet words
230 of write data. A Count 3:0 value of 4 in a packet requesting a byte write will
require only a single packet word 230 of write data. A packet 220 for a read request
will not, of course, include any packet words 230 following the first two packet words
224, 228.

An example of a memory response 210 or 214 coupled from the response
generator 204 in one of the memory hubs 140 to the memory response queue 170 in the
memory hub controller 126 is shown in Figure 4A. The memory response is in the form
of a memory response packet 240 containing several packet words, although the

memory requests can have other formats as will be apparent to one skilled in the art.
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The first 4 bits of a first packet word 244 is a Response Code that identifies the type of
memory response being transmitted by the response generator 204. These Response
codes are shown in Figure 4B. For example, a Response code of “000” again signifies a
“No Operation” response, and a Response code of “001” signifies a “Read Response,”
which will return read data and read status signals indicating which read request has
been serviced to the response queue 170 in the memory hub controller 126. A Response
code of “010” signifies a “Write Response,” which will provide write status signals to
the response queue 170 in the memory hub controller 126 indicating which write
request has been serviced. Finally, a Response code of “011” signifies a “Write and
Read Response,” which will include read status signals and write status signals in a
packet containing read data. As mentioned above, the write status signals in the packet
will not pertain to the same memory request as the memory request for the read data
signals in the packet. In general, it is more efficient to provide write status signals by
including them with read data in a Write and Read Response since only one response is
required to provide both read and write status information. However, if data is not
being read from a memory module 130, then it may be necessary to return a “Write
Response” to provide the memory hub controller 126 with information about the status
of write requests. However, “Write Response” packets can be delayed, if desired, until
a predetermined number of outstanding write responses have accumulated in any one of
the memory modules 130.

Returning to Figure 4A, the next 6 bits of the first packet word 244 are
the Read Response ID generated by the flow control unit 194, which uniquely identifies
each memory read request. This Read Response ID will generally correspond to the
Request ID in the first packet word 224 of each read request packet 220. The Read
Response ID corresponds to the read status signals referred to above. The next 6 bits of
the first packet word 244 are a Write Response ID also generated by the flow control
unit 194 that uniquely identifies each memory write request. This Write Response ID
will again generally correspond to the Request ID in the first packet word 224 of each
write request packet 220. The Write Response ID corresponds to the write status

signals referred to above. The flow control unit can compare these Response ID values
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to the Request values to determine if any read or write memory request issued by the
memory hub controller 126 has been serviced. The next 4 bits of the first packet word
244 are Dword Count bits that specify the number of double words of read data will be
included in the packet 240. The final 13 bits of the first packet word 244 are unused. If
the response packet 240 is a read response packet, the first packet word 244 will be
followed by one or more read data packet words 248. The number of read data packet
words will, of course, depend on the value of Dword Count in the packet word 244.
From the foregoing it will be appreciated that, although specific
embodiments of the invention have been described herein for purposes of illustration,
various modifications may be made without deviating from the spirit and scope of the
invention. For example, although the memory hub controller 126 has been described as
permitting a specific number or programmable number of memory requests to be
outstanding in any memory module 130, other operating protocols are possible. Also,
rather than simply delay issuing memory requests to a memory module 130 having too
many outstanding memory requests, the memory hub controller 126 may instead route
memory requests to a different memory module 130. Accordingly, the invention is not

limited except as by the appended claims.
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CLAIMS

1. A memory module, comprising:
a plurality of memory devices; and
a memory hub, comprising:

a memory request queue storing a least one memory request received
through an input port, the memory request queue being coupled to the memory
devices to transmit each memory request stored in the memory request queue to the
memory devices, the memory request queue being operable to output a respective read
released signal identifying each read memory request transmitted to the memory
devices and to output a respective write released signal identifying each write memory
request transmitted to the memory devices;

a flow control unit coupled to the memory request queue, the flow
control unit being operable to receive the read released signal and the write released
signal from the memory request queue, the flow control unit being operable to output
status signals corresponding to the released signals;

a memory read queue coupled to the memory devices, the memory read
queue receiving read data from the memory devices and storing the read data for
coupling to an output port;

a memory write queue coupled to receive a signal indicating that each
write memory request has been coupled from the memory request queue to the
memory devices, the memory write queue storing signals indicating that a write
request has been transmitted to the memory devices; and

a response generator coupled to the flow control unit, the memory read
queue and the memory write queue, the response generator being operable to generate
and transmit from an output port read responses each containing the read data from
the read data queue and a read status signal corresponding to a status signal from the
flow control unit, the response generator further being operable to transmit from the
output port write responses each containing a write status signal corresponding to a

status signal from the flow control unit. -
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2. The memory module of claim 1 wherein the memory devices

comprises respective dynamic random access memory devices.

3. The memory module of claim 1 wherein the input port of the memory
request queue in the memory hub and the output port of the response generator in the memory

hub comprises optical input and output ports, respectively.

4. The memory module of claim 1 wherein the memory request queue is

operable to simultaneously store both read memory requests and write memory requests.

5. The memory module of claim 1 wherein the read released signal is
coupled to the flow control unit responsive to the memory request queue transmitting each
read request to the memory devices, and wherein the write released signal is coupled to the
flow control unit responsive to the memory request queue transmitting each write request to

the memory devices.

6. The memory module of claim 5 wherein the flow control unit is
operable to output a read status signal correspondiﬁg to each read released signal, each read
status signal uniquely identifying a respective read request, and wherein the flow control unit
is operable to output a write status signal corresponding to each write released signal, each

write status signal uniquely identifying a respective write request.

7. The memory module of claim 1 wherein the response generator is
operable to generate and transmit from an output port a write response signal containing

either the write status signal or a combination of the read data and the write status signal.

8. The memory module of claim 1 wherein the response generator is
operable to generate and transmit from an output port a read response signal containing either

read data and the read status signal or read data, the read status signal and the write status

signal.
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9. The memory module of claim 8 wherein the response generator is
further operable to generate and transmit from an output port a write response signal

containing the write status signal without the read data.

10. A memory hub controller comprising:

a memory request queue storing at least one memory request received through
an input port, the memory request queue being operable to issue from an output port each
memory request stored in the memory request queue responsive to a flow control signal,

a response queue coupled to receive through an input port read responses
containing each read data and a read status signal identifying the read request corresponding
to the read data, the response queue further being coupled to receive through the input port
write responses each identifying a write requests _that has been serviced, the response queue
being operable to couple at least the read data from each read response signal to a data output
port and to couple the read status signal from each read response and the write status signal
from each write response to a flow control port; and

a flow control unit coupled to receive the read status signals and the write
status signals from the response queue, the flow control unit being operable to determine from
the status signals the number of outstanding memory requests issued by the memory request
queue and to generate and couple to the memory request queue a flow control signal
indicating that additional memory requests can be sent to each of the memory modules based

on the number of outstanding memory requests issued by the memory request queue.

11.  The memory hub controller of claim 10 wherein the memory request
queue is further operable to issue from the output port along with each memory request a

request identification uniquely identifying the respective memory request.

12. The hub module controller of claim 11 wherein the flow control unit is
operable to generate and couple to the memory request queue the request identification for
each memory request, and wherein the flow control unit is further operable to generate the

flow control signal on the basis of a comparison between the request identification coupled to
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the memory request queue and the read status signals and the write status signals received

from the response queue.

13. The memory hub controller of claim 11 wherein the output port of the
memory request queue and the input port of the response queue comprise optical output and

input ports, respectively.

14. The memory hub controller of claim 11 wherein the memory request
queue is operable to simultaneously store both read memory requests and write memory

requests.

15. A memory system comprising:
a plurality of memory modules, each of the memory modules comprising:

a plurality of memory devices;

a memory request queue storing at least memory one request received
through an input port, the memory request queue being coupled to the memory
devices to transmit each memory request stored in the memory request queue to the
memory devices, the memory request queue being operable to output a respective read
released signal identifying each read memory request transmitted to the memory
devices and to output a respective write released signal identifying each write memory
request transmitted to the memory devices;

a flow control unit coupled to the memory request queue, the flow
control unit being operable to receive the read released signal and the write released
signal from the memory request queue, the flow control unit being operable to output
status signals corresponding to the read released and write released signals;

a memory read queue coupled to the memory devices, the memory read
queue receiving read data from the memory devices and storing the read data for
coupling to an output port;

a memory write queue coupled to receive a signal indicating that each

write memory request has been coupled from the memory request queue to the
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memory devices, the memory write queue storing the signals for coupling to an output
port; and

a response generator coupled to the flow control unit, the memory read
queue and the memory write queue, the response generator being operable to generate
and transmit from an output port read responses each containing the read data from
the read data queue and a read status signal corresponding to a status signal from the
flow control unit, the response generator further being operable to transmit from the
output port write responses each containing a write status signal corresponding to a
status signal from the flow control unit; and

a memory hub controller comprising:

a memory request queue storing at least one memory request received
through an input port, the memory request queue being coupled to the memory request
queue of each of the memory modules to transmit each memory request stored in the
memory request queue to at least one of the memory modules responsive to a flow
control signal;

a response queue coupled to the response generator in each of the
memory modules, the response queue being coupled to receive the read responses and
the write responses from the response generators in the memory modules, the response
queue being operable to couple at least the read data from each read responses to a
data output port and to couple the read status signal from each read response and the
write status signal from each write response to a flow control port; and

a flow control unit coupled to receive the read status signals and the
write status signals from the response queue of the memory hub controller, the flow
control unit being operable to determine from the status signals the number of
outstanding memory requests in each of the memory modules and to generate and
couple to the memory request queue of the memory hub controller a flow control
signal indicating that additional memory requests can be sent to each of the memory
modules based on the number of outstanding memory requests in each of the memory

modules.
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16. The memory system of claim 15 wherein the memory devices

comprises respective dynamic random access memory devices.

17.  The memory system of claim 15 wherein the input port of the memory
response queue in the memory hub controller and the input port of each memory request
queue in the memory modules comprise respective optical input ports, and wherein the output
port of the memory request queue in the memory hub controller and the output port of each

memory response generator in the memory modules comprise respective optical output ports.

18.  The memory system of claim 15 wherein the memory request queues in
the memory hub controller and in each of the memory modules are operable to

simultaneously store both read memory requests and write memory requests.

19.  The memory system of claim 15 wherein the read released signal is
coupled to the flow control unit in each memory rﬁodule responsive to the memory request
queue in the memory module transmitting each read request to the memory devices in the
memory module, and wherein the write released signal is coupled to the flow control unit in
each memory module responsive to the memory request queue in the memory module

transmitting each write request to the memory devices in the memory module.

20.  The memory system of claim 19 wherein the flow control unit in each
mem.ory module is operable to output a read status signal corresponding to each read released
signal, each read status signal uniquely identifying a respective read request, and wherein the
flow control unit in each memory module is operable to output a write status signal
corresponding to each write released signal, each write status signal uniquely identifying a

respective write request.

21.  The memory system of claim 19 wherein the response generator in

each memory module is operable to generate and transmit from an output port a write
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response containing either the write status signal or a combination of the read data and the

write status signal.

22.  The memory system of claim 15 wherein the response generator in
each memory module is operable to generate and transmit from an output port a read response
‘containing either read data and the read status signal or read data, the read status signal and

the write status signal.

23.  The memory system of claim 22 wherein the response generator is
further operable to generate and transmit from an output port a write response containing the

write status signal without the read data.

24.  The memory system of claim 15 wherein the memory request queue in
the memory hub controller is further operable to issue from the output port along with each

memory request a request identification uniquely identifying the respective memory request.

25.  The memory system of claim 15 wherein the flow control unit in the
memory hub controller is operable to generate and couple to the memory request queue the

request identification for each memory request

26.  The memory system of claim 25 wherein the flow control unit in the
memory hub controller is further operable to generate the flow control signal on the basis of a
comparison between the request identification coupled to the memory request queue and the

read status signals and the write status signals received from the response queue.

27. A memory system comprising:
a memory hub controller storing a plurality of memory requests and outputting
each stored memory request responsive to a flow control signal generated as a function of

received memory request status signals, the memory hub controller further receiving and
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storing read data and the memory request status signals, the memory hub controller outputting
the stored read data; and
a plurality of memory modules coupled to the memory hub controller, each of
the memory modules comprising:
a plurality of memory devices; and
a memory hub coupled to receive the memory requests output from the
memory hub controller, the memory hub storing the received memory requests and
coupling memory request signals corresponding to the stored memory requests to the
memory devices in the memory module, the memory hub being operable to receive
read data from the memory devices and couple the read data to the memory hub
controller with the memory request status signals, the memory request status signals
identifying the memory requests that have been serviced by the memory devices

coupled to the memory hub.

28.  The memory system of claim 27 wherein the memory requests stored in
and output from the memory hub controller comprise read memory requests and write

memory requests.

29.  The memory system of claim 27 wherein the memory hub controller
comprises a memory request queue storing the memory requests and outputting the memory

requests from the memory request queue responsive to the flow control signals.

30.  The memory system of claim 27 wherein the memory hub controller is
further operable to output with each memory request a request identifier that uniquely

identifies the respective memory request.

31.  The memory system of claim 30 wherein the memory hub controller is
operable to generate the flow control signal by comparing the received memory request status

signals to the request identifier.
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32.  The memory system of claim 31 wherein the memory hub is operable
to generate the memory request status signals from the request identifier received from the

memory hub controller.

33.  The memory system of claim 32 wherein the memory hub is operable
to couple the read data to the memory hub controller with the memory request status signals

indicating the status of read requests, write requests and both read and write requests.

34. The memory system of claim 27 wherein the memory devices comprise

dynamic random access memory devices.

35. A computer system, comprising:

a central processing unit (“CPU”);

a system controller coupled to the CPU, the system controller having an input
port and an output port;

an input device coupled to the CPU through the system controller;

an output device coupled to the CPU through the system controller;

a storage device coupled to the CPU through the system controller;

a memory hub controller storing a plurality of memory requests and outputting
each stored memory request responsive to a flow control signal generated as a function of
received memory request status signals, the memory hub controller further receiving and
storing read data and the memory request status signals, the memory hub controller outputting
the stored read data; and

a plurality of memory modules coupled to the memory hub controller, each of
the memory modules comprising:

a plurality of memory devices;

a memory hub coupled to receive the memory requests output from the
memory hub controller, the memory hub storing the received memory requests and
coupling memory request signals corresponding to the stored memory requests to the

memory devices in the memory module, the memory hub being operable to receive
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read data from the memory devices and couple the read data to the memory hub
controller with the memory request status signals, the memory request status signals
identifying the memory requests that have been serviced by the memory devices

coupled to the memory hub.

36.  The computer system of claim 35 wherein the memory requests stored
in and output from the memory hub controller comprise read memory requests and write

memory requests.

37.  The computer system of claim 35 wherein the memory hub controller
comprises a memory request queue storing the memory requests and outputting the memory

requests from the memory request queue responsive to the flow control signals.

38. The computer system of claim 35 wherein the memory hub controller
is further operable to output with each memory request a request identifier that uniquely

identifies the respective memory request.

39. The computer system of claim 38 wherein the memory hub controller
is operable to generate the flow control signal by comparing the received memory request

status signals to the request identifier.

40.  The computer system of claim 39 wherein the memory hub is operable
to generate the memory request status signals from the request identifier received from the

memory hub controller.

41. The computer system of claim 40 wherein the memory hub is operable
to couple the read data to the memory hub controller with the memory request status signals

indicating the status of read requests, write requests and both read and write requests.
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42.  The computer system of claim 35 wherein the memory devices

comprise dynamic random access memory devices.

43. A computer system, comprising:

a central processing unit (“CPU”);

a system controller coupled to the CPU, the system controller having an input
port and an output port;

an input device coupled to the CPU through the system controller;

an output device coupled to the CPU through the system controller;

a storage device coupled to the CPU through the system controller;

a plurality of memory modules, each of the memory modules comprising:

a plurality of memory devices;

a memory request queue storing at least memory one request received
through an input port, the memory request queue being coupled to the memory
devices to transmit each memory request stored in the memory request queue to the
memory devices, the memory request queue being operable to output a respective read
released signal identifying a read memory request transmitted to the memory devices
and to output a respective write released signal identifying a write memory request
transmitted to the memory devices;

a flow control unit coupled to the memory request queue, the flow
control unit being operable to receive the read released signal and the write released
signal from the memory request queue, the flow control unit being operable to output
status signals corresponding to the read released and write released signals;

a memory read queue coupled to the memory devices, the memory read
queue receiving read data from the memory devices and storing the read data for
coupling to an output port;

a memory write queue coupled to receive a signal indicating that each
write memory request has been coupled from the memory request queue to the
memory devices, the memory write queue storing the signals for coupling to an output

port; and
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a response generator coupled to the flow control unit, the memory read
queue and the memory write queue, the response generator being operable to generate
and transmit from an output port read responses each containing the read data from
the read data queue and a read status signal corresponding to a status signal from the
flow control unit, the response generator further being operable to transmit from the
output port write responses each containing a write status signal corresponding to a
status signal from the flow control unit; and

a memory hub controller comprising:

a memory request queue storing at least one memory request received
through an input port, the memory request queue being coupled to the memory request
queue of each of the memory modules to transmit each memory request stored in the
memory request queue to at least one of the memory modules responsive to a flow
control signal;

a response queue coupled to the response generator in each of the
memory modules, the response queue being coupled to receive the read responses and
the write responses from the response generators in the memory modules, the response
queue being operable to couple at least the read data from each read response to a data
output port and to couple the read status signal from each read response and the write
status signal from each write response to a flow control port; and

a flow control unit coupled to receive the read status signals and the
write status signals from the response queue of the memory hub controller, the flow
control unit being operable to determine from the status signals the number of
outstanding memory requests in each of the memory modules and to generate and
couple to the memory request queue of the memory hub controller a flow control
signal indicating that additional memory requests can be sent to each of the memory
modules based on the number of outstanding memory requests in each of the memory

modules.

44.  The computer system of claim 43 wherein the memory devices

comprises respective dynamic random access memory devices.
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45.  The computer system of claim 43 wherein the input port of the memory
response queue in the memory hub controller and the input port of each memory request
queue in the memory modules comprise respective optical input ports, and wherein the output
port of the memory request queue in the memory hub controller and the output port of each

memory response generator in the memory modules comprise respective optical output ports.

46.  The computer system of claim 43 wherein the memory request queues
in the memory hub controller and in each of the memory modules are operable to

simultaneously store both read memory requests and write memory requests.

47.  The computer system of claim 43 wherein the read released signal is
coupled to the flow control unit in each memory module responsive to the memory request
queue in the memory module transmitting each read request to the memory devices in the
memory module, and wherein the write released signal is coupled to the flow control unit in
each memory module responsive to the memory request queue in the memory module

transmitting each write request to the memory devices in the memory module.

48. The computer system of claim 47 wherein the flow control unit in each
memory module is operable to output a read status signal corresponding to each read released
signal, each read status signal uniquely identifying a respective read request, and wherein the
flow control unit in each memory module is operable to output a write status signal
corresponding to each write released signal, each write status signal uniquely identifying a

respective write request.

49. The computer system of claim 47 wherein the response generator in
each memory module is operable to generate and transmit from an output port a write
response signal containing either the write status signal or a combination of the read data and

the write status signal.
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50. The computer system of claim 43 wherein the response generator in
each memory module is operable to generate and transmit from an output port a read response
signal containing either read data and the read status signal or read data, the read status signal

and the write status signal.

51.  The computer system of claim 50 wherein the response generator is
further operable to generate and transmit from an output port a write response signal

containing the write status signal without the read data.

52. The computer system of claim 43 wherein the memory request queue
in the memory hub controller is further operable to issue from the output port along with each

memory request a request identification uniquely identifying the respective memory request.

53.  The computer system of claim 43 wherein the flow control unit in the
memory hub controller is operable to generate and couple to the memory request queue the

request identification for each memory request

54. The computer system of claim 53 wherein the flow control unit in the
memory hub controller is further operable to generate the flow control signal on the basis of a
comparison between the request identification coupled to the memory request queue and the

read status signals and the write status signals received from the response queue.

55. A method of reading data from and writing to a plurality of memory
modules, comprising:

transmitting a plurality of memory request to the memory modules;

storing the transmitted memory requests in the memory modules;

servicing the stored memory requests in one of the memory modules at a rate
that may differ from the rate at which the memory requests are transmitted to the memory

module;
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determining the number of memory requests that have been transmitted to the
memory module but not yet serviced by the memory module; and

transmitting additional memory request to the memory modules as a function
of the determination made as to the number of transmitted memory requests that have not yet

been serviced by the memory module.

56.  The method of claim 55 wherein the act of transmitting a plurality of
memory request to the memory modules comprises transmitting either a write request or a
read request to the memory modules along with a request identifier the uniquely identifies the

write request or read request.

57.  The method of claim 56 wherein the act of determining the number of
memory requests that have been transmitted to the memory module but not yet serviced by
the memory module comprises:

receiving from the memory module a memory request status signal that
identifies the read requests and write requests that have been serviced; and

comparing the memory request status signals to the request identifiers.

58.  In a computer system having a memory hub controller coupled to a
plurality of memory modules each of which includes a plurality of memory devices, a method
of accessing the memory modules using the memory hub controller, comprising:

transmitting a plurality of memory request from the memory hub controller to
at least one of the memory modules;

storing the transmitted memory requests in the memory module to which the
memory requests are transmitted;

accessing the memory devices in the memory module in accordance with the
memory requests, the memory devices being accessed at a rate that may differ from the rate at
which the memory requests are transmitted to the memory module;

generating in each of the memory modules memory request status signals that

identify which memory requests have been serviced in the memory module;
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coupling the memory request status signals to the memory hub controller from
the memory module containing the accessed memory devices; and

transmitting additional memory requests from the memory hub controller to
the memory module containing the accessed memory devices as a function of the memory

request status signals coupled to the memory hub controller.

59.  The method of claim 58 wherein the act of transmitting a plurality of
memory request from the memory hub controller to at least one of the memory modules
comprises transmitting either a write request or a read request from the memory hub

controller to at least one of the memory modules.

60.  The method of claim 58 wherein the memory devices comprise random

access memory devices.

61.  The method of claim 58 wherein the act of transmitting a plurality of
memory request from the memory hub controller to at least one of the memory modules
comprises transmitting with each memory request a respective request identifier the uniquely

identifies the memory request.

62.  The method of claim 61 wherein the act of generating the memory
request status signals comprises generating the memory request status signals in the memory

modules from the request identifiers transmitted to the memory modules.

63.  The method of claim 61 further comprising storing in the memory
controller each request identifier transmitted to the memory modules, and wherein the act of
transmitting additional memory requests from the memory hub controller as a function of the
memory request status signals comprises comparing in the memory hub controller the

memory request status signals to the request identifiers stored in the memory hub controller.
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