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A machine vision method and system

Technical field

The present invention relates to a method for imaging of continuous
manufacturing processes, in which method a camera is used for burst
mode imaging of an object to be monitored.

The invention also relates to a system and a computer program
product causing an apparatus to carry out the method.

Background

In continuous manufacturing processes, there are materials or products
constantly running through the machine. In such processes, the
product must be monitored in order to detect possible deviations or
web breaks. Furthermore, condition of the machine itself can be
monitored in order to detect possible machine malfunctions or process
deviations that may cause those above-mentioned deviations to
products or web breaks, but which could also cause unscheduled or
planned downtimes of a machine/machinery or damage the machine
itself. By this kind of monitoring(s) it is possible to obtain a high quality
end product. The product, machine or process may be monitored, for
example, by machine vision systems such as camera systems. The
captured images are analysed by a processing unit.

Summary

Now there has been invented an improved method and technical
equipment implementing the method. Various aspects of the invention
include a method, a machine vision system comprising at least one
image sensor and also possibly an acoustic sensor, and a computer
readable medium comprising a computer program stored therein,
which are characterized by what is stated in the independent claims.
Various embodiments of the invention are disclosed in the dependent
claims.
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According to a first aspect of the invention, there is provided a method,
comprising capturing an image of an object to be monitored at a first
image capturing frequency by an image sensor of a machine vision
system, transmitting said captured image data to a data processing
device, and analysing said received image data by said data
processing device, and wherein if said received image data is detected
to comprise a deviation, said data processing device is arranged to
transmit a trigger signal for triggering an image sensor so that at least
one Iimage sensor is reconfigured to capture an image burst at a
second image capturing frequency and to transmit the captured image
burst data to said data processing device for further analysis.

According to an embodiment, the method further comprises recording
acoustic environment around the machine vision system, transmitting
said recorded acoustic environment data to the data processing device,
and analysing said received acoustic environment data by said data
processing device, and wherein if said received acoustic environment
data is detected to comprise a deviation, said data processing device is
arranged to transmit a trigger signal for triggering an image sensor so
that at least one image sensor is reconfigured to capture an image
burst at the second image capturing frequency and to transmit the
captured image burst data to said data processing device for further
analysis. According to an embodiment, the method further comprises
determining a root cause of the deviation, and determining the image
sensor reconfigured to capture the image burst on the basis of the root
cause. According to an embodiment, the image sensor continues
capturing images at the first image capturing frequency after the image
burst. According to an embodiment, the trigger signal determines
image capturing frequency of the image burst. According to an
embodiment, the trigger signal determines image resolution of images
captured during the image burst. According to an embodiment, the
trigger signal determines length of time of the image burst.

According to a second aspect of the invention, there is provided a
machine vision system for monitoring an object to be monitored
comprising an image sensor and a data processing device, wherein
said image sensor is arranged to capture an image of said object to be
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monitored at a first image capturing frequency and to transmit said
captured image data to the data processing device for analysing, and
wherein if said received image data is detected to comprise a
deviation, said data processing device is arranged to transmit a trigger
signal for triggering an image sensor so that at least one image sensor
is reconfigured to capture an image burst at a second image capturing
frequency and to transmit the captured image burst data to said data
processing device for further analysis.

According to an embodiment, the machine vision system further
comprises an acoustic sensor, wherein said sensor is arranged to
record acoustic environment around the machine vision system and
wherein the acoustic sensor is further arranged to transmit said
recorded acoustic environment data to the data processing device for
analysing, and wherein if said received acoustic environment data is
detected to comprise a deviation, said data processing device is
arranged to transmit a trigger signal for triggering an image sensor so
that at least one image sensor is reconfigured to capture an image
burst at the second image capturing frequency and to transmit the
captured image burst data to said data processing device for further
analysis. According to an embodiment, the data processing device
further determines a root cause of the deviation, and determines the
image sensor reconfigured to capture the image burst on the basis of
the root cause. According to an embodiment, the image sensor
continues capturing images at the first image capturing frequency after
the image burst. According to an embodiment, the trigger signal
determines image capturing frequency of the image burst. According to
an embodiment, the trigger signal determines image resolution of
images captured during the image burst. According to an embodiment,
the trigger signal determines length of time of the image burst.

According to a third aspect of the invention, there is provided a
computer program product embodied on a non-transitory computer
readable medium, comprising computer program code configured to,
when executed on at least one processor, cause a system to capture
an image of an object to be monitored at a first image capturing
frequency by an image sensor of a machine vision system, transmit
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said captured image data to a data processing device, and analyse
said received image data by said data processing device, and wherein
if said received image data is detected to comprise a deviation, said
data processing device is arranged to transmit a trigger signal for
triggering an image sensor so that at least one image sensor is
reconfigured to capture an image burst at a second image capturing
frequency and to transmit the captured image burst data to said data
processing device for further analysis.

According to an embodiment, the system further records acoustic
environment around the machine vision system, transmits said
recorded acoustic environment data to the data processing device, and
analyses said received acoustic environment data by said data
processing device, and wherein if said received acoustic environment
data is detected to comprise a deviation, said data processing device is
arranged to transmit a trigger signal for triggering an image sensor so
that at least one image sensor is reconfigured to capture an image
burst at the second image capturing frequency and to transmit the
captured image burst data to said data processing device for further
analysis. According to an embodiment, the system further determines a
root cause of the deviation, and determines the image sensor
reconfigured to capture the image burst on the basis of the root cause.
According to an embodiment, the image sensor continues capturing
images at the first image capturing frequency after the image burst.
According to an embodiment, the trigger signal determines image
capturing frequency of the image burst. According to an embodiment,
the trigger signal determines image resolution of images captured
during the image burst. According to an embodiment, the trigger signal
determines length of time of the image burst.

Brief description of the drawings

In the following, various embodiments of the invention will be described
in more detail with reference to the appended drawings, in which

Fig. 1 shows a machine vision system according to an example
embodiment;
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Fig. 2 shows a machine vision system according to an example
embodiment; and
Fig. 3 shows an inspection method of a machine vision system

according to an example embodiment.

Detailed description

The present invention relates to a machine vision system according to
an example embodiment and comprising at least one image sensor
used for detecting deviations in a web product, machinery or a process.
The term “deviation” includes in this context any deviation detectable
from the product, machinery or process, for example, a defect, a hole,
a stain, a definite change, a grey or dark spot, a streak, a wrinkle, an
air bubble or a pattern in a web, or a malfunction or fault or a defect or
deviation in mechanical structure of a machine, or a defect or deviation
in some other part of a process. The image sensor is used for
capturing images of a moving object, for example, a web or a machine
that is a monitoring target of that image sensor. The image sensor of
the machine vision system may be, for example, a camera, for
example, a c-mos or ccd camera, a matrix or line scan camera, a black
and white or colour camera, a regular or smart camera, or any suitable
camera. Targets arranged to be monitored may be illuminated for
imaging. A machine vision system according to embodiments may be
arranged, for example, in or in connection with web monitoring beams
or web monitoring rails for supporting one or more image sensors and
possible one or more lights.

Many deviations are such that one image or rarely captured sequential
images of the deviation are not enough, but the product or machine
must be monitored more carefully, for example, with a plurality of
images with high frequency, in order to detect the whole deviation or to
determine the root cause for the deviation. This means that more
images of the deviation may be needed. Furthermore, condition of the
machine itself may also need more accurate monitoring in order to
enable detection of possible machine/machinery malfunction(s) or
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process deviations. This more accurate monitoring may again need a
plurality of sequential images with high frequency.

The present invention further relates to a method according to an
example embodiment of the invention, wherein one or more images of
the web are captured by one or more image sensors at a first image
capturing frequency in a so called first image capturing mode, and
image data of one or more captured images are analysed by a data
processing device of the image sensor and/or transmitted to an
external data processing device for analysis. If one or more captured
images are detected to comprise a deviation, at least one image
sensor may be configured by a trigger signal to capture at least one
image burst. The term “image burst” refers in this context a period of
time during which an image sensor is in a high speed image shooting
mode. Images captured during the image burst may also comprise at
least partly overlapping image areas and they may also have higher
resolution. The detected deviation may cause triggering of the same
image sensor that captured the image comprising the deviation or one
or more other image sensors instead of or in addition to that image
sensor. The data processing device may, for example, by a trigger
signal reconfigure an image sensor i.e. change a configuration of the
image sensor so that the image sensor is configured to the second
image capturing frequency mode that is the image burst mode. The
trigger signal may also determine for the image sensor the image
capturing frequency and/or a resolution of an image burst to be
captured, how the images should overlap and/or length of time of the
image burst.

Instead of or in addition to deviation detection of a material web,
acoustic representation of process machinery may be analysed and at
least one image sensor may also be configured by a trigger signal to
capture at least one image burst in the second image capturing
frequency mode, if a deviation, for example a predefined change, is
detected in the acoustic representation of process machinery via an
auditory analysis during the first image capturing mode. The auditory
analysis may be performed, for example, by a data processing device
of the image sensor and/or an external data processing device. The
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data processing device of the image sensor and/or an external data
processing device may comprise an acquisition unit receiving the
acoustic environment data of the process that is the environmental
sound around the image sensors imaging the process and comprising
acoustic sensor(s), such as a microphone recording acoustic
environment i.e. audio signals around them.

Furthermore, at least one image sensor may also be triggered
manually for capturing at least one image burst or one image sensor
may also be triggered more than one image bursts by one trigger
signal so that there are a predetermined interval between image bursts.

During image bursts one or more triggered image sensors are in the
second image capturing frequency mode. The image capturing
frequency of the second image capturing frequency mode is higher
than the image capturing frequency of the first image capturing
frequency mode. During the first image capturing frequency mode, an
image sensor may capture, for example, 50 — 100 images per second
and during the second image capturing frequency mode the image
sensor may capture, for example, 500 — 1000 images per second.
Usually, an image burst takes a relatively short time, for example, 0.5 -
1 second, because it may produce so much image data for analysing.
Furthermore, images of the image burst may have higher resolution
than images captured outside the image burst i.e. outside the second
image capturing frequency mode i.e. during the first image capturing
frequency mode. An image sensor suitable for capturing and also
transmitting image burst data comprising a plurality of images, possibly
high resolution images, needs to have sufficient processing power. The
image sensor capturing the image burst may store image burst data in
its memory before it transmits the image burst data for analysing to a
data processing device, for example, an external data processing
device that is wirelessly, or via a wired connection connected to the
image sensor. This way, the data transmission rate may not form a
limitation for image burst data transmission.

It may be predefined for the machine vision system or directly for one
or more image sensors of the machine vision system which one or
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more image sensors are triggered to capture the image burst or
alternatively the image sensor or the external data processing device
may determine image sensor(s) used for image burst in the triggering
signal.

The image sensor triggered for capturing an image burst may be
defined, for example, as follows. The image sensor(s) may be
determined on the basis of a detected deviation in a material web. The
machine vision system may define inter-relationships between material
web deviations and their root causes. There may be root causes for
certain types of deviation that are stored in the memory of the data
processing system. Further, on the basis of the root cause the machine
vision system may determine one or more image sensors that are in
such location(s) that the root cause or an area wherein the root cause
causes deviation(s) should be imaged more carefully by the image
burst. Furthermore, instead of or in addition to deviation detection of
the material web, an image sensor for capturing an image burst may be
determined on the basis of detected deviation in the acoustic
representation of the machinery. A data processing device of the
machine vision system may again define inter-relationships between
deviation(s) of the acoustic representation of the machinery and their
root causes. Again, on the basis of the root cause(s) the data
processing device may determine one or more image sensors that are
in a location of the root cause of the deviation e.g. near a certain
machine or an area wherein the root cause causes changes in the
acoustic representation of the machinery. It is possible that root causes
of deviations are predefined for the machine vision system.

Figure 1 shows an embodiment of the invention, in which a machine
vision system 10 is disclosed in conjunction with an object to be
monitored 13. The machine vision system comprises at least two smart
cameras 14, 17 comprising an image sensor 11, 15 and a data
processing device part 12, 16. The area image sensor 11 is arranged
to capture images from an object to be monitored i.e. that is a movable
web-like material and to transmit image data of each image to the data
processing device part 12 of the smart camera 14. The area image
sensor 15 is arranged to capture images from an object to be
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monitored i and to transmit image data of each image to the data
processing device part 16 of the smart camera 17.

The data processing device part 12, 16 comprises at least one
processor, at least one memory including computer program code for
one or more program units, and means for receiving image data
wirelessly or via wired connection from the sensor 11, for example, a
receiver or a transceiver, and means for transmitting trigger signals
wirelessly or via wired connection, for example, a transmitter or a
transceiver. There may be multiple processors e.g. a general purpose
processor and a graphics processor and a DSP processor and/or
multiple different memories e.g. volatile memory for storing data and
programs at run-time and nonvolatile memory such as a hard disk for
permanently storing data and programs. The data processing device
part 12 of the smart camera 14 and the data processing device part 16
of the smart camera 17 may be any computing device suitable for
handling image data such as a computer. The data processing device
part 12, 16 is in electronic communication with the area image sensor
11, 15 via signal lines respectively. The smart camera 14, 17 may also
include a video controller and an audio controller for generating signals
that can be produced for the user with computer accessories. The
smart camera 14, 17 produces output to the user through output
means. The video controller may be connected to a display. The
display may be e.g. a flat panel display or a projector for producing a
larger image. The audio controller may be connected to a sound
source, such as loudspeakers or earphones. The smart camera 14, 17
may also include an acoustic sensor such as a microphone.

The data processing device part 12, 16 is configured to receive from
the image sensor 11, 15 images captured at a first image capturing
frequency by the image sensor 11, 15 as image data. The data
processing device parts 12, 16 analyse the above-mentioned images,
and if, for example, the data processing device part 12 detects a
deviation, it may configure by a trigger signal the image sensor 11 or
alternatively the second image sensor 15 of the second camera 16, or
both, by indicating that an image burst should be captured and the
image burst data should be transmitted to the data processing device
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part 12, 16 for further analysis i.e. the data processing device part 12
requests an image burst from the image sensor 11 and/or from the
image sensor 15 to the processing device part 16. During image burst,
the image sensor(s) 11 and/or 15 capture images at the second image
capturing frequency that is higher than the first image capturing
frequency. The data processing device part 12 may also define in the
trigger signal the number of images of image burst or the duration of
the image burst for the image sensor(s) 11 and/or 15 or it may be
predefined for the image sensor(s) 11 and/or 15. After the image
sensor(s) 11 and/or 15 have captured the requested image burst, the
image sensor(s) 11 and/or 15 start to capture images at the first image
capturing frequency and transmit the image data until the next image
burst trigger signal is received. In this embodiment, the second image
sensor 15 capture images of an object to be monitored that is a
machine 18 is arranged before the image sensor 11 in the process line.
Further, because the machine 18 is earlier in the process than the
location where the deviation was found by image sensor 11, it is
possible, for example, to check if the machine 18 is working properly or
if the machine 18 is causing deviations to the material web. The data
processing device part 12 may further be arranged to notify a user of
the machinery comprising the machine vision system 10.

Figure 2 shows an embodiment of the invention, in which a machine
vision system 20 is disclosed in conjunction with a moving object to be
monitored 23. The machine vision system comprises at least two
image sensors 21, 25, an acoustic sensor 26 and a data processing
device 22 for processing acoustic data and image data. The image
sensors 21, 25 are arranged to capture images from the moving object
23 that is a material web and to transmit data of each image to the data
processing device 22. The acoustic sensor 26 is arranged to capture
acoustic data around the moving object to be monitored 23.

The data processing device 22 comprises at least one processor, at
least one memory including computer program code for one or more
program units, and means for receiving image data wirelessly or via
wired connection, for example, a receiver or a transceiver, and means
for transmitting configurations by trigger signals wirelessly or via wired
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connection, for example, a transmitter or a transceiver. There may be
multiple processors e.g. a general purpose processor and a graphics
processor and a DSP processor and/or multiple different memories e.g.
volatile memory for storing data and programs at run-time, and
nonvolatile memory such as a hard disk for permanently storing data
and programs. The data processing device 22 may be any computing
device suitable for handling image data, such as a computer. The data
processing device 22 is in electronic communication with the image
sensors 21, 25 and the acoustic sensor 26 via signal lines. For
handling the signals to/from the signal lines, the data processing device
22 comprises /O circuitry. The connection between the image sensors
21, 25 and the acoustic sensor 26 and the data processing device 22
and the acoustic sensor 26 and the data processing device 22 are a
wired or wireless network. The data processing device 22 may also
include a video controller and an audio controller for generating signals
that can be produced to the user with computer accessories. The video
controller may be connected to a display. The display may be e.g. a flat
panel display or a projector for producing a larger image. The audio
controller may be connected to a sound source, such as loudspeakers
or earphones. The data processing device 22 may also include an
acoustic sensor, such as a microphone.

The data processing device 22 is configured to receive images
captured at a first image capturing frequency from the image sensors
21, 25 and acoustic data captured by the acoustic sensor 26. The data
processing device 22 analyses the above mentioned images and
acoustic data and if the data processing device 22 detects a deviation,
it may configure by a trigger signal the image sensor 21 or alternatively
the second image sensor 25 or both by indicating that an image burst
should be captured and image burst data should be transmitted to the
data processing device 22 for further analysis i.e. the data processing
device 22 requests an image burst from the image sensor 21 and/or
from the image sensor 25. During image burst, the image sensor(s) 21
and/or 25 capture images at the second image capturing frequency
that is higher than the first image capturing frequency.
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In this embodiment, the second image sensor 25 is arranged before
the image sensor 21 in the process line for imaging the object to be
monitored 23. Thus, if the data processing device 22 detects a
deviation in an image data received from image sensor 21, it is
possible that there is something wrong in the moving object to be
monitored 23 already in the earlier phase of the process and the
second image sensor 25 is triggered to perform an image burst.

The data processing device 22 may also define the number of images
of image burst or the duration of the image burst for the image
sensor(s) 21 and/or 25 or it may be predefined for the image sensor(s)
21 and/or 25. After the image sensor(s) 21 and/or 25 have captured
and image data have been transmitted the requested image burst data,
the image sensor(s) 21 and/or 25 start to capture and at the first image
capturing frequency until the next image burst trigger signal is received.
The data processing device 22 may further be arranged to notify a user
of the machine comprising the machine vision system 20.

Some image sensors may also offer a possibility of having multiple
predetermined configuration sets, which if used can speed up the
process of re-configuring the image sensor 21, 25 to the different
modes. In the case of predetermined configuration sets, instead of a
list of parameters, a simple command from the data processing device
22 will be enough to re-configure the image sensor 21, 25 to perform
the image burst. It is also possible that the image sensor switch to an
image burst mode automatically without a trigger signal or any other
command, for example, at predetermined times.

It is also possible that several image burst mode types are used in one
machine vision system, for example, used image capturing frequencies
or image burst lengths or number of image bursts may vary and they
may depend, for example, on a root cause of a deviation or an imaging
target. Again the a data processing device may determine for an image
sensor what image burst mode to use, for example, by a triggering
signal or the type of an image burst mode may be predetermined for
each image sensor(s) beforehand. If the image burst mode type is
predetermined beforehand, it may be enough to receive just a simple
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trigger signal indicating a need to change to an image burst state
mode.

Figure 3 shows a deviation inspection method 30 of a machine vision
system according to an example embodiment. In step 31 an image
sensor of a machine vision system captures an image of an object to
be monitored at a first image capturing frequency. In step 32 an image
data processing device transmits the captured image data to an image
data processing device. In step 33 the image data processing device
analyses the received image data and if said received image data is
detected to comprise a deviation, the image data processing device, in
step 34, transmits a trigger signal for triggering an image sensor so that
at least one image sensor is reconfigured to capture an image burst at
a second image capturing frequency and to transmit the captured
image burst data to said image data processing device for further
analysis. It should be noted that image sensors may also be used for
imaging other type of moving object(s) than web-like material.

The various embodiments of the invention can be implemented with the
help of computer program code that resides in a memory and causes
an apparatus to carry out the invention. For example, the apparatus
that is a computing device, for example, a data processing device may
comprise circuitry and electronics for analysing, receiving and
transmitting data, a computer program code in a memory, and a
processor which, when running the computer program code, causes
the apparatus to carry out the features of an embodiment. The
processor, when running the computer program code, may carry out
the steps of the following method: capturing image(s) of an object to be
monitored by an image sensor, for example, a camera sensor, at a first
image capturing frequency, transmitting image data of said captured
images, analysing the received images, and if said received image is
detected to comprise a deviation or if the acoustic representation of the
machinery is detected to comprise change, said data processing
device is arranged to transmit configurations by a trigger signal to at
least one image sensor, and wherein said at least one image sensor is
arranged to capture an image burst that is imaging at a second image
capturing frequency during a relatively short period of time. After the
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image burst, the image sensor continues to image at the first image
capturing frequency. The method may further the comprise the
following steps, wherein the data processing device is arranged to
store and transmit image data of said image burst to the data
processing device for further analysis. It should be noted that there
may not always need to be a defect in an image or a change in
acoustic representation of the machinery so that the data processing
device triggers an image burst, but the image burst may also be
triggered randomly by the data processing device.

Considerable advantages are achieved by the present invention when
compared to methods and systems of existing machine vision systems
comprising at least an image sensor e.g. a camera suitable for
capturing image bursts. By means of the arrangement according to the
invention it is possible to use an image sensor at two different modes,
wherein the first mode comprises imaging at a first image capturing
frequency and the second mode comprises imaging at a second image
capturing frequency for short period of time, when needed. In addition,
by means of the arrangement according to the invention it is also
possible to provide the image burst data whenever needed, for
example, when individual and less frequently captured images do not
give enough information.

It is obvious that the present invention is not limited solely to the above-
presented embodiments, but it can be modified within the scope of the
appended claims.
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Claims:

1. A method, comprising:

capturing an image of an object to be monitored at a first image
capturing frequency by an image sensor of a machine vision system;

transmitting said captured image data to a data processing device; and

analysing said received image data by said data processing device,
and wherein

if said received image data is detected to comprise a deviation, said
data processing device is arranged to transmit a trigger  signal  for
triggering at least the image sensor that captured the image data
comprising the deviation so that at least that image sensor is
reconfigured to capture an image burst at a second image capturing
frequency, wherein the trigger signal defines the duration of the image
burst, and wherein the second image capturing frequency of the image
burst is higher than the first image capturing frequency, and to transmit
the captured image burst data to said data processing device for
further analysis.

2. A method according to claim 1, wherein the method further
comprises:

recording acoustic environment around the machine vision system;
transmitting said recorded acoustic environment data comprising
acoustic representation of process machinery to the data processing

device; and

analysing said received acoustic environment data by said data
processing device, and wherein

if said received acoustic environment data is detected to comprise a
change in the acoustic representation of process machinery during the
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first image capturing mod, said data processing device is arranged to
transmit a trigger signal for triggering an image sensor so that at least
one image sensor is reconfigured to capture an image burst at the
second image capturing frequency and to transmit the captured image
burst data to said data processing device for further analysis.

3. A method according to claim 1 or 2, wherein the method further
comprises:

defining inter-relationships between deviations of the object to be
monitored and their causes;

determining a cause of the detected deviation; and

determining the image sensor reconfigured to capture the image burst
on the basis of the cause, wherein the image sensor is in such a
location wherein the cause caused the detected deviation.

4. A method according to any of the claims 1 to 3, wherein the image
sensor continues capturing images at the first image capturing
frequency after the image burst.

5. A method according to any of the claims 1 to 4, wherein the trigger
signal determines image capturing frequency of the image burst.

6. A method according to any of the claims 1 to 5, wherein the trigger
signal determines image resolution of images captured during the
image burst.

7. A method according to any of the claims 1 to 6, wherein the trigger
signal determines length of time of the image burst.

8. A machine vision system for monitoring an object to be monitored
comprising an image sensor and a data processing device, wherein
said image sensor is arranged to capture an image of said object to be
monitored at a first image capturing frequency and to transmit said
captured image data to the data processing device for analysing, and
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wherein if said received image data is detected to comprise a
deviation, said data processing device is arranged to transmit a trigger
signal for triggering at least the image sensor that captured the image
data comprising the deviation so that at least that image sensor is
reconfigured to capture an image burst at a second image capturing
frequency, wherein the trigger signal defines the duration of the image
burst, and wherein the second image capturing frequency of the image
burst is higher than the first image capturing frequency, and to transmit
the captured image burst data to said data processing device for
further analysis.

9. A machine vision system according to claim 8, wherein the machine
vision system further comprises an acoustic sensor, wherein said
acoustic sensor is arranged to record acoustic environment around the
machine vision system and wherein the acoustic sensor is further
arranged to transmit said recorded acoustic environment data
comprising acoustic representation of process machinery to the data
processing device for analysing, and wherein if said received acoustic
environment data is detected to comprise a change in the acoustic
representation of process machinery during the first image capturing
mod, said data processing device is arranged to transmit a trigger
signal for triggering an image sensor so that at least one image sensor
is reconfigured to capture an image burst at the second image
capturing frequency and to transmit the captured image burst data to
said data processing device for further analysis.

10. A machine vision system according to claim 8 or 9, wherein the
data processing device further:

defines inter-relationships between deviations of the object to be
monitored and their causes;

determines a cause of the detected deviation; and
determines the image sensor reconfigured to capture the image burst

on the basis of the cause, wherein the image sensor is in such a
location wherein the cause caused the detected deviation.
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11. A machine vision system according to any of the claims 8 to 10,
wherein the image sensor continues capturing images at the first image
capturing frequency after the image burst.

12. A machine vision system according to any of the claims 8 to 11,
wherein the trigger signal determines image capturing frequency of the
image burst.

13. A machine vision system according to any of the claims 8 to 12,
wherein the trigger signal determines image resolution of images
captured during the image burst.

14. A machine vision system according to any of the claims 8 to 13,
wherein the trigger signal determines length of time of the image burst.

15. A computer program product, stored on a computer readable
medium and executable in a computing device, wherein the computer
program product comprises instructions to perform a method according
to any of the claims 1 to 7.
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Capturing an image of an object {o be monitored
at a first image capturing frequency by an image
sensor of a machine vision system
32\\ y
Transmitting said captured
image data data o a data processing device
33
e
Analysing the image data by the
data processing device and if deviation found
¥
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1 Transmitling a trigger signal for triggering an
image sensor for capluring an image burst at a
second image capluring frequency and for
fransmitring the captured image burst data to
said data processing device for further analysis
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