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Systems and Methods Involving Multi-Bank, Dual- or Multi-Pipe SRAMs

by Robert Haig, Patrick Chuang, Chih Tseng and Mu-Hsiang Huang

CROSS REFERENCE TO RELATED APPLICATION INFORMATION

This PCT applications claims benefit/priority of U.S. provisional application No.
61/523,230, filed August 12, 2011, and U.S. non-provisional application No. 13/327,721,
filed December 15, 2011, which are incorporated herein by reference in entirety.

BACKGROUND
Field:

Innovations herein relate generally to increasing the performance of static random
access memory (SRAM), and, more specifically, to systems and methods including or
involving dual- or multi-pipe multibank SRAMs.

Description of Related Information:

By way of illustration, with regard to Quad burst-of-2 (Quad-B2) SRAMs for example,
since two operations - a Read and a Write - are initiated per clock cycle, a single-bank
SRAM must execute a Read and a Write operation, to any pair of random addresses,
together (and sequentially) within a single clock cycle. Additional clock cycles may be
used to pipeline Address & Write Data from SRAM input pins to the memory array, and
to pipeline Read Data from the memory array to SRAM output pins, but the Read and
Write memory accesses themselves must be executed together within a single clock
cycle. Here, then, such operations must be executed sequentially, as simultaneous
accesses would perforce have to be initiated to different banks. And single bank
devices don’t have multiple banks.

Further, in single-bank Quad-B2 SRAMs with optimized Read and Write pipelines, the
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maximum operating frequency (which equates to the maximum performance of the
device) is therefore equal to one divided by the minimum amount of time “tRW”
required to execute the R/W pair of operations. For example, if tRW = 2ns, then the
maximum operating frequency is 1/2ns = 500 MHz.

Note that such single-bank Quad-B2 SRAMs typically utilize single Read and Write
pipelines. In such SRAMSs, utilizing multiple pipelines cannot improve the maximum
operating frequency of the SRAM beyond that described above. That is, such single-
bank Quad-B2 SRAMs are “single-pipe” as well.

As set forth below, one or more aspects of the present inventions may overcome these

or other drawbacks and/or otherwise impart innovative features.

DESCRIPTION OF THE DRAWINGS
The accompanying drawings, which constitute a part of this specification, illustrate
various implementations and aspects of the present invention and, together with the

description, explain various features of the innovations herein. In the drawings:

FIG. 1 is a diagram showing an illustrative SRAM configuration consistent with one or
more aspects related to the innovations herein.

FIGs. 2A and 2B are representative timing diagrams showing operational timing
features of a known single-bank, single-pipe memory (FIG. 2A) as compared to a multi-
bank, dual-pipe memory (FIG. 2B) consistent with one or more aspects related to the

innovations herein.

FIG. 3 is a diagram showing an illustrative SRAM configuration including an M-deep
write buffer per write pipe, consistent with one or more aspects related to the

innovations herein.
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FIG. 4 is a representative timing diagram showing illustrative timing aspects of a dual-
pipe SRAM with a 2-deep write buffer, consistent with one or more aspects related to

the innovations herein.

FIG. 5 is a diagram showing an illustrative dual-pipe SRAM configuration including a
single 2*M-deep read buffer for both read pipes, consistent with one or more aspects

related to the innovations herein.
FIG. 6 is a diagram showing an illustrative dual-pipe SRAM configuration including
duplicate 2*M-deep read buffers per read pipe, consistent with one or more aspects

related to the innovations herein.

DETAILED DESCRIPTION OF ILLUSTRATIVE IMPLEMENTATIONS

Reference will now be made in detail to the inventions herein, examples of which are
illustrated in the accompanying drawings. The implementations set forth in the following
description do not represent all embodiment consistent with the claimed inventions.
Instead, they are merely some examples consistent with certain aspects related to the
present inventions. Wherever possible, the same reference numbers will be used
throughout the drawings to refer to the same or like parts.

As to definitions of some terms/expressions herein, “Single-Bank™ means 1 distinct
logical memory bank. “Multi-Bank”™ means > 2 distinct logical memory banks. “Single-
Pipe” means 1 distinct pipeline structure for both the Read Path and the Write Path.
“‘Dual-Pipe” means 2 distinct pipeline structures for both the Read Path and the Write
Path. “Multi-Pipe” means > 2 distinct pipeline structures for both the Read Path and the
Write Path.

Systems and methods herein may include and/or involve SRAM architecture of multi-

bank, dual-pipe (or multi-pipe) device types. With regard to a “dial pipe”
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implementation, for example, an illustrative SRAM device may be configured such that
each pair of Read and Write operations (which can be initiated each and every cycle)
may alternate between two sets of Read and Write pipelines (i.e., for the dual pipe), and
may be executed together over two cycles instead of within a single cycle (as in the
single-bank SRAM). When the R/W pair of operations are executed over two cycles
instead of one cycle, the maximum operating frequency of the SRAM doubles, to two
divided by tRW. For example, if tRW = 2ns, then the maximum operating frequency is
2/2ns = 1 GHz. Here, because the R/W pair of operations are executed over two
cycles, each new R/W pair of operations executed in cycles “n” and “n+1” will overlap,
for one cycle, with the previous R/W pair of operations executed in cycles “n-1” and “n”.
In prior devices, such overlap issues typically restricted which banks could be accessed
in cycle “n” (as a result of the new R/W pair of operations) to any banks not already
being accessed in cycle “n” (as a result of the previous R/W pair of operations). Such
bank restrictions, however, may be managed via features and aspects consistent with

the present disclosure.

According to certain implementations, in connection with aspects of alternating R/W
pair(s) of operations between two sets of Read and Write pipelines, lower
cost/complexity Read and Write pipeline structures may be utilized in the multi-bank,
dual-pipe SRAMSs set forth herein, including Read and Write pipeline structures that
help simplify the design. Further, in the present dual-pipe architecture(s), the
propagation delay through the Read and Write pipelines, in units of “time”, may match
that of the single-pipe architecture. Consequently, the performance of the pipeline
structures does not have to double even though the operating frequency has doubled.

Turning to some illustrative embodiments, multi-bank, dual-pipe architecture, to which a
pair of Read and Write operations are initiated externally as often as each and every
clock cycle, consistent with the innovations herein, may be implemented via Quad-B2
SRAMs. Here, as may be seen in part in FIG. 1, each SRAM “bank” 128 may comprise
block of SRAM memory cells, organized as a matrix of X-rows and Y-columns, having
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all of the necessary memory cell access circuits, such as X-decoders, Y-decoders,
Section-decoders, Read/Write controls, Read sense-amps, Write data input amps, etc.
These devices may be configured such that each SRAM bank can be independently
accessed, either substantially parallel to, or staggered overlap in time with, other SRAM
banks via two separate and distinct pipes, in the dual-pipe case, and via “N” separate
and distinct pipes, in the multi “N”-pipe case (see further below). Each SRAM “pipe”
may comprise a Write Pipe and a Read Pipe. Further, each Write Pipe may comprise
separate complete Write Address pre-decoder buses; separate Write Control signals;
separate internal Write Data input buses, including separate m-deep Write Buffers for
managing Write Data and Write Address propagation from input pins to memory array;
and associated Write timing clock signals. Similarly, each Read Pipe may comprise
separate complete Read Address pre-decoder buses; separate Read Control signals;
separate internal Read Data output buses, including separate k-stage Output Pipelines
for managing Read Data propagation from memory array to output pins; and associated

Read timing clock signals.

Moreover, in some implementations, the structure of each Read Pipe and Write Pipe
utilized in the dual-pipe and multi “n”-pipe cases can be the same as the structure of the
Read Pipe and Write Pipe utilized in a single-bank, single-pipe Quad-B2 SRAM, such
that the propagation delay through each Read Pipe and Write Pipe, in units of time, is
the same as in the single-pipe case. In these implementations, the performance of the
Read Pipe and Write Pipe structure does not have to double (in the dual-pipe case) or
increase “n” times (in the multi “n”-pipe case) even though the maximum operating
frequency doubles (in the dual-pipe case) or increases “n” times (in the multi “n”-pipe
case) compared to the maximum operating frequency of the single-pipe case. Rather, in
some implementations, the performance of the Read Pipe and Write Pipe may be the
same in all cases, simplifying the design progression from single-pipe to dual-pipe to

multi “n”-pipe.
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It should be noted that, while many of the implementations discussed herein include or
involve architecture of the Quad-B2 SRAM as a multi-bank dual- (2) pipe device in order
to double the performance versus a Quad-B2 SRAM architected as single-bank device,
other implementations herein relate to multi-bank multi- (“n”, where n >2) pipes, in order
to increase performance even further. Here, for example, 3 pipes can be used to triple
performance, 4 pipes can be used to quadruple performance, etc. Further, in some
implementations, the number of banks in the multi-bank structure must be greater than
or equal to the number of pipes in the multi-pipe structure, so that each pipe can
facilitate a memory access to a unique bank when the memory accesses associated
with each pipe overlap. The maximum operating frequency of such a multi-bank,
multi(n)-pipe Quad-B2 SRAM is equal to n/tRW.

Turning back to the illustrative implementation shown in FIG. 1, each SRAM “pipe” may
comprise (but is not necessarily limited to) separate complete Read / Write address pre-
decoder buses (Xpd, Ypd, Zpd) 100 & 101, which may be configured to carry Read /
Write control signals from control components such as Read / Write control circuits 140,
141, separate internal Write data input busses 104 & 105, including separate m-deep
Write Buffers (for managing Write Data and Write Address propagation from input pins
to memory array) [shown as part of 104 & 105 for purpose of this illustration], separate
internal Read data output buses 108 & 109, including separate k-stage Output Pipelines
(for managing Read Data propagation from memory array to output pins) 108 & 109,
separate Read coherency logic 108 & 109, including separate 2*m-deep Read Buffers
(for providing coherency Read Data, rather than using the Write Buffers themselves to
provide such Read data) 112 & 113, and/or associated timing/clock circuitry and/or

signals.

Further, in some implementations like that shown in Figure 1, each SRAM pipe may be
connected to all of the SRAM banks through multiplex control circuits 116 & 120 & 124,
in such a way that each of “n” pipes implemented in the SRAM can be connected to any
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one of “t” banks implemented in the SRAM (t > n) on a one-to-one basis. Further, a
unique pipe-to-bank connection may be formed substantially parallel to, or staggered in
time with, other such unique pipe-to-bank connections.

Additionally, while various components, such as control components/circuitry 140, 141,
buffers, etc., are shown via or within the illustrative elements depicted in FIG. 1, SRAMs
herein may utilize other configurations of such components, as well, including elements

that are formed or distributed in different arrangements or configurations.

Notably, a requirement to certain implementations herein, is that each pipe must be
connected to a unigue SRAM bank at all times. This requirement may be managed as a
function of the user controlling which banks are Read and Written at a particular time,
such that no single bank is accessed more than once at any particular time. Such a
“‘Bank Conflict Avoidance/Arbitration” requirement and associated features may allow
for multiple simultaneous pipe-to-bank connections, either substantially parallel in time,
or staggered overlap in time.

Features and functionality consistent with one or more aspects of the innovations
described in this disclosure, and utilized to double performance over a single-bank
Quad-B2 SRAM, may include or involve: (1) architecting an SRAM as a multi-bank,
dual-pipe device; (2) as sequential Read operations are initiated, propagating Read
Address to the memory array, and Read Data from the memory array to SRAM output
pins, alternately between the two Read pipes; (3) as sequential Write operations are
initiated, propagating Write Address and Write Data to the memory array alternately
between the two Write pipes; and/or (4) executing each R/W pair of operations in the
memory array within a fixed unit of time “tRW”, independent of cycle time, where the
Read is executed first and the Write is self-timed from the Read. Within each R/W pair,
the Read and Write can be to the same memory bank, or to different banks.
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FIGs. 2A and 2B are representative timing diagrams showing operational timing
features of a known single-bank, single-pipe memory (FIG. 2A) as compared to a multi-
bank, dual-pipe memory (FIG. 2B) consistent with one or more aspects related to the
innovations herein. Figs. 2A-2B compare Multi-Bank, Dual-Pipe (MBDP) timing to
Single-Bank, Single-Pipe (SBSP) timing. In the SBSP case, one Internal Operation
sequence 200, associated with the single internal pipe, is illustrated. It depicts the R/W
pair of operations executed in the memory array, as described in #4 above, at a
particular tRW time period equal to 1 clock cycle, where the Read and Write operations
comprising the pair propagate through one Read pipe and one Write pipe respectively.
In the MBDP case, two Internal Operation sequences 201 & 202, associated with the
two internal pipes (labeled “U pipe” and “V pipe”), are illustrated. The U pipe sequence
201 depicts the R/W pair of operations executed in the memory array, as described in
#4 above, at a particular tRW time period equal to 2 clock cycles, where the Read and
Write operations comprising the pair propagate through the Read U pipe and the Write
U pipe respectively. Similarly, the V pipe sequence 202 depicts the R/W pair of
operations executed in the memory array, as described in #4 above, at a particular tRW
time period equal to 2 clock cycles, where the Read and Write operations comprising

the pair propagate through the Read V pipe and the Write V pipe respectively.

FIG. 3 is a diagram showing an illustrative SRAM configuration including an M-deep
write buffer per write pipe, consistent with one or more aspects related to the
innovations herein. Referring to FIG. 3, an illustrative block diagram, of the MBDP
case, of the Read Address input path 300~302, Write Address input path 310~312, and
Write Data input path 320~323 through the two internal Read and Write pipes (labeled
‘U pipe” and “V pipe”) to an 8-bank memory array 330 is shown. Each Write pipe
includes an m-deep Write Buffer 311~312 & 322~323 that stores the Write Address and
Write Data associated with each externally-initiated Write operation for 2*m clock cycles

before the Write operation is executed in the memory array.
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Write Buffering

Write Buffering may be required with various innovative systems and methods herein
because within each R/W pair of operations, the Write is self-timed from the Read (as
described in #4 above). And due to the nature of the dual-pipe architecture, an m-deep
Write Buffer (m >1) 311~312 & 322~323 is utilized per Write pipe (the particular depth
needed depends on many factors, and is beyond the scope of this disclosure).
Consequently, the Write executed internally together with the Read initiated in cycle “a”
(in Fig. 2 above, Write x is executed together with Read1, Write x+1 is executed
together with Read2, etc.), comprising the R/W pair described in #4, is not the Write
initiated in cycle “a” (which would be the case if there were no Write Buffering), but
rather the Write initiated in cycle “a - 2*m” (due to each Write pipe having an m-deep
Write Buffer).

Note that Write Buffer depth affects which banks can be accessed when a Read is
initiated. Specifically, when a Read is initiated in cycle “a”, it must be to a different bank
than the Write initiated in cycle “a — (1+2*m)”, since the internal execution of those two

operations will overlap.

FIG. 4 is a representative timing diagram showing illustrative timing aspects of a dual-
pipe SRAM with a 2-deep write buffer, consistent with one or more aspects related to
the innovations herein. Referring to Fig. 4, an illustrative MBMP timing associated with
FIG. 2 with a 2-deep Write Buffer per Write pipe is shown. Consequently, each R/W
pair of operations executed internally from the U pipe 400 and the V pipe 401 in cycles
“a” and “a+1” comprises the Read operation from cycle “a” and the Write operation from

cycle “a-2*2” = “a-4”.

In connection with certain of the exemplary implementations illustrated above, it should
also be noted that Read in cycle “a” must be to a different bank than Write in cycle “a-

(1+2*2)” = “a-5”, because internally the two operations overlap. Also, according to one
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or more of the illustrative implementations shown, Read in cycle “a” must be to a
different bank than Read in cycle “a-1”, because internally the two operations overlap

(slightly).

Maintaining Coherency

Quad-B2 SRAMs are required to be coherent; that is, Read operations to a particular
address must always return the most recently written data to that address. Coherency is
automatically maintained when no Write Buffers are utilized, because in that case Read
and Write operations are executed internally in the same order in which they are
initiated externally. However, in implementations herein that utilize Write Buffers,
coherency may be maintaining via requiring that Read data be fetched from the Write
Buffers, rather than from the memory array, when a Read operation is initiated to the
same address as that of a previous Write operation that has not yet been executed in
the memory array.

Maintaining coherency in a dual-pipe architecture is further complicated by the fact that
regardless from which Read pipe a Read operation is executed, the Read address must
be checked against all of the Write operations that have not yet been executed in the
memory array; that is, it must be checked against the Write addresses stored in the
Write Buffers in both Write pipes.

Embodiments herein may also include innovative features associated with Read pipe
design and timing requirements, for example, when each Write pipe utilizes an m-deep
Write Buffer, a separate and distinct 2*m -deep Read Buffer, which duplicates the
contents of the m-deep Write Buffers used in both Write pipes, may be implemented.
Such implementation may take various forms such as: a single 2*m -deep Read Buffer
501 (see Fig. 5), for use by both Read pipes; or duplicate 2*m -deep Read Buffers 601
& 602 (see Fig. 6), one per Read pipe, if it helps optimize the efficiency of the Read

pipes.

-10 -
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Further, Read Buffer contents may be generated during Write propagation through each
Write pipe, and are checked (and read) by the individual coherency logic associated
with each Read pipe. In this way, each Read pipe can check for the existence of, and
read back if it does exist, any Write Data that has not yet propagated through the Write
Buffer of either Write pipe, regardless in which Write pipe the Write Data resides.

Fig. 5 is an illustrative block diagram, of the MBDP case, of the Read Data output path
from an 8-bank memory array 500 through the two internal Read pipes (labeled “U pipe”
and “V pipe”). Referring to FIG. 5, each Read pipe includes a 3-stage Output Pipeline
510~512 & 520~522 that is used to propagate Read Data to the output pins.
Additionally, a single 2*m -deep Read Buffer 501 is used by both Read pipes for

maintaining coherency.

Further, with regard to Fig. 5, the representative implementation(s) depicted show the
Read Buffer data being MUXed into the Read path, with Read data from the memory
array 500, after the 1°' stage 510 & 520 of a 3-stage Output Pipeline 510~512 &
520~522 per Read pipe. This is for illustrative purposes only. In other implementations
consistent with the innovations herein, for example, the Read Buffer data can be
MUXed into the Read path after any stage of a k-stage Output Pipeline.

Fig. 6 below is an illustrative block diagram, of the MBDP case, of the Read Data output
path from an 8-bank memory array 600 through the two internal Read pipes (labeled “U
pipe” and “V pipe”). In the exemplary implementation shown, each Read pipe includes
a 3-stage Output Pipeline 610~612 & 620~622 that is used to propagate Read Data to
the output pins. Additionally, one 2*m -deep Read Buffer 602 is used exclusively by the
U Read pipe for maintaining coherency, and one 2*m -deep Read Buffer 601 is used

exclusively by the V Read pipe for maintaining coherency.

-11 -
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Further, with regard to Fig. 6, the representative implementation(s) depicted show the
Read Buffer data being MUXed into the Read path, with Read data from the memory
array 600, after the 1°' stage 610 & 620 of a 3-stage Output Pipeline 610~612 &
620~622 per Read pipe. This is for illustrative purposes only. In other implementations
consistent with the innovations herein, for example, the Read Buffer data can be
MUXed into the Read path after any stage of a k-stage Output Pipeline.

Additionally, the innovations herein may be achieved via implementations with differing
or disparate components, i.e., beyond the specific circuits or circuitry set forth above.
With regard to such other components (e.g., circuitry, computing/processing
components, etc.) and/or computer-readable media associated with or embodying the
present disclosure, for example, aspects of the innovations herein may be implemented
consistent with numerous general or special purpose circuits, computing systems or
configurations. Various exemplary circuits, computing systems, environments, and/or
configurations that may be suitable for use with the innovations herein may include, but
are not limited to, various power- or memory-related circuitry, such as that within
personal computers, servers or server computing devices such as routing/connectivity
components, hand-held or laptop devices, multiprocessor systems, microprocessor-
based systems, set top boxes, smart phones, consumer electronic devices, network
PCs, other existing computer platforms, distributed computing environments that include

one or more of the above systems or devices, etc.

In some instances, aspects of the innovations herein may be achieved via logic and/or
logic instructions including program modules, executed in association with the circuitry,
for example. In general, program modules may include routines, programs, objects,
components, data structures, etc. that perform particular tasks or implement particular
control, delay or instructions. The inventions may also be practiced in the context of
distributed circuit settings where circuitry is connected via communication buses,
circuitry or links. In distributed settings, control/instructions may involve one or both

local and remote computer storage media including memory storage devices.

-12 -
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Innovative circuitry and components herein may also include and/or utilize one or more
type of computer readable media. Computer readable media can be any available
media that is resident on, associable with, or can be accessed by such circuits and/or
computing components. By way of example, and not limitation, such computer readable
media may include or involve computer storage media and communication media.
Computer storage media includes volatile and nonvolatile, removable and non-
removable media implemented in any method or technology for storage of information
such as computer readable instructions, data structures, program modules or other
data. Computer storage media includes, but is not limited to, RAM, ROM, EEPROM,
flash memory or other memory technology, CD-ROM, digital versatile disks (DVD) or
other optical storage, magnetic tape, magnetic disk storage or other magnetic storage
devices, or any other medium which can be used to store the desired information and
can accessed by computing component. Communication media may comprise
computer readable instructions, data structures, program modules or other data
embodying the functionality herein. Further, communication media may include wired
media such as a wired network or direct-wired connection, and wireless media such as
acoustic, RF, infrared and other wireless media. Combinations of the any of the above

are also included within the scope of computer readable media.

In the present description, the terms component, module, device, etc. may refer to any
type of logical or functional circuits, blocks and/or processes that may be implemented
in a variety of ways. For example, the functions of various circuits and/or blocks can be
combined with one another into any other number of modules. Each module may even
be implemented as a software program stored on a tangible memory (e.g., random
access memory, read only memory, CD-ROM memory, hard disk drive) to be read by a
central processing unit to implement the functions of the innovations herein. Or, the
modules can comprise programming instructions transmitted to a general purpose
computer or to processing/graphics hardware. Also, the modules can be implemented
as other hardware logic circuitry implementing the functions encompassed by the

-13-
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innovations herein. Finally, the modules can be implemented using special purpose
instructions (SIMD instructions), field programmable logic arrays or any mix thereof

which provides the desired level performance and cost.

As disclosed herein, implementations and features consistent with the present
inventions may be implemented through computer-hardware, software and/or firmware.
For example, the systems and methods disclosed herein may be embodied in various
forms including, for example, in association with memory of data processors, such as in
computers that also include a database, digital electronic circuitry, firmware, software,
or in combinations of them. Further, while some of the disclosed implementations
describe components such as circuits, systems and methods consistent with the
innovations herein may be implemented with any combination of hardware, software
and/or firmware. Moreover, the above-noted features and other aspects and principles
of the innovations herein may be implemented in various environments. Such
environments and related applications may be specially constructed for performing the
various processes and operations according to the invention or they may include a
general-purpose computer or computing platform selectively activated or reconfigured
by code to provide the necessary functionality. The processes disclosed herein are not
inherently related to any particular computer, network, architecture, environment, or
other apparatus, and may be implemented by a suitable combination of hardware,
software, and/or firmware. For example, various general-purpose machines may be
used with programs written in accordance with teachings of the invention, or it may be
more convenient to construct a specialized apparatus or system to perform the required
methods and techniques.

Aspects of the method and system described herein, such as the logic, may be
implemented as functionality programmed into any of a variety of circuitry, including
programmable logic devices (“PLDs”), such as field programmable gate arrays
(“FPGAS”), programmable array logic (“PAL”) devices, electrically programmable logic
and memory devices and standard cell-based devices, as well as application specific
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integrated circuits. Some other possibilities for implementing aspects include: memory
devices, microcontrollers with memory (such as EEPROM), embedded
microprocessors, firmware, software, etc. Furthermore, aspects may be embodied in
microprocessors having software-based circuit emulation, discrete logic (sequential and
combinatorial), custom devices, fuzzy (neural) logic, quantum devices, and hybrids of
any of the above device types. The underlying device technologies may be provided in
a variety of component types, e.g., metal-oxide semiconductor field-effect transistor
("MOSFET?”) technologies like complementary metal-oxide semiconductor (“*CMOS”),
bipolar technologies like emitter-coupled logic (“ECL”), polymer technologies (e.g.,
silicon-conjugated polymer and metal-conjugated polymer-metal structures), mixed

analog and digital, and so on.

It should also be noted that the various circuits, logic and/or functions disclosed herein
may be enabled using any number of combinations of hardware, firmware, and/or as
data and/or instructions embodied in various machine-readable or computer-readable
media, in terms of their behavioral, register transfer, logic component, and/or other
characteristics. Computer-readable media in which such formatted data and/or
instructions may be embodied include, but are not limited to, non-volatile storage media
in various forms (e.g., optical, magnetic or semiconductor storage media) and other
mechanisms that may be used to transfer such formatted data and/or instructions
through wireless, optical, or wired signaling media or any combination thereof.
Examples of transfers of such formatted data and/or instructions include, but are not
limited to, transfers (uploads, downloads, e-mail, etc.) over the Internet and/or other
computer networks via one or more data transfer protocols (e.g., HTTP, FTP, SMTP,

and so on).

Unless the context clearly requires otherwise, throughout the description and the claims,
the words “comprise,” “comprising,” and the like are to be construed in an inclusive
sense as opposed to an exclusive or exhaustive sense; that is to say, in a sense of
“including, but not limited to.” Words using the singular or plural number also include the
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plural or singular number respectively. Additionally, the words “herein,” “hereunder,”

“above,” “below,” and words of similar import refer to this application as a whole and not
to any particular portions of this application. When the word “or” is used in reference to
a list of two or more items, that word covers all of the following interpretations of the
word: any of the items in the list, all of the items in the list and any combination of the

items in the list.

In addition to the above SRAMs and SRAM architecture, the present inventions also
include, inter alia, methods of fabricating SRAM devices consistent with the features
and/or functionality herein, products (such as SRAMs or products embodying SRAMSs),
and products produced via processes of fabricating such devices. By way of example
and not limitation, methods of such fabrication may include known SRAM manufacturing
processes in CMOS technologies involving aspects such as p-mos and n-mos transistor
formation, multiple metallization layers and/or local interconnects, among others. A
variety of exemplary/staple processes here, for example, being set forth in the
backgrounds/disclosures of U.S. patent Nos. 4,794,561, 5,624,863, 5,994,178,
6,001,674, 6,117,754, 6,127,706, 6,417,549, 6,894,356, and 7,910,427 as well as U.S.
patent application publication No. US2007/0287239A1, which are incorporated herein
by reference.

Although certain implementations of the innovations herein have been specifically
described herein, it will be apparent to those skilled in the art to which the inventions
pertains that variations and modifications of the various implementations shown and
described herein may be made without departing from the spirit and scope of the
disclosure. Accordingly, it is intended that the inventions be limited only to the extent

required by the appended claims and the applicable rules of law.
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Claims:
1. An SRAM memory device comprising:

a memory array comprising a plurality of SRAM banks, wherein each SRAM
bank includes a block of SRAM memory cells organized as a matrix of X-rows and Y-
columns and memory cell access circuitry;

a pair of separate and distinct pipes associated with each of the SRAM banks,
each pair of pipes providing independent access to its associated SRAM bank, wherein
each pair of pipes includes:

a write pipe configured with a separate complete write address pre-
decoder bus, separate write control signals, a separate internal write data input bus, a
separate m-deep write buffer that manages write data and write address propagation
from input pins to memory array, and a write timing clock signal circuit; and

a read pipe configured with a separate complete read address pre-
decoder bus, separate read control signals, a separate internal read data output bus, a
separate k-stage output pipeline that manages read data propagation from memory to
output pins, and associated read timing clock signals;

wherein the device is configured such that each pair of pipes provides the access
to its associated SRAM bank substantially parallel to, or staggered overlap in time, with
access to other SRAM banks via other pairs of pipes.

2. The device of claim 1 further configured to enable a pair of Read and Write

operations being initiated externally as often as each and every clock cycle.

3. The device of claim 1 wherein the structure of each Read Pipe and Write Pipe
utilized is the same as the structure of the Read Pipe and Write Pipe utilized in a single-
bank, single-pipe Quad-B2 SRAM, such that propagation delay through each Read Pipe
and Write Pipe, in units of time, is equivalent to a comparable single-pipe configuration.
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4. The device of claim 1 further configured such that performance of the Read Pipe and
Write Pipe structure does not have to double even though the maximum operating
frequency doubles compared to the maximum operating frequency of the single-pipe
case, instead the performance of the Read Pipe and Write Pipe is equivalent in all

cases.

5. The device of claim 1 wherein the memory cell access circuitry comprises one or
more X-decoders, one or more Y-decoders, one or more section-decoders, read/write
control circuitry, one or more read sense-amps, and/or one or more write data input

amps.

6. The device of claim 1 wherein the device includes or is a Quad-B2 SRAM.

7. An SRAM memory device comprising:

a memory array comprising a plurality of SRAM banks, wherein each SRAM
bank includes a block of SRAM memory cells organized as a matrix of X-rows and Y-
columns and memory cell access circuitry;

a set of N separate and distinct pipes associated with each of the SRAM banks,
each set of pipes providing independent access to its associated SRAM bank, wherein
each set of pipes includes:

a write pipe configured with a separate complete write address pre-
decoder bus, separate write control signals, a separate internal write data input bus, a
separate m-deep write buffer that manages write data and write address propagation
from input pins to memory array, and a write timing clock signal circuit; and

a read pipe configured with a separate complete read address pre-
decoder bus, separate read control signals, a separate internal read data output bus, a
separate k-stage output pipeline that manages read data propagation from memory to
output pins, and associated read timing clock signals;
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wherein the device is configured such that each set of pipes provides the access
to its associated SRAM bank substantially parallel to, or staggered overlap in time, with

access to other SRAM banks via other sets of pipes.

8. The device of claim 7 further configured to enable a pair of Read and Write

operations being initiated externally as often as each and every clock cycle.

9. The device of claim 7 wherein the structure of each Read Pipe and Write Pipe
utilized is the same as the structure of the Read Pipe and Write Pipe utilized in a single-
bank, single-pipe Quad-B2 SRAM, such that propagation delay through each Read Pipe

and Write Pipe, in units of time, is equivalent to a comparable single-pipe configuration.

10. The device of claim 7 further configured such that performance of the Read Pipe
and Write Pipe structure does not have to increase “N” times even though the maximum
operating frequency may increases “N” times compared to the maximum operating
frequency of the single-pipe case, instead the performance of the Read Pipe and Write
Pipe is equivalent in all cases.

11. The device of claim 7 wherein the memory cell access circuitry comprises one or
more X-decoders, one or more Y-decoders, one or more section-decoders, read/write
control circuitry, one or more read sense-amps, and/or one or more write data input

amps.
12. The device of claim 7 wherein the device includes or is a Quad-B2 SRAM.
13. An SRAM memory device comprising:

a memory array comprising a plurality of T SRAM banks, wherein each SRAM

bank includes a block of SRAM memory cells organized as a matrix of X-rows and Y-

columns and memory cell access circuitry;
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a pair of separate and distinct pipes associated with each of the SRAM banks,
each pair of pipes providing independent access to its associated SRAM bank, wherein
each pair of pipes includes a write pipe and a read pipe; and

one or more multiplex control circuits coupled to the write pipes and the read
pipes, the one or more multiplex control circuits being interconnected with the read
pipes, the write pipes and the SRAM banks or all of the SRAM banks such that each
read pipe and each write pipe is connected to any one of the T SRAM banks (where t
>= 2) on a one-to-one basis;

wherein the device is configured such that each pair of pipes provides the access
to its associated SRAM bank substantially parallel to, or staggered overlap in time, with

access to other SRAM banks via other pairs of pipes.

14. The device of claim 13 wherein the pairs of pipes, the multiplex control circuits and
the SRAM banks are arranged/formed/interconnected to provide a unique pipe-to-bank
connection between each pipe and bank pairing, such that each of the unique pipe to
bank connections is configured to be connected parallel to, substantially parallel to, or
staggered in time, with other unique pipe-to-bank connections.

15. The device of claim 13 wherein the device is or includes a Quad-B2 SRAM

16. An SRAM memory device comprising:

a memory array comprising a plurality of T SRAM banks, wherein each SRAM
bank includes a block of SRAM memory cells organized as a matrix of X-rows and Y-
columns and memory cell access circuitry;

a set of N separate and distinct pipes associated with each of the SRAM banks,
each set of pipes providing independent access to its associated SRAM bank, wherein
each set of pipes includes a write pipe and a read pipe; and

one or more multiplex control circuits coupled to the write pipes and the read
pipes, the one or more multiplex control circuits being interconnected/multiplexed with
the read pipes, the write pipes and the SRAM banks or all of the SRAM banks such that
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each of the N pipes is connectable, via configuration of the one or more multiplex
circuits, to any one of the T SRAM banks (where T >= N) on a one-to-one basis.

17. The device of claim 16 wherein the sets of pipes, the multiplex control circuits and
the SRAM banks are configured/arranged/formed/interconnected to provide a unique
pipe-to-bank connection between each pipe and bank pairing, such that each of the
unique pipe to bank connections is configurable to be electrically connected parallel to,
substantially parallel to, or staggered in time with, other unique pipe-to-bank

connections.

18. The device of claim 16 wherein the device is or includes a Quad-B2 SRAM

19. A method of memory operation in a multi-bank, dual-pipe SRAM device, the
method comprising:

executing a read operation and a write operation sequentially in a fixed unit of
time spanning two cycles of the SRAM device operation, the SRAM device comprising a
memory array including a plurality of ‘T" SRAM banks and a pair of separate and distinct
pipes associated with each of the SRAM banks, each pair of pipes including a write pipe
and a read pipe;

as sequential read operations are initiated, propagating/transmitting (i) read
address values from input pins to the memory array and (ii) read data values from the
memory array to output pins in an alternating manner between 2 read pipes; and

as sequential write operations are initiated, propagating/transmitting (i) write
address values and write data values from input pins to the memory array in an
alternating manner between 2 write pipes;

wherein each read/write pair of operations are executed in the memory array
within a fixed unit of time (denoted herein as “t(RW?”), independent of cycle time; and

wherein, as a function of executing the read/write operations sequentially in a

fixed unit of time that spans 2 cycles as compared to spanning one cycle in single-pipe
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operation, a maximum operating frequency of the SRAM device is doubled as
compared to a single-pipe SRAM configuration.

20. The method of claim 19 wherein the read is executed first and the write is self-timed
from the read.

21. The method of claim 19 wherein, for each read/write pair of operations, the read
and write signals/instructions/operations can be transmitted to different memory banks

or to a same memory bank.

22. The method of claim 19 wherein, as a result of the inclusion of an m-deep write
buffer in each write pipe, a write operation executed in the memory array together with,
and immediately after, an associated read operation, corresponds to a write operation
that was initiated in cycle “a — 2*m”, not a write operation that was initiated in cycle “a”

together with the Read operation.

23. A method of memory operation in a multi-bank, multi-pipe SRAM device, the
method comprising:

executing a read operation and a write operation sequentially in a fixed unit of
time spanning two cycles of the SRAM device operation, the SRAM device comprising a
memory array including a plurality of ‘T SRAM banks and a set of ‘N’ separate and
distinct pipes associated with each of the SRAM banks, each set of pipes including a
write pipe and a read pipe;

as sequential read operations are initiated, propagating/transmitting (i) read
address values from input pins to the memory array and (ii) read data values from the
memory array to output pins in an alternating manner between 2 read pipes; and

as sequential write operations are initiated, propagating/transmitting (i) write
address values and write data values from input pins to the memory array in an

alternating manner between 2 write pipes;
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wherein each read/write pair of operations are executed in the memory array
within a fixed unit of time (denoted herein as “t(RW”), independent of cycle time; and

wherein, as a function of executing the read/write operations sequentially in a
fixed unit of time that spans 2 cycles as compared to spanning one cycle in single-pipe
operation, a maximum operating frequency of the SRAM device is multiplied by ‘N’ as
compared to a single-pipe SRAM configuration.

24. The method of claim 23 wherein the read is executed first and the write is self-timed
from the read.

25. The method of claim 23 wherein, for each read/write pair of operations, the read
and write signals/instructions/operations can be transmitted to different memory banks

or to a same memory bank.

26. The method of claim 23 wherein, as a result of the inclusion of an m-deep write
buffer in each write pipe, a write operation executed in the memory array together with,
and immediately after, an associated read operation, corresponds to a write operation
that was initiated in cycle “a — 2*m”, not a write operation that was initiated in cycle “a”

together with the Read operation.

27. A SRAM memory device comprising:

a memory array comprising a plurality of T SRAM banks, wherein each SRAM
bank includes a block of SRAM memory cells organized as a matrix of X-rows and Y-
columns and memory cell access circuitry;

a pair of separate and distinct pipes associated with each of the SRAM banks,
each pair of pipes providing independent access to its associated SRAM bank, wherein
each pair of pipes includes a write pipe and a read pipe; and

one or more multiplex control circuits coupled to the write pipes and the read
pipes, the one or more multiplex control circuits being interconnected with the read
pipes, the write pipes and the SRAM banks or all of the SRAM banks such that each
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read pipe and each write pipe is connected to any one of the “T" SRAM banks (where T
>= 2) on a one-to-one basis;
control circuitry or a control component configured for:
executing a read operation and a write operation sequentially in a fixed
unit of time spanning two cycles of the SRAM device operation,
as sequential read operations are initiated, propagating/transmitting (i)
read address values from input pins to the memory array and (ii) read data values from
the memory array to output pins in an alternating manner between 2 read pipes; and
as sequential write operations are initiated, propagating/transmitting (i)
write address values and write data values from input pins to the memory array in an
alternating manner between 2 write pipes;
wherein each read/write pair of operations are executed in the memory array
within a fixed unit of time (denoted herein as ““RW”), independent of cycle time; and
wherein, as a function of executing the read/write operations sequentially in a
fixed unit of time that spans 2 cycles as compared to spanning one cycle in single-pipe
operation, a maximum operating frequency of the SRAM device is doubled as

compared to a single-pipe SRAM configuration.

28. The device of claim 27 wherein the read is executed first and the write is self-timed

from the read.

29. The device of claim 27 wherein, for each read/write pair of operations, the read and
write signals/instructions/operations can be transmitted to different memory banks or to

a same memory bank.

30. The device of claim 27 wherein, as a result of the inclusion of an m-deep write
buffer in each write pipe, a write operation executed in the memory array together with,
and immediately after, an associated read operation, corresponds to a write operation
that was initiated in cycle “a — 2*m”, not a write operation that was initiated in cycle “a”

together with the Read operation.
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31. A SRAM memory device comprising:

a memory array comprising a plurality of ‘T' SRAM banks, wherein each SRAM
bank includes a block of SRAM memory cells organized as a matrix of X-rows and Y-
columns and memory cell access circuitry;

a set of ‘N’ separate and distinct pipes associated with each of the SRAM banks,
each set of pipes providing independent access to its associated SRAM bank, wherein
each pair of pipes includes a write pipe and a read pipe; and

one or more multiplex control circuits coupled to the write pipes and the read
pipes, the one or more multiplex control circuits being interconnected with the read
pipes, the write pipes and the SRAM banks or all of the SRAM banks such that each
read pipe and each write pipe is connected to any one of the T SRAM banks (where T
>= N) on a one-to-one basis;

control circuitry or a control component configured for:

executing a read operation and a write operation sequentially in a fixed
unit of time spanning two cycles of the SRAM device operation;

as sequential read operations are initiated, propagating/transmitting (i)
read address values from input pins to the memory array and (ii) read data values from
the memory array to output pins in an alternating manner between 2 read pipes; and

as sequential write operations are initiated, propagating/transmitting (i)
write address values and write data values from input pins to the memory array in an
alternating manner between 2 write pipes;

wherein each read/write pair of operations are executed in the memory array
within a fixed unit of time (denoted herein as ““RW”), independent of cycle time; and

wherein, as a function of executing the read/write operations sequentially in a
fixed unit of time that spans 2 cycles as compared to spanning one cycle in single-pipe
operation, a maximum operating frequency of the SRAM device is multiplied by ‘N’ as
compared to a single-pipe SRAM configuration.
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32. The device of claim 31 wherein the read is executed first and the write is self-timed
from the read.

33. The device of claim 31 wherein, for each read/write pair of operations, the read and
write signals/instructions/operations can be transmitted to different memory banks or to

a same memory bank.

34. The device of claim 31 wherein, as a result of the inclusion of an m-deep write
buffer in each write pipe, a write operation executed in the memory array together with,
and immediately after, an associated read operation, corresponds to a write operation
that was initiated in cycle “a — 2*m”, not a write operation that was initiated in cycle “a”
together with the read operation.

35. A SRAM memory device comprising:

a memory array comprising a plurality of ‘T' SRAM banks, wherein each SRAM
bank includes a block of SRAM memory cells organized as a matrix of X-rows and Y-
columns and memory cell access circuitry;

a pair of separate and distinct pipes associated with each of the SRAM banks,
each pair of pipes providing independent access to its associated SRAM bank, wherein
each pair of pipes comprises a write pipe that includes an m-deep write buffer and a
read pipe that includes a k-stage output pipeline; and

read buffer circuitry that duplicates contents of all of the m-deep write buffers,
wherein the read buffer circuitry is configured for utilization by the read pipes to provide
coherent read data in response to read operations initiated to memory addresses that
match one or more of those residing in one of the m-deep write buffers;

wherein the read buffer circuitry comprises a 2*m —deep read buffer configured to

be utilized by both read pipes to provide the “coherent” read data.

36. A SRAM memory device comprising:
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a memory array comprising a plurality of ‘T' SRAM banks, wherein each SRAM
bank includes a block of SRAM memory cells organized as a matrix of X-rows and Y-
columns and memory cell access circuitry;

a set of ‘N’ separate and distinct pipes associated with each of the SRAM banks,
each set of pipes providing independent access to its associated SRAM bank, wherein
each set of pipes comprises a write pipe that includes an m-deep write buffer and a
read pipe that includes a k-stage output pipeline; and

read buffer circuitry that duplicates contents of all of the m-deep write buffers,
wherein the read buffer circuitry is configured for utilization by the read pipes to provide
“coherent” read data in response to read operations initiated to memory addresses that
match one or more of those residing in one of the m-deep write buffers;

wherein the read buffer circuitry comprises a N*m —deep read buffer configured

to be utilized by all read pipes to provide the “coherent” read data.

37. A SRAM memory device comprising:

a memory array comprising a plurality of ‘T' SRAM banks, wherein each SRAM
bank includes a block of SRAM memory cells organized as a matrix of X-rows and Y-
columns and memory cell access circuitry;

a pair of separate and distinct pipes associated with each of the SRAM banks,
each pair of pipes providing independent access to its associated SRAM bank, wherein
each pair of pipes comprises a write pipe that includes an m-deep write buffer and a
read pipe that includes a k-stage output pipeline; and

read buffer circuitry that duplicates contents of all of the m-deep write buffers,
wherein the read buffer circuitry is configured for utilization by the read pipes to provide
“coherent” read data in response to read operations initiated to memory addresses that
match one or more of those residing in one of the m-deep write buffers;

wherein the read buffer circuitry comprises 2 2*m —deep read buffers, each read
buffer being configured for dedication to, and utilization solely by, a particular/assigned
read pipe to provide the “coherent” read data.
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38. A SRAM memory device comprising:

a memory array comprising 4 plurality of T SRAM banks, wherein each SRAM bank
includes a block of SRAM memory cells organized as a matrix of X-rows and Y-columns and
memory cell access circuitry;

a set of ‘N’ separate and distinct pipes associated with each of the SRAM banks, each
set of pipes providing independent access to its associated SRAM bank, wherein each set of
pipes comprises a write pipe that includes an m-deep write buffer and a read pipe that
includes a k-stage output pipeline; and

read buffer circuitry that duplicates contents of all of the m-deep write buffers,
wherein the read buffer circuitry is configured for utilization by the read pipes to provide
coherent read data in response to read operations initiated to memory addresses that match
one or more of those residing in one of the m-deep write buffers;

wherein the read buffer circuitry comprises ‘N’ N*m-deep read buffers, each read
buffer being configured for dedication to, and wiilization solely by, a particular/assigned read

pipe to provide the "coherent” read data. ]

39, The device of any of claim 37 through claim 38 wherein the read buffers are duplicates of

each other.

40, The device of any of claim 35 through claim 39 wherein the device includes or is a Quad-
B2 SRAM.

41. The device of any of claim 35 through claim 40 wherein the device is configured such

that read buffer contents are generated during write propagation through each write pipe.

42. The device of claim 41 or other claims herein wherein the device is further configured
such that read buffer contents are checked and read by the individual coherency logic
associated with each read pipe during read operations.
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43, The device of claim 43 or elsewhere herein wherein, as a function of device and read
buffer configuration, each read pipe is enabled to check for the existence of, and read back if

it does exist, any write data that still resides in a write buffer in one of the write pipes.

44, The device of any of claim 33 through claim 43 wherein the device is configured such

that, during a read opetration in which read data is provided from a read buffer instead of the
memory array, the read data from the read buffer can be multiplexed into the read path of the
selected read pipe, along with read data from the memory array, afier any stage of the k-stage

output pipeline.

45. The device of claim 16 or other claims herein wherein the device is configured such that
each pair of pipes provides the access to its associated SRAM bank substantially parallel to,

or staggered overlap in time, with access to other SRAM banks via other pairs of pipes.

46. A method of SRAM operation comprising:
performing one or more steps of aperating an SRAM device of claim 1, and/or of other

claims herein, and/or consistent with aspect(s) of this disclosure.

47. A method of fabricating the SRAM device of claim 1, and/or of other tlaims herein, and/or

consistent with aspect(s) this disclosure.

48. A method of fabricating an SRAM device comprising:
forming transistors onto one or more substrates;
forming interconnects, including multiple metallization layers and/or interconnects
between the transistors; and
interconnecting the transistors and/or other components wherein an SRAM device of
claim 1, and/or of other claims herein, and/or consistent with aspect(s) of this disclosure is
provided.
-29.
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49, The method of claim 47 or claim 48 wherein the fabricating includes one or more CMOS
fabrication process(es) and/or CMOS process technologies,
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INTERNATIONAL SEARCH REPORT

International application No.

PCT/US 2012/050667

A. CLASSIFICATION OF SUBJECT MATTER

GI1IC 11/409 (2006.01)

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)

GO6F 12/00, G11C 5/00-5/02, 7/00-7/06, 8/00-8/06, 11/00-11/4093

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

PatSearch (RUPTO internal), USPTQ, PAJ, Esp@cenet

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.
A US 7246215 B2 (INTEL CORPORATION) 17.07.2007, col.2, lines 28-32, col. 3, 1-38, 40-46
lines 42-50, claim 1
A US 2005/0226079 A1 (YIMING ZHU et al) 13.10.2005, par. [0012], [0034} 1-38, 40-46
A US 6263452 B1 (COMPAQ COMPUTER CORPORATION) 17.07.2001, col. 8, 1-38, 40-46
lines 7-51
A US 2008/0010429 A1 (G.R. MOHAN RAO) 10.01.2008, par. [0005]-]0006], [0013]- 1-38, 40-46
[0023], claims 26, 29
X US 2005/0026329 A1 (SAMSUNG ELECTRONICS CO. LTD) 03.02.2003, par. 49, 50
[0005], [0026], [0030]-[0031], [0042], [0046], [0053], claim 11
[] Further documents are listed in the continuation of Box C. D See patent family annex.
* Special categories of cited documents: “T” later document published after the international filing date or priority
date and not in conflict with the application but cited to understand
“A”  document defining the general state of the ag which is not considered the principle or theory underlying the invention

to be of particular relevance

“E”  earlier document but published on or after the international filing date

“L”  document which may throw doubts on priority claim(s) or which is
cited to establish the publication date of another citation or other
special reason (as specified)

“0”  document referring to an oral disclosure, use, exhibition or other
means

“P”  document published prior to the international filing date but later than

the priority date claimed

“X* document of particular relevance. the claimed invention cannot be
considered novel or camnot be considered to involve an nventive
step when the document is taken alone

“Y”  document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

“&”  document member of the same patent family

Date of the actual completion of the international scarch

23 October 2012 (23.10.2012)

Date of mailing of the international search report

22 November 2012 (22.11.2012)

Name and mailing address of the ISA/ FIPS
Russia, 123993, Moscow, G-59, GSP-3,
Berezhkovskaya nab., 30-1

Facsimile No. +7 (499) 243-33-37

Authorized officer
1. Kryazhev

Telephone No. 499-240-25-91
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International application No.
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Box No. Il Observations where certain claims were found unsearchable (Continuation of item 2 of first sheet)

This international search report has not been established in respect of certain claims under Article 17(2)(a) for the following reasons:

1. D Claims Nos.:

because they relate to subject matter not required to be searched by this Authority, namely:

2. Claims Nos.: 47-48

because they relate to parts of the international application that do not comply with the prescribed requirements to such an
extent that no meaningful international search can be carried out, specifically:
Claims 47-48 are unclear in sense of that they do not comprise any technical features.

3. [:I Claims Nos.:

because they are dependent claims and are not drafted in accordance with the second and third sentences of Rule 6.4(a).

Box No. III Observations where unity of inveation is lacking (Continuation of item 3 of first sheet)

This Internattonal Searching Authority found multiple inventions in this international application, as follows:
(see extra sheet)

l. D As all required additional search fees were timely paid by the applicant, this international search report covers all searchable

claims.

2. As all searchable claims could be searched without effort justifying additional fees, this Authority did not invite payment of

additional fees.

3. D As only some of the required additional search fees were timely paid by the applicant, this international search report covers

only those claims for which fees were paid, specifically claims Nos.:

4, D No required additional search fees were timely paid by the applicant. Consequently, this international search report is

restricted to the invention first mentioned in the claims; it is covered by claims Nos.:

Remark on Protest D The additional search fees were accompanied by the applicant’s protest and, where applicable. the
payment of a protest fec.
The additional search fees were accompanied by the applicant’s protest but the applicable protest
fee was not paid within the time limit specified in the invitation,

D No protest accompanied the payment of additional search fees.

Form PCT/ISA/210 (continuation of first sheet (2)) (July 2009)
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Re Item I1I:

According to the Rule 13.2, if a group of inventions is claimed in an international application, the
invention unity requirement is considered satisfied as and when the technical interconnection amongst
such inventions is available which is expressed by one or more identical or relevant special technical
features.

Claims of invention contain two groups of the inventions which have been not united by means of
single inventive concept, but namely:

Inventions as per independent claims 1, 7, 13, 16, 19, 23, 27, 31, 35-38 relate to group 1;

Invention as per independent claim 49 relates to group 2.

"The SRAM device that includes a memory array comprising a plurality (T-plurality) of SRAM
banks and a pair (group) of separate and differing pipes connected with each of SRAM banks, and each
pair (group) of pipes includes a write pipe and a read pipe"” is a special technical feature for group 1 of
inventions. Relevant features are absent in independent claim 49.

Forming transistors onto one or more substrates; forming interconnects including multiple
metallization layers and/or interconnects between the transistors; and interconnecting the transistors
and/or other components constitute special technical features for group 2 of inventions. Relevant features
are absent in independent claims 1, 7, 13, 16, 19, 23, 27, 31, 35-38.

Form PCT/ISA/210 (extra sheet) (July 2009)
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