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(57)【要約】
　資産、並びに資産の動作に関連した予測モデル及び対
応するワークフローと関連した、システム、装置、及び
方法が、本明細書に開示される。具体的には、実施例は
、予測モデルを受信してローカルに実行し、予測モデル
をローカルに個別化し、及び／又は、ワークフロー若し
くはその一部をローカル実行するように構成された資産
を伴う。
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【特許請求の範囲】
【請求項１】
　少なくとも１つのプロセッサと、
　非一時的コンピュータ可読媒体と、
　前記非一時的コンピュータ可読媒体に格納されたプログラム命令と
　を備えた演算処理システムであって、
　前記プログラム命令は前記演算処理システムに、
　資産の動作に関連した予測モデル及び対応するワークフローを定義することと、
　前記予測モデル及び対応する前記ワークフローを、ローカルに実行するために前記資産
へ伝送することと、
　前記予測モデル及び対応する前記ワークフローのうち少なくとも１つを、前記資産がロ
ーカルに実行しているというインジケーションを検出することと、
　検出された前記インジケーションに基づいて、前記予測モデル及び対応する前記ワーク
フローのうち少なくとも１つの、前記演算処理システムによる中心的な実行を修正するこ
とと
　を行わせるように、前記少なくとも１つのプロセッサによって実行可能である、演算処
理システム。
【請求項２】
　前記インジケーションを検出することは、
　前記資産のデータを受信することと、
　受信された前記データの特性を検出することと
　を含む、請求項１に記載の演算処理システム。
【請求項３】
　受信された前記データの前記特性を検出することは、受信された前記データの種類の変
化を検出することを含む、請求項２に記載の演算処理システム。
【請求項４】
　受信された前記データは、複数のセンサ及び複数のアクチュエータのうち少なくとも１
つにより生成されたデータを含み、受信された前記データの前記種類の前記変化を検出す
ることは、前記データを生成した前記複数のセンサ及び前記複数のアクチュエータのうち
前記少なくとも１つの変化を検出することを含む、請求項３に記載の演算処理システム。
【請求項５】
　受信された前記データの前記特性を検出することは、受信された前記データの量の変化
を検出することを含む、請求項２から４のいずれか一項に記載の演算処理システム。
【請求項６】
　受信された前記データの前記特性を検出することは、受信された前記データが受信され
る頻度の変化を検出することを含む、請求項２から５のいずれか一項に記載の演算処理シ
ステム。
【請求項７】
　受信された前記データは、複数のセンサ及び複数のアクチュエータのうち少なくとも１
つにより生成されたデータを含み、受信された前記データの前記特性を検出することは、
前記データを生成した、前記複数のセンサのうち所与のセンサ及び前記複数のアクチュエ
ータのうち所与のアクチュエータ、のうち１つを識別する識別子を検出することを含む、
請求項２から６のいずれか一項に記載の演算処理システム。
【請求項８】
　前記インジケーションは、前記資産が少なくとも前記予測モデルをローカルに実行して
いるというインジケーションを含み、前記予測モデル及び対応する前記ワークフローのう
ち少なくとも１つの、前記演算処理システムによる前記中心的な実行を修正することは、
少なくとも前記予測モデルの、前記演算処理システムによる前記中心的な実行を修正する
ことを含む、請求項１から７のいずれか一項に記載の演算処理システム。
【請求項９】
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　前記予測モデルの、前記演算処理システムによる前記中心的な実行を修正することは、
前記予測モデルを実行するのを中止することを含む、請求項８に記載の演算処理システム
。
【請求項１０】
　前記プログラム命令はさらに、前記演算処理システムに、
　前記資産と前記演算処理システムとを通信可能に結合する通信ネットワークの特性を判
定することと、
　前記通信ネットワークの判定された前記特性に基づいて、前記予測モデル及び対応する
前記ワークフローのうち少なくとも１つの、前記演算処理システムによる中心的な実行を
修正することと
　を行わせるように実行可能な命令を含む、請求項１から９のいずれか一項に記載の演算
処理システム。
【請求項１１】
　前記通信ネットワークの判定された前記特性は、信号強度である、請求項１０に記載の
演算処理システム。
【請求項１２】
　演算処理システムに、
　資産の動作に関連した予測モデル及び対応するワークフローを定義する手順と、
　前記予測モデル及び対応する前記ワークフローを、ローカルに実行するために前記資産
へ伝送する手順と、
　前記予測モデル及び対応する前記ワークフローのうち少なくとも１つを、前記資産がロ
ーカルに実行しているというインジケーションを検出する手順と、
　検出された前記インジケーションに基づいて、前記予測モデル及び対応する前記ワーク
フローのうち少なくとも１つの、前記演算処理システムによる中心的な実行を修正する手
順と
　を実行させるための、プログラム。
【請求項１３】
　前記インジケーションを検出する手順は、
　前記資産のデータを受信する手順と、
　受信された前記データの特性を検出する手順と
　を含む、請求項１２に記載のプログラム。
【請求項１４】
　受信された前記データの前記特性を検出する手順は、受信された前記データの種類の変
化を検出する手順を含む、請求項１３に記載のプログラム。
【請求項１５】
　受信された前記データは、複数のセンサにより生成されたセンサデータを含み、受信さ
れた前記データの前記種類の前記変化を検出する手順は、前記センサデータを生成した前
記複数のセンサの変化を検出する手順を含む、請求項１４に記載のプログラム。
【請求項１６】
　受信された前記データの前記特性を検出する手順は、受信された前記データの量の変化
を検出する手順を含む、請求項１３から１５のいずれか一項に記載のプログラム。
【請求項１７】
　受信された前記データの前記特性を検出する手順は、受信された前記データが受信され
る頻度の変化を検出する手順を含む、請求項１３から１６のいずれか一項に記載のプログ
ラム。
【請求項１８】
　資産の動作に関連した予測モデル及び対応するワークフローを、演算処理システムによ
り定義する段階と、
　前記予測モデル及び対応する前記ワークフローを、前記資産がローカルに実行するため
に、前記演算処理システムにより前記資産へ伝送する段階と、
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　前記予測モデル及び対応する前記ワークフローのうち少なくとも１つを、前記資産がロ
ーカルに実行しているというインジケーションを、前記演算処理システムにより検出する
段階と、
　検出された前記インジケーションに基づいて、前記予測モデル及び対応する前記ワーク
フローのうち少なくとも１つの、前記演算処理システムによる中心的な実行を修正する段
階と
　を備える、コンピュータ実装方法。
【請求項１９】
　前記インジケーションは、前記資産が少なくとも前記予測モデルをローカルに実行して
いるというインジケーションを含み、前記予測モデル及び対応する前記ワークフローのう
ち少なくとも１つの、前記演算処理システムによる前記中心的な実行を修正する段階は、
少なくとも前記予測モデルの、前記演算処理システムによる前記中心的な実行を修正する
段階を含む、請求項１８に記載のコンピュータ実装方法。
【請求項２０】
　前記予測モデルの、前記演算処理システムによる前記中心的な実行を修正する段階は、
前記予測モデルを実行するのを中止する段階を含む、請求項１９に記載のコンピュータ実
装方法。
【請求項２１】
　資産の動作状態を監視するように構成されたローカル解析装置であって、
　前記ローカル解析装置は、
　前記ローカル解析装置を前記資産に結合する資産インタフェースと、
　前記ローカル解析装置と、（ｉ）前記資産の動作状態を監視し（ｉｉ）前記ローカル解
析装置から遠く離れて位置する、演算処理システムとの間の通信を容易にするネットワー
クインタフェースと、
　少なくとも１つのプロセッサと、
　非一時的コンピュータ可読媒体と、
　前記非一時的コンピュータ可読媒体に格納されたプログラム命令と
　を備え、
　前記プログラム命令は前記ローカル解析装置に、
　実行される前記資産の動作に関連した予測モデルを識別することと、
　識別された前記予測モデルに対応する１つ又は複数の実行関数に基づいて、前記ローカ
ル解析装置が前記予測モデルを実行すべきかどうか判定することと、
　前記ローカル解析装置が前記予測モデルを実行すべきである場合、前記資産インタフェ
ースを介して受信された前記資産の動作データに基づいて、前記予測モデルを実行するこ
とと、
　そうでない場合、前記ネットワークインタフェースを介して前記演算処理システムへ、
（ｉ）前記演算処理システムが前記予測モデルを実行するための命令、及び（ｉｉ）前記
資産インタフェースを介して受信された前記資産の動作データを伝送することと
　を行わせるように、前記少なくとも１つのプロセッサによって実行可能である、ローカ
ル解析装置。
【請求項２２】
　識別された前記予測モデルは第１の予測モデルであり、前記非一時的コンピュータ可読
媒体に格納された前記プログラム命令はさらに、前記ローカル解析装置に、
　前記第１の予測モデルを識別する前に、前記ネットワークインタフェースを介して前記
演算処理システムから、前記第１の予測モデルを含む複数の予測モデルを受信させるよう
に、前記少なくとも１つのプロセッサによって実行可能であり、前記複数の予測モデルの
それぞれは、特定の故障が今後の所与の期間内に前記資産で発生する可能性に対応する、
請求項２１に記載のローカル解析装置。
【請求項２３】
　前記１つ又は複数の実行関数は、前記ローカル解析装置用の第１の実行スコア関数と、
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前記演算処理システム用の第２の実行スコア関数とを含み、前記ローカル解析装置が前記
予測モデルを実行すべきかどうか判定することは、前記ローカル解析装置用の第１の実行
スコアと、前記演算処理システム用の第２の実行スコアとに基づいている、請求項２１又
は２２に記載のローカル解析装置。
【請求項２４】
　前記第１の実行スコアは、前記予測モデルを実行する前記ローカル解析装置に関連した
第１の期待値を含み、前記第２の実行スコアは、前記予測モデルを実行する前記演算処理
システムに関連した第２の期待値を含む、請求項２３に記載のローカル解析装置。
【請求項２５】
　前記ローカル解析装置が前記予測モデルを実行すべきかどうか判定することは、
　（ｉ）前記第１の実行スコアを決定する前記第１の実行スコア関数と、（ｉｉ）前記第
２の実行スコアを決定する前記第２の実行スコア関数とを実行することと、
　前記第１の実行スコアと前記第２の実行スコアとを比較することと
　を含む、請求項２３又は２４に記載のローカル解析装置。
【請求項２６】
　前記ローカル解析装置が前記予測モデルを実行すべきかどうか判定することは、
　前記比較に基づいて、前記第１の実行スコアが前記第２の実行スコアより高い又はこれ
と等しい場合、前記予測モデルが前記ローカル解析装置により実行されるべきであると判
定することを含む、請求項２５に記載のローカル解析装置。
【請求項２７】
　前記ローカル解析装置が前記予測モデルを実行すべきかどうか判定することは、
　前記比較に基づいて、前記第１の実行スコアが前記第２の実行スコアより、閾値を超え
る分だけ高い場合、前記予測モデルが前記ローカル解析装置により実行されるべきである
と判定することを含む、請求項２５又は２６に記載のローカル解析装置。
【請求項２８】
　前記非一時的コンピュータ可読媒体に格納された前記プログラム命令はさらに、前記ロ
ーカル解析装置に、
　前記ローカル解析装置が前記予測モデルを実行すべきかどうか判定する前に、前記ネッ
トワークインタフェースを介して前記演算処理システムから、前記第１の実行スコア関数
及び前記第２の実行スコア関数を受信させるように、前記少なくとも１つのプロセッサに
よって実行可能であり、前記第１の実行スコア関数及び前記第２の実行スコア関数は、識
別された前記予測モデルに対応し、前記演算処理システムにより定義される、請求項２５
から２７のいずれか一項に記載のローカル解析装置。
【請求項２９】
　前記資産インタフェースを介して受信された前記資産の前記動作データは、（ｉ）前記
資産の少なくとも１つのセンサ、（ｉｉ）前記資産の少なくとも１つのアクチュエータ、
又は（ｉｉｉ）前記資産の少なくとも１つのセンサ及び前記資産の少なくとも１つのアク
チュエータからの信号データを含む、請求項２１から２８のいずれか一項に記載のローカ
ル解析装置。
【請求項３０】
　前記非一時的コンピュータ可読媒体に格納された前記プログラム命令はさらに、前記ロ
ーカル解析装置に、
　前記ローカル解析装置が前記予測モデルを実行すべきかどうか判定する前に、１つ又は
複数の動的要因に基づいて、前記１つ又は複数の実行関数を修正させるように、前記少な
くとも１つのプロセッサによって実行可能である、請求項２１から２９のいずれか一項に
記載のローカル解析装置。
【請求項３１】
　前記ローカル解析装置及び前記演算処理システムは、ワイドエリアネットワークを介し
て通信可能に結合されており、前記１つ又は複数の動的要因は、（ｉ）前記１つ又は複数
の実行関数の更新以降の時間、（ｉｉ）前記予測モデルの更新以降の時間、又は（ｉｉｉ
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）前記ワイドエリアネットワークの１つ又は複数のネットワーク状態、のうち少なくとも
１つを含む、請求項３０に記載のローカル解析装置。
【請求項３２】
　ローカル解析装置の資産インタフェースを介して資産に結合された前記ローカル解析装
置に、
　実行される前記資産の動作に関連した予測モデルを識別する手順と、
　識別された前記予測モデルに対応する１つ又は複数の実行関数に基づいて、前記ローカ
ル解析装置が前記予測モデルを実行すべきかどうか判定する手順と、
　前記ローカル解析装置が前記予測モデルを実行すべきである場合、前記資産インタフェ
ースを介して受信された前記資産の動作データに基づいて、前記予測モデルを実行する手
順と、
　そうでない場合、前記資産の動作状態を監視し、前記ローカル解析装置に無線で通信可
能に結合された演算処理システムへ、（ｉ）前記演算処理システムが前記予測モデルを実
行するための命令、及び（ｉｉ）前記資産インタフェースを介して受信された前記資産の
動作データを伝送する手順と
　を実行させるための、プログラム。
【請求項３３】
　前記ローカル解析装置が前記予測モデルを実行すべきかどうか判定する手順は、
　（ｉ）前記ローカル解析装置の第１の実行スコアを決定する第１の実行スコア関数と、
（ｉｉ）前記演算処理システムの第２の実行スコアを決定する第２の実行スコア関数とを
実行する手順と、
　前記第１の実行スコアと前記第２の実行スコアとを比較する手順と
　を含む、請求項３２に記載のプログラム。
【請求項３４】
　前記ローカル解析装置が前記予測モデルを実行すべきかどうか判定する手順は、
　前記比較に基づいて、前記第１の実行スコアが前記第２の実行スコアより高い又はこれ
と等しい場合、前記予測モデルが前記ローカル解析装置により実行されるべきであると判
定する手順を含む、請求項３３に記載のプログラム。
【請求項３５】
　前記ローカル解析装置が前記予測モデルを実行すべきかどうか判定する手順は、
　前記比較に基づいて、前記第１の実行スコアが前記第２の実行スコアより、閾値を超え
る分だけ高い場合、前記予測モデルが前記ローカル解析装置により実行されるべきである
と判定する手順を含む、請求項３３又は３４に記載のプログラム。
【請求項３６】
　さらに、前記ローカル解析装置に、
　前記ローカル解析装置が前記予測モデルを実行すべきかどうか判定する前に、１つ又は
複数の動的要因に基づいて、前記１つ又は複数の実行関数を修正させる、請求項３２から
３５のいずれか一項に記載のプログラム。
【請求項３７】
　前記ローカル解析装置及び前記演算処理システムは、ワイドエリアネットワークを介し
て無線で通信可能に結合されており、前記１つ又は複数の動的要因は、（ｉ）前記１つ又
は複数の実行関数の更新以降の時間、（ｉｉ）前記予測モデルの更新以降の時間、又は（
ｉｉｉ）前記ワイドエリアネットワークの１つ又は複数のネットワーク状態、のうち少な
くとも１つを含む、請求項３６に記載のプログラム。
【請求項３８】
　ローカル解析装置に結合された資産の動作に関連した予測モデルの最適な実行を容易に
するための方法であって、
　実行される前記予測モデルを前記ローカル解析装置により識別する段階と、
　識別された前記予測モデルに対応する１つ又は複数の実行関数に基づいて、前記ローカ
ル解析装置が前記予測モデルを実行すべきかどうか判定する段階と、
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　前記ローカル解析装置が前記予測モデルを実行すべきである場合、前記ローカル解析装
置の資産インタフェースを介して受信された前記資産の動作データに基づいて、前記予測
モデルを前記ローカル解析装置により実行する段階と、
　そうでない場合、前記ローカル解析装置から遠く離れて位置する前記資産の動作状態を
監視する演算処理システムへ、前記ローカル解析装置のネットワークインタフェースを介
し、（ｉ）前記演算処理システムが前記予測モデルを実行するための命令、及び（ｉｉ）
前記資産インタフェースを介して受信された前記資産の動作データを、前記ローカル解析
装置により伝送する段階と
　を備える、方法。
【請求項３９】
　前記ローカル解析装置が前記予測モデルを実行すべきかどうか判定する前に、１つ又は
複数の動的要因に基づいて、前記１つ又は複数の実行関数を修正する段階をさらに備える
、請求項３８に記載の方法。
【請求項４０】
　前記ローカル解析装置が前記予測モデルを実行すべきかどうか判定する段階は、
　（ｉ）前記ローカル解析装置の第１の実行スコアを決定する第１の実行スコア関数と、
（ｉｉ）前記演算処理システムの第２の実行スコアを決定する第２の実行スコア関数とを
実行する段階と、
　前記第１の実行スコアと前記第２の実行スコアとを比較する段階と
　を含む、請求項３８又は３９に記載の方法。
【発明の詳細な説明】
【技術分野】
【０００１】
　［関連出願の相互参照］
　本出願は、（ｉ）「Ｄｙｎａｍｉｃ　Ｅｘｅｃｕｔｉｏｎ　ｏｆ　Ｐｒｅｄｉｃｔｉｖ
ｅ　Ｍｏｄｅｌｓ」と題された、２０１６年６月１７日出願の米国非仮特許出願第１５／
１８５，５２４号、（ｉｉ）「Ｌｏｃａｌ　Ａｎａｌｙｔｉｃｓ　ａｔ　ａｎ　Ａｓｓｅ
ｔ」と題された、２０１５年１２月８日出願の米国非仮特許出願第１４／９６３，２０７
号、及び（ｉｉｉ）「Ｄｙｎａｍｉｃ　Ｅｘｅｃｕｔｉｏｎ　ｏｆ　Ｐｒｅｄｉｃｔｉｖ
ｅ　Ｍｏｄｅｌｓ　＆　Ｗｏｒｋｆｌｏｗｓ」と題された、２０１５年６月１９日出願の
米国非仮特許出願第１４／７４４，３６２号に基づく優先権を主張し、これらの米国非仮
特許出願のそれぞれは、その全体の参照により本明細書に組み込まれる。本出願は、「Ａ
ｓｓｅｔ　Ｈｅａｌｔｈ　Ｓｃｏｒｅ」と題された、２０１５年６月５日出願の米国非仮
特許出願第１４／７３２，２５８号も、その全体の参照により組み込む。
【背景技術】
【０００２】
　現在、機械（本明細書では「資産（ａｓｓｅｔ）」とも呼ばれる）が、多くの業界のい
たるところで見られる。国々に貨物を運ぶ機関車から、看護師や医師が人命を救うのを助
ける医療機器まで、日常生活において、資産は重要な役割を果たす。資産が果たす役割に
応じて、その複雑さやコストは変わり得る。例えば、いくつかの資産は、その資産が適切
に機能するために、調和して動作する必要がある複数のサブシステム（例えば、機関車の
エンジン、変速機など）を含むことがある。
【０００３】
　資産が日常生活で重要な役割を務めるので、資産は、限られたダウンタイムで修理可能
であることが望ましい。したがって、おそらく最小のダウンタイムで資産を修理するのを
容易にするために、資産内部の異常状態を監視及び検出する機構を開発した人もいる。
【発明の概要】
【０００４】
　資産を監視するための現在の手法は、一般に、資産の全体にわたって割り当てられた、
資産の動作状態を監視する、様々なセンサ及び／又はアクチュエータから信号を受信する
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資産内コンピュータを伴う。１つの代表例として、資産が機関車の場合、センサ及び／又
はアクチュエータは、いくつかある例の中でも特に、温度、電圧、及び速度などのパラメ
ータを監視することができる。これらの装置のうち１つ又は複数からのセンサ信号及び／
又はアクチュエータ信号が、特定の値に達した場合には、資産に内蔵したコンピュータは
、資産の内部で異常状態が生じたというインジケーションである「障害コード」など、異
常状態インジケータを生成することができる。
【０００５】
　一般に、異常状態とは、資産又はその要素における欠陥であり得、この欠陥は、資産及
び／又は要素の故障をもたらし得る。したがって、異常状態は、所与の故障又はおそらく
複数の故障と関連している場合があり、それは、異常状態が１つ又は複数の所与の故障の
徴候となるからである。実際には、ユーザが通常、各異常状態インジケータと関連付けら
れるセンサ及びそれぞれのセンサ値を定義する。すなわち、ユーザは、資産の「標準」動
作状態（例えば、障害コードをトリガしない動作状態）と、「異常」動作状態（例えば、
障害コードをトリガする動作状態）とを定義する。
【０００６】
　資産内コンピュータが異常状態インジケータを生成した後に、そのインジケータ及び／
又はセンサ信号は、ユーザが異常状態の何らかのインジケーション及び／又はセンサ信号
を受信して、処置を講じるかどうか判定できる、遠く離れた場所に送られてよい。ユーザ
が取り得る１つの行為は、資産を評価して、場合によっては修理するために、整備士など
を派遣することである。整備士は、資産に到着すると、演算処理装置を資産に接続し、演
算処理装置を操作して、生成されたインジケータの原因を診断するのを容易にする１つ又
は複数のローカル診断ツールを、資産に利用させてよい。
【０００７】
　現在の資産監視システムは一般に、異常状態インジケータをトリガするという点で効果
的であるが、そのようなシステムは通常、保守的なものである。すなわち、資産監視シス
テムがインジケータをトリガする時までに、資産内部の故障が既に発生した（又は発生し
ようとしている）可能性があり、これが、いくつかある欠点の中でも特に、コストのかか
るダウンタイムをもたらし得る。さらに、そのような資産監視システムにおける、資産内
異常検出機構の単純な性質に起因して、現在の資産監視手法は、資産の演算の監視を実行
して、問題が検出された場合に、命令を資産に伝送するリモート演算処理システムを伴う
傾向にある。これが、ネットワークレイテンシに起因して、及び／又は、資産が通信ネッ
トワークのサービスエリアの外側に移動した場合に実行できないことに起因して、不利に
なり得る。その上さらに、資産に格納されたローカル診断ツールの性質に起因して、現在
の診断手順は、そのようなツールを資産に利用させるために整備士が必要になることから
、非効率的で煩雑になる傾向がある。
【０００８】
　本明細書において開示される例示的なシステム、装置、及び方法は、これらの問題点の
うち１つ又は複数に対する取り組みを助けようとするものである。例示的な実装態様にお
いて、ネットワーク構成には、資産とリモート演算処理システムとの間の通信を容易にす
る通信ネットワークが含まれてよい。場合によっては、通信ネットワークは、（例えば、
暗号化又は他のセキュリティ対策によって）資産とリモート演算処理システムとの間のセ
キュアな通信を容易にすることができる。
【０００９】
　上述されたように、各資産は、資産の全体にわたって割り当てられた、資産の動作状態
の監視を容易にする、複数のセンサ及び／又はアクチュエータを含んでよい。複数の資産
が、各資産の動作状態を示すそれぞれのデータをリモート演算処理システムに提供してよ
く、リモート演算処理システムは、提供されたデータに基づいて、１つ又は複数の動作を
実行するように構成されてよい。通常、センサデータ及び／又はアクチュエータデータ（
例えば、「信号データ」）が、一般的な資産監視動作に利用され得る。しかし、本明細書
において説明されるように、リモート演算処理システム及び／又は資産は、より複雑な動
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作の実行を容易にするために、そのようなデータを活用することができる。
【００１０】
　例示的な実装態様において、リモート演算処理システムは、資産の動作に関連した予測
モデル及び対応するワークフロー（本明細書では「モデル・ワークフロー対」と呼ばれる
）を定義し、これらを資産にデプロイするように構成されてよい。資産は、モデル・ワー
クフロー対を受信し、そのモデル・ワークフロー対に従って動作するローカル解析装置を
利用するように構成されてよい。
【００１１】
　概して、モデル・ワークフロー対は、資産に、特定の動作状態を監視させ、特定の状態
が存在する場合、特定のイベントの発生防止を容易にするのに役立ち得る挙動を修正させ
ることができる。具体的には、予測モデルが、資産のセンサ及び／又はアクチュエータの
特定のセットから、データを入力として受信し、１つ又は複数の特定のイベントが今後の
一定期間内に資産で発生し得る可能性を出力することができる。ワークフローは、モデル
によって出力される、１つ又は複数の特定のイベントの可能性に基づいて実行される１つ
又は複数の動作を伴ってよい。
【００１２】
　実際には、リモート演算処理システムは、一括予測モデル及び対応するワークフロー、
個別予測モデル及び対応するワークフロー、又はそれらの何らかの組み合わせを定義する
ことができる。「一括」モデル／ワークフローとは、資産のグループに対して汎用的なモ
デル／ワークフローを意味してよく、「個別」モデル／ワークフローとは、単一の資産、
又は資産のグループから分割した資産のサブグループに合わせて用意された、モデル／ワ
ークフローを意味してよい。
【００１３】
　例示的な実装態様において、リモート演算処理システムは、複数の資産の過去のデータ
に基づいて、一括予測モデルを定義することで開始することができる。複数の資産のデー
タを利用することで、単一の資産の動作データを利用するよりも正確な予測モデルの定義
を容易にすることができる。
【００１４】
　一括モデルの基礎を形成する過去のデータは、所与の資産の動作状態を示す動作データ
を少なくとも含んでよい。具体的には、動作データは、故障が資産で発生したときの事例
を識別する異常状態データ、及び／又は、これらの事例が発生した時間に資産で測定され
た１つ又は複数の物理的特性を示すデータ（例えば、信号データ）を含んでよい。このデ
ータは、一括モデル・ワークフロー対を定義するのに用いられた、いくつかある資産関連
データの例の中でも特に、資産が動作していた環境を示す環境データ、及び資産が利用さ
れた日時を示すスケジュールデータも含んでよい。
【００１５】
　過去のデータに基づいて、リモート演算処理システムは、特定のイベントの発生を予測
する一括モデルを定義することができる。特定の例示的な実装態様において、一括モデル
は、今後の一定期間内に故障が資産で生じる確率を出力することができる。そのようなモ
デルは、本明細書では、「故障モデル」と呼ばれることがある。いくつかある例示的な予
測モデルの中でも特に、他の一括モデルが、今後の一定期間内に資産がタスクを完了する
可能性を予測することができる。
【００１６】
　一括モデルを定義した後に、リモート演算処理システムは、定義された一括モデルに対
応する一括ワークフローを定義することができる。概して、ワークフローは、対応するモ
デルに基づいて資産が実行することができる、１つ又は複数の動作を含んでよい。すなわ
ち、対応するモデルの出力は、資産にワークフロー動作を実行させることができる。例え
ば、一括モデルが特定の範囲内の確率を出力した場合、資産が、ローカル診断ツールなど
、特定のワークフロー動作を実行するように、一括モデル・ワークフロー対が定義されて
よい。
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【００１７】
　一括モデル・ワークフロー対が定義された後に、リモート演算処理システムは、１つ又
は複数の資産にその対を伝送してよい。１つ又は複数の資産は次に、一括モデル・ワーク
フロー対に従って動作することができる。
【００１８】
　例示的な実装態様において、リモート演算処理システムはさらに、１つ又は複数の資産
の個別予測モデル及び／若しくは対応するワークフローを定義するように構成されてよい
。リモート演算処理システムは、いくつかある検討事項の中でも特に、それぞれの所与の
資産の特定の特性に基づいて、それらを定義してよい。例示的な実装態様において、リモ
ート演算処理システムは、ベースラインとして一括モデル・ワークフロー対から開始し、
資産の特性に基づいて所与の資産の一括モデル及びワークフローのうち一方又は両方を個
別化してよい。
【００１９】
　実際には、リモート演算処理システムは、一括モデル・ワークフロー対に関連した資産
特性（例えば、対象とする特性）を決定するように構成されてよい。そのような特性の例
には、いくつかある特性の中でも特に、資産年数、資産使用量、資産クラス（例えば、ブ
ランド及び／又は型式）、資産健全性、及び資産が動作する環境が含まれてよい。
【００２０】
　次に、リモート演算処理システムは、対象とする特性に対応する、所与の資産の特性を
決定してよい。所与の資産の特性のうちいくつかに少なくとも基づいて、リモート演算処
理システムは、一括モデル及び／又は対応するワークフローを個別化するように構成され
てよい。
【００２１】
　個別モデル及び／又はワークフローの定義は、一括モデル及び／又はワークフローに一
定の修正を行うリモート演算処理システムを伴ってよい。例えば、一括モデルの個別化は
、いくつかある例の中でも特に、モデル入力の変更、モデル計算の変更、及び／又は、計
算の変数又は出力の重みの変更を伴ってよい。一括ワークフローの個別化は、いくつかあ
る例の中でも特に、ワークフローの１つ又は複数の動作の変更、及び／又は、ワークフロ
ーをトリガするモデル出力値又は値の範囲の変更を伴ってよい。
【００２２】
　所与の資産の個別モデル及び／又はワークフローを定義した後に、リモート演算処理シ
ステムは、個別モデル及び／又はワークフローを所与の資産に伝送することができる。モ
デル及びワークフローのうち１つだけが個別化されるシナリオでは、所与の資産は、個別
化されていないモデル又はワークフローの一括バージョンを利用することができる。所与
の資産は次に、その個別モデル・ワークフロー対に従って動作することができる。
【００２３】
　またさらなる例示的な実装態様において、本システムは、所与の予測モデル及び／又は
ワークフローを、リモート演算処理システムかローカル解析装置かどちらかで実行する選
択肢を有することができる。この点で、所与の予測モデル及び／又はワークフローをリモ
ート演算処理システムで実行する利点がいくつかあってよく、所与の予測モデル及び／又
はワークフローをローカル解析装置で実行する他の利点があってよい。
【００２４】
　例えば、リモート演算処理システムは概して、ローカル解析装置より高い処理能力及び
／又は知能を備えている。さらに、リモート演算処理システムは概して、ローカル解析装
置に知られていない情報を持っていることがある。結果として、リモート演算処理システ
ムは概して、所与の予測モデルをローカル解析装置より正確に実行することが可能である
。例えば、リモート演算処理システムは概して、故障が資産で発生するかどうかを正確に
予測する可能性が、ローカル解析装置より高くなり得る。この精度の改善で、資産の維持
に関連したコストの削減がもたらされ得る。なぜならば、検出漏れ（例えば、コストのか
かるダウンタイムをもたらす故障の見落とし）が少なく、及び／又は誤検出（例えば、不
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要な整備をもたらす不正確な故障予測）が少なくなり得るからである。
【００２５】
　さらに、リモート演算処理システムは概して、所与の予測モデルの最新バージョン有し
、一方、ローカル解析装置は古い（例えば、精度の低い）バージョンを有することがある
。したがって、この理由でも、リモート演算処理システムは、所与の予測モデルをローカ
ル解析装置より正確に実行することができる。上述されたことに加えて、所与の予測モデ
ルをリモート演算処理システムで実行する他の利点があり得る。
【００２６】
　しかし、リモート演算処理システムの代わりに、ローカル解析装置で所与の予測モデル
を実行する他の利点がいくつかあり得る。例えば、ローカル解析装置は資産上に又は資産
の近くに位置し、通常、（例えば、物理接続又は近距離ネットワーク接続を介して）資産
から直接に資産の動作データを受信するのに対して、リモート演算処理システムは資産か
ら遠く離れており、通常、ローカル解析装置へのワイドエリアネットワーク接続（例えば
、セルラネットワーク及び／又はインターネットを通じた接続）を介して、資産から間接
的に資産の動作データを受信する。結果として、ローカル解析装置は、リモート演算処理
システムより時間的に早く資産の動作データにアクセスすることができ、これによりロー
カル解析装置は次に、リモート演算処理システムより時間的に早く、所与の予測モデルを
実行し、モデルの出力に従って働くことが可能となる。ローカル解析装置によるこのより
早い実行で、いくつかある利点の中でも特に、資産での故障発生の防止（及び対応するコ
ストの削減）に改善がもたらされ得る。
【００２７】
　さらに、資産とリモート演算処理システムとの間のネットワーク接続が、ネットワーク
接続の使用料金を請求するサードパーティ（例えば、セルラネットワークでのデータ使用
量を請求する無線キャリア）によって提供されることがあり、このことは、所与の予測モ
デルをローカル解析装置で実行することが、概してコストがかからないことを意味する。
所与の予測モデルをローカル解析装置で実行する他の利点もあり得る。
【００２８】
　所与の予測モデルをリモート演算処理システムで実行する場合と、ローカル解析装置で
実行する場合との相対的な利点は、モデルごとに変わり得ることも理解されたい。例えば
、リモート演算処理システムで第１のモデルを実行することによって、精度に著しい改善
がもたらされることがあり、一方、リモート演算処理システムで第２のモデルを実行する
ことによって、（あったとしても）精度にわずかな改善しかもたらされないことがある。
別の例として、ローカル解析装置で第１のモデルを実行することによって、データ伝送コ
ストの著しい削減がもたらされることがあり、一方、ローカル解析装置で第２のモデルを
実行することによって、データ伝送コストのわずかな削減しかもたらされないことがある
。他の例もあり得る。
【００２９】
　前述の事項を考慮して、リモート演算処理システムは、所与の予測モデルをリモート演
算処理システムで実行する場合と、ローカル解析装置で実行する場合との相対的な利点を
解析し、この解析に基づいて、これらの相対的な利点を定量化する「実行関数」を所与の
予測モデル用に定義するように構成されてよい。実際には、リモート演算処理システムは
次に、この実行関数をローカル解析装置へ伝送してよい。ローカル解析装置は次に、所与
の予測モデルをリモート演算処理システムで実行するか、又はローカル解析装置で実行す
るか判定するのに、実行関数を利用してよく、その後、この判定に従って動作してよい。
これらの機能は様々な方式で実行されてよい。
【００３０】
　１つの特定の例示的な実施形態において、リモート演算処理システムは、解析のために
所与の予測モデルを選択し、（ａ）リモート演算処理システムで所与の予測モデルを実行
することに関する期待値を反映する第１の実行スコアを出力する、第１の実行スコア関数
（「ＰＳＦ」）と、（ｂ）ローカル解析装置で所与の予測モデルを実行することに関する
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期待値を反映する第２の実行スコアを出力する、第２のＰＳＦとを定義してよい。これら
実行スコアは様々な形態をとってよい。
【００３１】
　１つの実装態様において、実行スコアは、所与の予測モデルをリモート演算処理システ
ムで実行する場合と、ローカル解析装置で実行する場合とに関連した、それぞれの期待コ
ストで表されてよい。例えば、所与の予測モデルをリモート演算処理システムで実行する
ための第１の実行スコアは、（ａ）（例えば、不正確な予測から生じる不要な整備及びダ
ウンタイムの点で）所与の予測モデルをリモート演算処理システムで実行した過去の精度
に対応する期待コストと、（ｂ）資産に結合されたローカル解析装置からリモート演算処
理システムへ、リモート演算処理システムでモデルを実行するのに必要なデータを伝送す
ることに関する期待コストとに基づいてよい。同じように、所与の予測モデルをローカル
解析装置で実行するための第２の実行スコアは、（例えば、不正確な予測から生じる不要
な整備及びダウンタイムの点で）所与の予測モデルをローカル解析装置で実行した過去の
精度に対応する期待コストに基づいてよい。
【００３２】
　実際には、これらの期待コスト値は、（ａ）モデルの結果に関する過去のモデル精度及
び過去のコストなど、所与の予測モデルに関連した過去のデータ、（ｂ）リモート演算処
理システムが特定の予測モデルを実行するために、ローカル解析装置が伝送する資産デー
タの量（これは、過去のデータ伝送量に基づいて分かっていてよく、又は決定されてよい
）、並びに（ｃ）現在及び／又は過去のデータ伝送レートに基づいて決定されてよい。こ
れら期待コスト値は、他のデータに基づいて決定されてもよい。
【００３３】
　上述されたように、多くの場合において、所与の予測モデルをリモート演算処理システ
ムで実行することに関する期待コストは、所与の予測モデルをローカル解析装置で実行す
ることに関する期待コストより低い（例えば、より優れている）場合があり、これは、リ
モート演算処理システムが概して、所与の予測モデルをローカル解析装置より正確に実行
することが可能であるからである。しかし、リモート演算処理システムの精度改善に関連
した、このより低いコストは、いくつかある潜在的なコストの中でも特に、予測モデルを
リモート演算処理システムで実行するために負担されるデータ伝送コストで相殺される場
合がある。
【００３４】
　いずれにしても、上述されたように、リモート演算処理システムは、所与の予測モデル
の第１及び第２のＰＳＦを定義した後に、これらのＰＳＦをローカル解析装置へ伝送して
よく、これにより、ローカル解析装置は、ＰＳＦにより出力された期待コスト値に従って
、所与の予測モデルを実行することができる。例示的な実施形態において、リモート演算
処理システムは、所与のＰＳＦを様々な方式で伝送してよい。１つの特定の例として、リ
モート演算処理システムは、所与のＰＳＦに関する式（例えば、１つ又は複数のパラメー
タ及びこれらのパラメータ間の関係を定義する数学演算子）、及び当該式を評価するのに
用いられる１つ又は複数の値（例えば、１つ又は複数のパラメータのそれぞれの値）を伝
送してよい。リモート演算処理システムは、実行関数を様々な他の方式で伝送してもよい
。
【００３５】
　例示的な実装態様において、上述されたように、所与の資産は、リモート演算処理シス
テムにより提供されたモデル・ワークフロー対に従って、所与の資産を動作させるように
構成され得るローカル解析装置を含んでよい。ローカル解析装置は、資産のセンサ及び／
又はアクチュエータからの動作データ（例えば、通常、他の資産関連の目的に利用される
データ）を利用して、予測モデルを実行するように構成されてよい。ローカル解析装置が
特定の動作データを受信した場合、ローカル解析装置はそのモデルを実行してよく、モデ
ルの出力に応じて、対応するワークフローを実行してよい。
【００３６】
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　対応するワークフローを実行することは、所与の資産での望ましくないイベントの発生
防止を容易にするのに役立ち得る。このようにして、所与の資産は、特定のイベントが発
生しそうであるとローカルに判定してよく、次に、そのイベントの発生防止に役立つ特定
のワークフローを実行してよい。このことは、所与の資産とリモート演算処理システムと
の間の通信が妨げられた場合、特に有用となり得る。例えば、状況によっては、予防処置
を取るためのコマンドがリモート演算処理システムから所与の資産に届く前に、故障が発
生する場合がある。そのような状況において、ローカル解析装置は、コマンドをローカル
に生成し、それにより、あらゆるネットワークレイテンシ、又は「オフライン」の所与の
資産から生じるあらゆる問題を回避し得るという点で有利となり得る。したがって、モデ
ル・ワークフロー対を実行するローカル解析装置は、資産をその状態に順応させるのを容
易にし得る。
【００３７】
　いくつかの例示的な実装態様において、モデル・ワークフロー対を最初に実行する前、
又は実行したとき、ローカル解析装置は、リモート演算処理システムから受信したモデル
・ワークフロー対を自身で個別化することができる。概して、ローカル解析装置は、モデ
ル・ワークフロー対が定義されたときに作られた所与の資産に関連する予測、想定、及び
／又は一般化の一部又は全てを評価することで、モデル・ワークフロー対を個別化するこ
とができる。その評価に基づいて、ローカル解析装置は、モデル・ワークフロー対の基本
的な予測、想定、及び／又は一般化が所与の資産の実際の状態をより正確に反映するよう
に、モデル・ワークフロー対を修正することができる。ローカル解析装置は次に、リモー
ト演算処理システムから最初に受信したモデル・ワークフロー対の代わりに、個別モデル
・ワークフロー対を実行してよく、これにより、資産のより正確な監視がもたらされてよ
い。
【００３８】
　所与の資産は、モデル・ワークフロー対に従って動作しているが、所与の資産は、リモ
ート演算処理システムに動作データを引き続き提供することもできる。このデータに少な
くとも基づいて、リモート演算処理システムは、一括モデル・ワークフロー対、及び／又
は、１つ若しくは複数の個別モデル・ワークフロー対を修正することができる。リモート
演算処理システムは、複数の理由で修正を行ってよい。
【００３９】
　１つの例において、リモート演算処理システムは、モデルが事前に考慮しなかった資産
で、新たなイベントが発生した場合、そのモデル及び／又はワークフローを修正してよい
。例えば、故障モデルにおいて、新たなイベントは、データが一括モデルを定義するのに
用いられた資産のいずれかにおいても、まだ発生していなかった新たな故障データであっ
てよい。
【００４０】
　別の例において、リモート演算処理システムは、イベントを通常は発生させない動作状
態のもとで、イベントが資産に発生した場合、モデル及び／又はワークフローを修正して
よい。例えば、再び故障モデルに戻ると、過去に故障をまだ発生させたことがなかった動
作状態のもとで、故障が発生した場合、故障モデル又は対応するワークフローは修正され
てよい。
【００４１】
　さらに別の例において、リモート演算処理システムは、実行されたワークフローがイベ
ントの発生を防止できなかった場合、モデル及び／又はワークフローを修正してよい。具
体的には、モデルの出力が、イベントの発生防止を目的としたワークフローを資産に実行
させたが、それにもかかわらずイベントが資産で発生した場合、リモート演算処理システ
ムは、そのモデル及び／又はワークフローを修正してよい。モデル及び／又はワークフロ
ーを修正するための理由については、他の例もあり得る。
【００４２】
　リモート演算処理システムは次に、データが修正を生じさせた資産に、及び／又は他の
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資産に、リモート演算処理システムと通信して、あらゆる修正を配信することができる。
このようにして、リモート演算処理システムは、モデル及び／又はワークフローを動的に
修正し、これらの修正を、個々の資産の動作状態に基づいて、資産群全体に配信すること
ができる。
【００４３】
　いくつかの例示的な実装態様において、資産及び／又はリモート演算処理システムは、
予測モデル及び／又はワークフローの実行を動的に調整するように構成されてよい。具体
的には、資産（例えば、資産に結合されたローカル解析装置を介して）及び／又はリモー
ト演算処理システムは、資産及び／又はリモート演算処理システムが、予測モデル及び／
又はワークフローを実行しているかどうかに関して、役割の変化をトリガする特定のイベ
ントを検出するように構成されてよい。
【００４４】
　例えば、場合によっては、資産がモデル・ワークフロー対をリモート演算処理システム
から受信した後に、資産は、そのモデル・ワークフロー対をデータストレージに格納して
よいが、モデル・ワークフロー対の一部又は全てを中心的に実行するために、さらにリモ
ート演算処理システムに頼ってよい。一方、他の場合では、リモート演算処理システムは
、モデル・ワークフロー対の一部又は全てをローカルに実行するために、資産に頼ってよ
い。さらに他の場合において、リモート演算処理システム及び資産は、モデル・ワークフ
ロー対を実行する役割を分担してよい。
【００４５】
　いずれにしても、予測モデル及び／又はワークフローの実行を調整するために、資産及
び／又はリモート演算処理システムをトリガする特定のイベントが、ある時点で発生する
ことがある。例えば、資産及び／又はリモート演算処理システムは、資産をリモート演算
処理システムに結合する通信ネットワークの特定の特性を検出することができる。通信ネ
ットワークの特性に基づいて、資産は、予測モデル及び／又はワークフローをローカルに
実行するかどうかを調整することができ、リモート演算処理システムは、それに応じて、
モデル及び／又はワークフローを中心的に実行するかどうかを修正することができる。こ
のようにして、資産及び／又はリモート演算処理システムは、資産の状態に順応すること
ができる。
【００４６】
　特定の例において、資産は、資産とリモート演算処理システムとの間の通信リンクの信
号強度が比較的弱い（例えば、資産が「オフライン」になろうとしていると判定してよい
）、ネットワークレイテンシが比較的大きい、及び／又はネットワーク帯域幅が比較的小
さいというインジケーションを検出することができる。したがって、資産は、リモート演
算処理システムによって事前に処理されていたモデル・ワークフロー対を実行する役割を
担うようにプログラムされてよい。次に、リモート演算処理システムは、モデル・ワーク
フロー対の一部又は全てを中心的に実行することを中止してよい。このようにして、資産
は、予測モデルをローカルに実行し、その後、予測モデルの実行に基づいて対応するワー
クフローを実行して、可能性として、資産での故障発生を防止するのに役立たせることが
できる。
【００４７】
　さらに、実装態様によっては、資産及び／又はリモート演算処理システムは、様々な他
の検討事項に基づいて、予測モデル及び／又はワークフローの実行を同様に調整（又は、
おそらく修正）することができる。例えば、資産の処理容量に基づいて、資産は、モデル
・ワークフロー対のローカルな実行を調整することができ、リモート演算処理システムも
、それに応じて調整することができる。別の例では、資産をリモート演算処理システムに
結合する通信ネットワークの帯域幅に基づいて、資産は、修正されたワークフローを実行
することができる（例えば、伝送レートを減らしたデータ伝送方式に従って、リモート演
算処理システムにデータを伝送する）。他の例もあり得る。
【００４８】
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　追加的に又は代替的に、所与の資産に結合されたローカル解析装置は、予測モデル及び
／又はワークフローを、予測モデル及び／又はワークフローに対応する１つ又は複数の実
行関数（例えば、ＰＳＦ）に基づいて動的に実行するように構成されてよい。具体的には
、上述されたように、ローカル解析装置は、そのような関数をリモート演算処理システム
から受信してよい。所与の資産の動作中に、ローカル解析装置は、実行されるべき特定の
モデル・ワークフロー対を識別してよい。その識別に基づいて、ローカル解析装置は次に
、対応する実行関数を実行して、ローカル解析装置が特定の予測モデル及び／又はワーク
フローを実行すべきかどうか判定してよく、このことは、様々な方式で実行されてよい。
【００４９】
　例えば、例示的な実施形態において、ローカル解析装置は最初に、特定の予測モデル及
び／又はワークフローに対応する１つ又は複数のＰＳＦを識別し、次にこれらのＰＳＦ（
例えば、ローカル解析装置用に１つ、及びリモート演算処理システム用に１つ）を実行し
てよい。ローカル解析装置が、所与の予測モデルをリモート演算処理システムで実行する
場合と、ローカル解析装置で実行する場合との実行スコアを決定した後に、ローカル解析
装置は、これら２つの実行スコアを比較して、より優れた実行スコア（例えば、最も低い
期待コスト）を有する場所で所与の予測モデルを実行することを決定してよい。同じよう
に、ローカル解析装置は、所与の予測モデルをより優れた実行スコアを有する場所で実行
させてよい。
【００５０】
　例えば、ローカル解析装置の実行スコアがリモート演算処理システムの実行スコア（又
は大きい方の閾値）より高い（例えば、より低い期待コストを有する）場合、ローカル解
析装置は、予測モデル及び／又はワークフローを、資産の動作データ（例えば、信号デー
タ）に基づいてローカルに実行してよい。
【００５１】
　一方、ローカル解析装置の実行スコアがリモート演算処理システムの実行スコア（又は
小さい方の閾値）より低い（例えば、より高い期待コストを有する）場合、ローカル解析
装置は代わりに、リモート演算処理システムが所与の予測モデル及び／又はワークフロー
をリモートに実行するための命令、並びにこの実行に用いる資産の動作データをリモート
演算処理システムへ伝送してよい。リモート演算処理システムは次に、所与の予測モデル
を中心的に実行した結果をローカル解析装置へ返してよく、これにより、ローカル解析装
置は、対応するワークフローを実行するなどの動作を実行することになり得る。
【００５２】
　［１］　上述されたように、本明細書において提供される例は、予測モデルのデプロイ
及び実行に関連している。１つの態様において、演算処理システムが提供される。演算処
理システムは、少なくとも１つのプロセッサと、非一時的コンピュータ可読媒体と、当該
非一時的コンピュータ可読媒体に格納されたプログラム命令とを含み、当該プログラム命
令は、演算処理システムに、（ａ）資産の動作に関連した予測モデル及び対応するワーク
フローを、資産がローカルに実行するために資産へ伝送することと、（ｂ）予測モデル及
び対応するワークフローのうち少なくとも１つを、資産がローカルに実行しているという
インジケーションを検出することと、（ｃ）検出されたインジケーションに基づいて、予
測モデル及び対応するワークフローのうち少なくとも１つの、演算処理システムによる中
心的な実行を修正することとを行わせるように、少なくとも１つのプロセッサによって実
行可能である。
【００５３】
　［２］　別の態様において、自身に格納された命令を有する非一時的コンピュータ可読
媒体が提供され、当該命令は演算処理システムに、（ａ）資産の動作に関連した予測モデ
ル及び対応するワークフローを、資産がローカルに実行するために資産へ伝送することと
、（ｂ）予測モデル及び対応するワークフローのうち少なくとも１つを、資産がローカル
に実行しているというインジケーションを検出することと、（ｃ）検出されたインジケー
ションに基づいて、予測モデル及び対応するワークフローのうち少なくとも１つの、演算
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処理システムによる中心的な実行を修正することとを行わせるように実行可能である。
【００５４】
　［３］　さらに別の態様において、コンピュータ実装方法が提供される。本方法は、（
ａ）資産の動作に関連した予測モデル及び対応するワークフローを、資産がローカルに実
行するために資産へ伝送する段階と、（ｂ）予測モデル及び対応するワークフローのうち
少なくとも１つを、資産がローカルに実行しているというインジケーションを検出する段
階と、（ｃ）検出されたインジケーションに基づいて、予測モデル及び対応するワークフ
ローのうち少なくとも１つの、演算処理システムによる中心的な実行を修正する段階とを
含む。
【００５５】
　上述されたように、本明細書において提供される例は、予測モデル及び／又はワークフ
ローをどこで実行するか判定することに関連している。１つの態様において、資産の動作
状態を監視するように構成されたローカル解析装置が提供される。ローカル解析装置は、
ローカル解析装置を資産に結合するように構成された資産インタフェースと、ローカル解
析装置と、（ｉ）資産の動作状態を監視するように構成され（ｉｉ）ローカル解析装置か
ら遠く離れて位置する、演算処理システムとの間の通信を容易にするように構成されたネ
ットワークインタフェースと、少なくとも１つのプロセッサと、非一時的コンピュータ可
読媒体と、当該非一時的コンピュータ可読媒体に格納されたプログラム命令とを含み、当
該プログラム命令はローカル解析装置に、（ａ）実行される資産の動作に関連した予測モ
デルを識別することと、（ｂ）識別された予測モデルに対応する１つ又は複数の実行関数
に基づいて、ローカル解析装置が予測モデルを実行すべきかどうか判定することと、（ｃ
）ローカル解析装置が予測モデルを実行すべきである場合、資産インタフェースを介して
受信された資産の動作データに基づいて、予測モデルを実行することと、（ｄ）そうでな
い場合、ネットワークインタフェースを介して演算処理システムへ、（ｉ）演算処理シス
テムが予測モデルを実行するための命令、及び（ｉｉ）資産インタフェースを介して受信
された資産の動作データを伝送することとを行わせるように、少なくとも１つのプロセッ
サによって実行可能である。
【００５６】
　別の態様において、自身に格納された命令を有する非一時的コンピュータ可読媒体が提
供され、当該命令は、ローカル解析装置の資産インタフェースを介して資産に結合された
ローカル解析装置に、（ａ）実行される資産の動作に関連した予測モデルを識別すること
と、（ｂ）識別された予測モデルに対応する１つ又は複数の実行関数に基づいて、ローカ
ル解析装置が予測モデルを実行すべきかどうか判定することと、（ｃ）ローカル解析装置
が予測モデルを実行すべきである場合、資産インタフェースを介して受信された資産の動
作データに基づいて、予測モデルを実行することと、（ｄ）そうでない場合、資産の動作
状態を監視するように構成され、ローカル解析装置に無線で通信可能に結合された演算処
理システムへ、（ｉ）演算処理システムが予測モデルを実行するための命令、及び（ｉｉ
）資産インタフェースを介して受信された資産の動作データを伝送することとを行わせる
ように実行可能である。
【００５７】
　さらに別の態様において、ローカル解析装置に結合された資産の動作に関連した予測モ
デルの最適な実行を容易にするためのコンピュータ実装方法が提供される。本方法は、（
ａ）実行される予測モデルをローカル解析装置により識別する段階と、（ｂ）識別された
予測モデルに対応する１つ又は複数の実行関数に基づいて、ローカル解析装置が予測モデ
ルを実行すべきかどうか判定する段階と、（ｃ）ローカル解析装置が予測モデルを実行す
べきである場合、ローカル解析装置の資産インタフェースを介して受信された資産の動作
データに基づいて、予測モデルをローカル解析装置により実行する段階と、（ｄ）そうで
ない場合、ローカル解析装置から遠く離れて位置する資産の動作状態を監視するように構
成された演算処理システムへ、ローカル解析装置のネットワークインタフェースを介し、
（ｉ）演算処理システムが予測モデルを実行するための命令、及び（ｉｉ）資産インタフ
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ェースを介して受信された資産の動作データを、ローカル解析装置により伝送する段階と
を含む。
【００５８】
　当業者であれば、以下の開示を読むことで、これらの態様及び多数の他の態様を理解す
るであろう。
【図面の簡単な説明】
【００５９】
【図１】例示的な実施形態が実装され得る、例示的なネットワーク構成を図示する。
【００６０】
【図２】例示的な資産の簡略ブロック図を図示する。
【００６１】
【図３】例示的な異常状態インジケータ及びトリガ基準の概念図を図示する。
【００６２】
【図４】例示的な解析システムの簡略ブロック図を図示する。
【００６３】
【図５】モデル・ワークフロー対を定義するのに用いられ得る、定義段階の例示的なフロ
ーチャートを図示する。
【００６４】
【図６Ａ】一括モデル・ワークフロー対の概念図を図示する。
【００６５】
【図６Ｂ】個別モデル・ワークフロー対の概念図を図示する。
【００６６】
【図６Ｃ】別の個別モデル・ワークフロー対の概念図を図示する。
【００６７】
【図６Ｄ】修正されたモデル・ワークフロー対の概念図を図示する。
【００６８】
【図７】健全性指標を出力する予測モデルを定義するのに用いられ得る、モデル化段階の
例示的なフローチャートを図示する。
【００６９】
【図８】モデルを定義するのに利用されるデータの概念図を図示する。
【００７０】
【図９】実行スコア関数を定義するのに用いられ得る、例示的な定義段階の例示的なフロ
ーチャートを図示する。
【００７１】
【図１０】例示的な実行スコア関数の態様に関する概念図を図示する。
【００７２】
【図１１】予測モデルをローカルに実行するのに用いられ得る、ローカルな実行段階の例
示的なフローチャートを図示する。
【００７３】
【図１２】モデル・ワークフロー対を修正するのに用いられ得る、修正段階の例示的なフ
ローチャートを図示する。
【００７４】
【図１３】モデル・ワークフロー対の実行を調整するのに用いられ得る、調整段階の例示
的なフローチャートを図示する。
【００７５】
【図１４】予測モデルをローカルに実行するかどうか判定するのに用いられ得る、決定段
階の例示的なフローチャートを図示する。
【００７６】
【図１５】一括予測モデル及び対応するワークフローを定義してデプロイするための、例
示的な方法のフローチャートを図示する。
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【００７７】
【図１６】個別予測モデル及び／又は対応するワークフローを定義してデプロイするため
の、例示的な方法のフローチャートを図示する。
【００７８】
【図１７】モデル・ワークフロー対の実行を動的に修正するための、例示的な方法のフロ
ーチャートを図示する。
【００７９】
【図１８】モデル・ワークフロー対を受信してローカルに実行するための、例示的な方法
のフローチャートを図示する。
【００８０】
【図１９】１つ又は複数の実行関数に従って予測モデルを実行するための、例示的な方法
のフローチャートを図示する。
【００８１】
【図２０】予測モデル及び対応する実行関数を定義して予測モデルを実行するための、例
示的な方法のフローチャートを図示する。
【発明を実施するための形態】
【００８２】
　以下の開示では、添付図及びいくつかの例示的なシナリオを参照する。当業者であれば
、そのような参照は説明を目的としているだけであり、したがって、限定するつもりはな
いことを理解するであろう。開示されるシステム、装置、及び方法の一部又は全てが、様
々な方式で再構成され、組み合わされ、追加され、及び／又は除去されてよく、これらの
それぞれは本明細書において企図されている。
【００８３】
　Ｉ．例示的なネットワーク構成
　ここで図を参照すると、図１は、例示的な実施形態が実装され得る例示的なネットワー
ク構成１００を図示している。示されるように、ネットワーク構成１００は、資産１０２
と、資産１０４と、通信ネットワーク１０６と、解析システムの形態をとってよいリモー
ト演算処理システム１０８と、出力システム１１０と、データソース１１２とを含む。
【００８４】
　通信ネットワーク１０６は、ネットワーク構成１００内の要素のそれぞれを通信可能に
接続することができる。例えば、資産１０２及び１０４は、通信ネットワーク１０６を介
して解析システム１０８と通信することができる。場合によっては、資産１０２及び１０
４は、資産ゲートウェイ（不図示）など、同じように解析システム１０８と通信する１つ
又は複数の中間システムと通信することができる。同様に、解析システム１０８は、通信
ネットワーク１０６を介して出力システム１１０と通信することができる。場合によって
は、解析システム１０８は、ホストサーバ（不図示）など、同じように出力システム１１
０と通信する１つ又は複数の中間システムと通信することができる。多くの他の構成もあ
り得る。例示的な場合において、通信ネットワーク１０６は、ネットワーク要素間のセキ
ュアな通信を（例えば、暗号化又は他のセキュリティ対策によって）容易にすることがで
きる。
【００８５】
　概して、資産１０２及び１０４は、１つ又は複数の動作（これらは、分野に基づいて定
義されてよい）を実行するように構成された任意の装置の形態をとってよく、所与の資産
の１つ又は複数の動作状態を示すデータを伝送するように構成された機器を含んでもよい
。いくつかの例において、資産が、１つ又は複数のそれぞれの動作を実行するように構成
された、１つ又は複数のサブシステムを含んでよい。実際には、資産が動作するために、
複数のサブシステムが並列に又は連続的に動作してよい。
【００８６】
　例示的な資産は、いくつかある例の中でも特に、輸送機械（例えば、機関車、航空機、
乗用車、セミトレーラートラック、船舶など）、工業機械（例えば、採掘機械、建設機械
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、工場自動化など）、医療装置（例えば、医療用撮像装置、手術用機器、医療用監視シス
テム、医療用検査機器など）、及びユーティリティ設備（例えば、タービン、ソーラーフ
ァームなど）を含んでよい。当業者であれば、これらが資産のほんのいくつかの例である
こと、また多数の他の資産があり得、本明細書において企図されていることを理解するで
あろう。
【００８７】
　例示的な実装態様において、資産１０２及び１０４は、それぞれ同じ種類であってよく
（例えば、いくつかある例の中でも特に、機関車群若しくは航空機群、風力タービン群、
又はＭＲＩ装置一式）、おそらく同じクラス（例えば、同じブランド及び／又は型式）で
あってよい。他の例において、資産１０２及び１０４は、種類、ブランド、型式などが異
なってよい。これらの資産は、図２を参照しながら、以下でさらに詳細に論じられる。
【００８８】
　示されるように、資産１０２及び１０４、並びにおそらくデータソース１１２は、通信
ネットワーク１０６を介して解析システム１０８と通信することができる。概して、通信
ネットワーク１０６は、１つ又は複数の演算処理システムと、ネットワーク要素間のデー
タ転送を容易にするように構成されたネットワークインフラストラクチャとを含んでよい
。通信ネットワーク１０６は、１つ又は複数のワイドエリアネットワーク（ＷＡＮ）及び
／若しくはローカルエリアネットワーク（ＬＡＮ）であってよく、又はこれらを含んでも
よく、これらのネットワークは、有線及び／又は無線であってよく、セキュアな通信をサ
ポートしてよい。いくつかの例において、通信ネットワーク１０６は、いくつかあるネッ
トワークの中でも特に、１つ又は複数のセルラネットワーク及び／又はインターネットを
含んでよい。通信ネットワーク１０６は、ＬＴＥ、ＣＤＭＡ、ＧＳＭ（登録商標）、ＬＰ
ＷＡＮ、ＷｉＦｉ、Ｂｌｕｅｔｏｏｔｈ（登録商標）、Ｅｔｈｅｒｎｅｔ（登録商標）、
ＨＴＴＰ／Ｓ、ＴＣＰ、ＣｏＡＰ／ＤＴＬＳなど、１つ又は複数の通信プロトコルに従っ
て動作することができる。通信ネットワーク１０６は、単一のネットワークとして示され
ているが、通信ネットワーク１０６は、互いに通信可能に結合された複数の別個のネット
ワークを含んでよいことを理解されたい。通信ネットワーク１０６は、他の形態もとるこ
とがある。
【００８９】
　上述されたように、解析システム１０８は、資産１０２及び１０４、並びにデータソー
ス１１２からデータを受信するように構成されてよい。大まかに言うと、解析システム１
０８は、データを受信、処理、解析、及び出力するように構成された、サーバやデータベ
ースなど、１つ又は複数の演算処理システムを含んでよい。解析システム１０８は、いく
つかある例の中でも特に、ＴＰＬ　Ｄａｔａｆｌｏｗ又はＮｉＦｉなど、所与のデータフ
ロー技術に従って構成されてよい。解析システム１０８は、図３を参照しながら、以下で
さらに詳細に論じられる。
【００９０】
　示されるように、解析システム１０８は、資産１０２及び１０４、並びに／又は出力シ
ステム１１０へデータを伝送するように構成されてよい。伝送される特定のデータは、様
々な形態をとってよく、これについては、以下でさらに詳細に説明されることになる。
【００９１】
　概して、出力システム１１０は、データを受信して、何らかの形態の出力を提供するよ
うに構成された、演算処理システム又は演算処理装置の形態をとってよい。出力システム
１１０は、様々な形態をとってよい。１つの例において、出力システム１１０は、データ
を受信し、そのデータに応答して、可聴出力、視覚出力、及び／又は触知出力を提供する
ように構成された出力装置であってよく、又はそのような出力装置を含んでもよい。概し
て、出力装置は、ユーザ入力を受信するように構成された１つ又は複数の入力インタフェ
ースを含んでよく、出力装置は、そのようなユーザ入力に基づき、通信ネットワーク１０
６を通じてデータを伝送するように構成されてよい。出力装置の例には、タブレット、ス
マートフォン、ラップトップコンピュータ、他のモバイル演算処理装置、デスクトップコ
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ンピュータ、スマートテレビなどが含まれる。
【００９２】
　出力システム１１０の別の例は、資産を修理するために、整備士の要請などを出力する
ように構成された、作業発注システムの形態をとってよい。出力システム１１０のさらに
別の例は、資産の部品を発注し、その受領書を出力するように構成された、部品発注シス
テムの形態をとってよい。多数の他の出力システムもあり得る。
【００９３】
　データソース１１２は、解析システム１０８と通信するように構成されてよい。概して
、データソース１１２は、解析システム１０８により実行された機能に関連し得るデータ
を収集、格納、及び／若しくは解析システム１０８などの他のシステムに提供するように
構成された、１つ又は複数の演算処理システムであってよく、又はそのような１つ又は複
数の演算処理システムを含んでもよい。データソース１１２は、資産１０２及び１０４か
ら独立して、データを生成及び／又は取得するように構成されてよい。したがって、デー
タソース１１２により提供されるデータは、本明細書において、「外部データ」と呼ばれ
ることがある。データソース１１２は、現在のデータ及び／又は過去のデータを提供する
ように構成されてよい。実際には、解析システム１０８は、データソースにより提供され
るサービスに「加入」することで、データソース１１２からデータを受信することができ
る。しかし、解析システム１０８は、他の方式でも、データソース１１２からデータを受
信することができる。
【００９４】
　データソース１１２の例には、環境データソース、資産管理データソース、及び他のデ
ータソースが含まれる。概して、環境データソースは、資産が動作する環境のいくつかの
特性を示すデータを提供する。環境データソースの例には、いくつかある例の中でも特に
、所与の地域の自然の特徴又は人工的な特徴に関する情報を提供する、気象データサーバ
、全地球衛星航法システム（ＧＮＳＳ）サーバ、地図データサーバ、及び地形データサー
バが含まれる。
【００９５】
　概して、資産管理データソースは、資産の動作又は維持に影響を与え得るエンティティ
（例えば、他の資産）のイベント又は状態を示すデータ（例えば、いつどこで資産が動作
し、又は整備を受けたことがあるか）を提供する。資産管理データソースの例には、いく
つかある例の中でも特に、空路交通、海路交通、及び／又は陸路交通に関する情報を提供
する、交通データサーバ、特定の日付及び／又は特定の時間における資産の期待されるル
ート及び／又は位置に関する情報を提供する、資産スケジュールサーバ、欠陥検出器シス
テム（「発熱軸箱」検出器としても知られている）に近接して通過する資産の１つ又は複
数の動作状態に関する情報を提供する、欠陥検出器システム、特定の供給業者が在庫に持
っている部品、及びそれらの価格に関する情報を提供する、部品供給業者サーバ、並びに
修理工場の処理能力に関する情報を提供する修理工場サーバなどが含まれる。
【００９６】
　他のデータソースに例には、いくつかある例の中でも特に、電気消費に関する情報を提
供する送電網サーバ、資産の過去の動作データを格納する外部データベースが含まれる。
当業者であれば、これらがデータソースのほんのいくつかの例であること、また多数の他
のデータソースがあり得ることを理解するであろう。
【００９７】
　ネットワーク構成１００は、本明細書で説明される実施形態が実装され得るネットワー
クの１つの例であることを理解されたい。多数の他の構成があり得、本明細書において企
図されている。例えば、他のネットワーク構成は、図示されていない追加の要素を含んで
よく、及び／又は、図示された要素をより多く若しくはより少なく含んでもよい。
【００９８】
　ＩＩ．例示的な資産
　図２を参照すると、例示的な資産２００の簡略ブロック図が図示されている。図１の資
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産１０２及び１０４のうち、どちらか又は両方が資産２００のように構成されてよい。示
されるように、資産２００は、１つ又は複数のサブシステム２０２と、１つ又は複数のセ
ンサ２０４と、１つ又は複数のアクチュエータ２０５と、中央処理装置２０６と、データ
ストレージ２０８と、ネットワークインタフェース２１０と、ユーザインタフェース２１
２と、ローカル解析装置２２０とを含んでよく、それらの全ては、システムバス、ネット
ワーク、又は他の接続機構によって（直接又は間接的に）通信可能に結合されてよい。当
業者であれば、資産２００は、示されていない追加の要素を含んでよく、及び／又は、図
示された要素をより多く若しくはより少なく含んでもよいことを理解するであろう。
【００９９】
　大まかに言うと、資産２００は、１つ又は複数の動作を実行するように構成された、１
つ又は複数の電気的要素、機械的要素、及び／又は電気機械的要素を含んでよい。場合に
よっては、１つ又は複数の要素は、所与のサブシステム２０２にグループ化されてよい。
【０１００】
　概して、サブシステム２０２は、資産２００の一部である関連要素のグループを含んで
よい。単一のサブシステム２０２は、１つ若しくは複数の動作を独立して実行してよく、
又は、単一のサブシステム２０２は、１つ若しくは複数の動作を実行するために、１つ若
しくは複数の他のサブシステムとともに動作してよい。通常、異なる種類の資産、及び異
なるクラスの同じ種類の資産であっても、異なるサブシステムを含んでよい。
【０１０１】
　例えば、輸送資産という観点では、サブシステム２０２の例は、多数のサブシステムの
中でも特に、エンジン、変速機、ドライブトレイン、燃料システム、バッテリシステム、
排気システム、ブレーキシステム、電気システム、信号処理システム、発電機、ギアボッ
クス、ロータ、及び油圧システムを含んでよい。医療装置という観点では、サブシステム
２０２の例は、多数のサブシステムの中でも特に、スキャンシステム、モータ、コイル及
び／又は磁石システム、信号処理システム、ロータ、並びに電気システムを含んでよい。
【０１０２】
　上記に示唆されたように、資産２００には、資産２００の動作状態を監視するように構
成された様々なセンサ２０４と、資産２００又はその要素と相互に作用して、資産２００
の動作状態を監視するように構成された様々なアクチュエータ２０５とが備えられてよい
。場合によっては、センサ２０４及び／又はアクチュエータ２０５のいくつかが、特定の
サブシステム２０２に基づいて、グループ化されてよい。このようにして、センサ２０４
及び／又はアクチュエータ２０５のグループは、特定のサブシステム２０２の動作状態を
監視するように構成されてよく、そのグループのアクチュエータは、これらの動作状態に
基づいて、サブシステムの挙動を変更することができる何らかの方法で、特定のサブシス
テム２０２と相互に作用するように構成されてよい。
【０１０３】
　概して、センサ２０４は、資産２００の１つ又は複数の動作状態を示し得る物理的特性
を検出し、電気信号（例えば、「信号データ」）など、検出された物理的特性のインジケ
ーションを提供するように構成されてよい。動作にあたっては、センサ２０４は、継続的
に、周期的に（例えば、サンプリング頻度に基づいて）、及び／又は何らかのトリガイベ
ントに応答して、測定値を取得するように構成されてよい。いくつかの例において、セン
サ２０４は、測定を実行するための動作パラメータで事前設定されてよく、及び／又は、
中央処理装置２０６により提供される動作パラメータ（例えば、測定値を取得するように
センサ２０４に命令するサンプリング信号）に従って測定を実行してよい。いくつかの例
において、異なるセンサ２０４が異なる動作パラメータを有してよい（例えば、一部のセ
ンサが、第１の頻度に基づいてサンプリングしてよく、他のセンサが、第２の異なる頻度
に基づいてサンプリングしてよい）。いずれにしても、センサ２０４は、測定された物理
的特性を示す電気信号を中央処理装置２０６へ伝送するように構成されてよい。センサ２
０４は、継続的に又は周期的に、そのような信号を中央処理装置２０６に提供することが
できる。
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【０１０４】
　例えば、センサ２０４は、資産２００の位置及び／又は動きなどの物理的特性を測定す
るように構成されてよく、その場合センサは、ＧＮＳＳセンサ、推測航法を基にしたセン
サ、加速度計、ジャイロスコープ、歩数計、磁気計などの形態をとってよい。
【０１０５】
　さらに、様々なセンサ２０４が、資産２００の他の動作状態を測定するように構成され
てよく、それらの動作状態の例には、いくつかある例の中でも特に、温度、圧力、速度、
加速度又は減速度、摩擦力、電力使用量、燃料使用量、流体レベル、ランタイム、電圧及
び電流、磁界、電界、物体の有無、各要素の位置、並びに発電が含まれてよい。当業者で
あれば、これらは、センサが測定するように構成され得る、ほんのいくつかの例示的な動
作状態であることを理解するであろう。産業上の応用又は特定の資産に応じて、追加のセ
ンサ又はより少ないセンサが用いられてよい。
【０１０６】
　上記に示唆されたように、アクチュエータ２０５が、いくつかの点で、センサ２０４に
類似して構成されてよい。具体的には、アクチュエータ２０５は、資産２００の動作状態
を示す物理的特性を検出し、そのインジケーションを、センサ２０４と類似した方式で提
供するように構成されてよい。
【０１０７】
　さらに、アクチュエータ２０５は、資産２００、１つ若しくは複数のサブシステム２０
２、及び／又はそれらの何らかの要素と、相互に作用するように構成されてよい。したが
って、アクチュエータ２０５は、機械的動作を実行する（例えば、動く）ように構成され
ている、モータなどを含んでよく、又は別の方法で、要素、サブシステム、若しくはシス
テムを制御してもよい。特定の例において、アクチュエータは、燃料流量を測定し、その
燃料流量を変更する（例えば、その燃料流量を制限する）ように構成されてよく、又は、
アクチュエータは、油圧を測定し、その油圧を変更する（例えば、その油圧を増やす又は
減らす）ように構成されてよい。アクチュエータに関する多数の他の例示的な相互作用も
あり得、本明細書において企図されている。
【０１０８】
　概して、中央処理装置２０６は、１つ又は複数のプロセッサ及び／若しくはコントロー
ラを含んでよく、これらは、汎用若しくは専用のプロセッサ又はコントローラの形態をと
ってよい。具体的には、例示的な実装態様において、中央処理装置２０６は、マイクロプ
ロセッサ、マイクロコントローラ、特定用途向け集積回路、デジタル信号プロセッサなど
であってよく、又はそれらを含んでもよい。同じように、データストレージ２０８は、い
くつかある例の中でも特に、光メモリ、磁気メモリ、有機メモリ、又はフラッシュメモリ
など、１つ又は複数の非一時的コンピュータ可読記憶媒体であってよく、又はそれらを含
んでもよい。
【０１０９】
　中央処理装置２０６は、本明細書において説明される資産の動作を実行するために、コ
ンピュータ可読プログラム命令をデータストレージ２０８に格納し、格納されたそれらの
命令にアクセスして実行するように構成されてよい。例えば、上記に示唆されたように、
中央処理装置２０６は、センサ２０４及び／又はアクチュエータ２０５から、それぞれの
センサ信号を受信するように構成されてよい。中央処理装置２０６は、センサデータ及び
／又はアクチュエータデータをデータストレージ２０８に格納し、後でデータストレージ
２０８のデータにアクセスするように構成されてよい。
【０１１０】
　中央処理装置２０６は、受信されたセンサ信号及び／又はアクチュエータ信号が、障害
コードなど、任意の異常状態インジケータをトリガするかどうか判定するように構成され
てもよい。例えば、中央処理装置２０６は、異常状態ルールをデータストレージ２０８に
格納するように構成されてよく、異常状態ルールのそれぞれは、特定の異常状態を表す所
与の異常状態インジケータ、及び異常状態インジケータをトリガするそれぞれのトリガ基



(23) JP 2018-524704 A 2018.8.30

10

20

30

40

50

準を含む。すなわち、各異常状態インジケータは、異常状態インジケータがトリガされる
前に満たされなければならない１つ若しくは複数のセンサ測定値、及び／又はアクチュエ
ータ測定値に対応する。実際には、資産２００は、異常状態ルールで事前にプログラムさ
れてよく、及び／又は、解析システム１０８などの演算処理システムから、新たな異常状
態ルール、若しくは既存のルールの更新を受信してよい。
【０１１１】
　いずれにしても、中央処理装置２０６は、受信されたセンサ信号及び／又はアクチュエ
ータ信号が、任意の異常状態インジケータをトリガするかどうか判定するように構成され
てよい。すなわち、中央処理装置２０６は、受信されたセンサ信号及び／又はアクチュエ
ータ信号が、任意のトリガ基準を満たすかどうか判定してよい。そのような判定が肯定的
である場合、中央処理装置２０６は、異常状態データを生成してよく、視覚アラート及び
／又は可聴アラートなど、異常状態のインジケーションを資産のユーザインタフェース２
１２に出力させてもよい。さらに、中央処理装置２０６は、異常状態インジケータの発生
がトリガされたことを、おそらくタイムスタンプ付きで、データストレージ２０８に記録
してよい。
【０１１２】
　図３は、資産の例示的な異常状態インジケータ、及びそれぞれのトリガ基準に関する概
念図を図示する。具体的には、図３は、例示的な障害コードの概念図を図示する。示され
るように、テーブル３００は、センサＡ、アクチュエータＢ、及びセンサＣにそれぞれ対
応する列３０２、３０４、及び３０６と、障害コード１、２、及び３にそれぞれ対応する
行３０８、３１０、及び３１２とを含む。次に、登録項目３１４が、所与の障害コードに
対応するセンサ基準（例えば、センサ値の閾値）を指定する。
【０１１３】
　例えば、障害コード１は、センサＡが１３５回転／分（ｒｐｍ）より高い回転測定値を
検出し、且つセンサＣが摂氏６５度（℃）より高い温度測定値を検出した場合にトリガさ
れ、障害コード２は、アクチュエータＢが１０００ボルト（Ｖ）より高い電圧測定値を検
出し、且つセンサＣが摂氏５５度より低い温度測定値を検出した場合にトリガされ、障害
コード３は、センサＡが１００ｒｐｍより高い回転測定値を検出し、アクチュエータＢが
７５０Ｖより高い電圧測定値を検出し、且つセンサＣが摂氏６０度より高い温度測定値を
検出した場合にトリガされることになる。当業者であれば、図３は、例示及び説明の目的
のためだけに提供されていること、また多数の他の障害コード及び／又はトリガ基準があ
り得、本明細書において企図されていることを理解するであろう。
【０１１４】
　図２に戻って参照すると、中央処理装置２０６は、資産２００の動作を管理及び／又は
制御するための、様々な追加の機能を実行するように構成されてもよい。例えば、中央処
理装置２０６は、サブシステム２０２及び／又はアクチュエータ２０５に、スロットル位
置の修正など、何らかの動作を実行させる命令信号を、サブシステム２０２及び／又はア
クチュエータ２０５に提供するように構成されてよい。さらに、中央処理装置２０６は、
センサ２０４及び／又はアクチュエータ２０５からのデータを処理する速度を修正するよ
うに構成されてよく、あるいは、中央処理装置２０６は、センサ２０４及び／又はアクチ
ュエータ２０５に、例えば、サンプリングレートを修正させる命令信号を、センサ２０４
及び／又はアクチュエータ２０５に提供するように構成されてよい。さらに、中央処理装
置２０６は、サブシステム２０２、センサ２０４、アクチュエータ２０５、ネットワーク
インタフェース２１０、及び／又はユーザインタフェース２１２からの信号を受信し、そ
のような信号に基づいて、動作を起こさせるように構成されてよい。さらにまた、中央処
理装置２０６は、データストレージ２０８に格納された診断ルールに従って、１つ又は複
数の診断ツールを中央処理装置２０６に実行させる信号を、診断装置などの演算処理装置
から受信するように構成されてよい。中央処理装置２０６の他の機能が、以下に論じられ
る。
【０１１５】
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　ネットワークインタフェース２１０は、通信ネットワーク１０６に接続された資産２０
０と様々なネットワーク要素との間に、通信を提供するように構成されてよい。例えば、
ネットワークインタフェース２１０は、通信ネットワーク１０６との間でやり取りされる
無線通信を容易にするように構成されてよく、したがって、様々な無線信号を伝送及び受
信するためのアンテナ構造及び関連機器の形態をとってよい。他の例もあり得る。実際に
は、ネットワークインタフェース２１０は、限定されないが、上述された通信プロトコル
のいずれかなど、通信プロトコルに従って構成されてよい。
【０１１６】
　ユーザインタフェース２１２は、資産２００とのユーザ対話を容易にするように構成さ
れてよく、ユーザ対話に応答して、ある動作を資産２００に実行させることを容易にする
ように構成されてもよい。ユーザインタフェース２１２の例には、いくつかある例の中で
も特に、タッチセンサ式インタフェース、機械的インタフェース（例えば、レバー、ボタ
ン、ホイール、ダイヤル、キーボードなど）、及び他の入力インタフェース（例えば、マ
イク）が含まれる。場合によっては、ユーザインタフェース２１２は、表示画面、スピー
カ、ヘッドホンジャックなど、出力要素を含んでよく、又はそれらに接続性を提供してよ
い。
【０１１７】
　ローカル解析装置２２０は概して、資産２００に関連したデータを受信して解析するよ
うに構成されてよく、そのような解析に基づいて、１つ又は複数の動作を資産２００に起
こさせてよい。例えば、ローカル解析装置２２０は、資産２００の動作データ（例えば、
センサ２０４及び／又はアクチュエータ２０５により生成された信号データ）を受信する
ことができ、そのようなデータに基づいて、ある動作を資産２００に実行させる命令を、
中央処理装置２０６、センサ２０４、及び／又はアクチュエータ２０５に提供することが
できる。
【０１１８】
　この動作を容易にするために、ローカル解析装置２２０は、ローカル解析装置２２０を
資産の内蔵システムのうち１つ又は複数に結合するように構成された、１つ又は複数の資
産インタフェースを含んでよい。例えば、図２に示されるように、ローカル解析装置２２
０は、資産の中央処理装置２０６に対するインタフェースを有してよく、これにより、ロ
ーカル解析装置２２０は中央処理装置２０６から動作データ（例えば、センサ２０４及び
／又はアクチュエータ２０５により生成され、中央処理装置２０６へ送信される動作デー
タ）を受信し、その後、中央処理装置２０６に命令を提供することが可能になり得る。こ
のようにして、ローカル解析装置２２０は、中央処理装置２０６を介して、資産２００の
他の内蔵システム（例えば、センサ２０４及び／又はアクチュエータ２０５）と間接的に
インタフェースをとり、それらの搭載システムからデータを受信することができる。追加
的に又は代替的に、図２に示されるように、ローカル解析装置２２０は、１つ又は複数の
センサ２０４及び／又はアクチュエータ２０５に対するインタフェースを有してよく、こ
れにより、ローカル解析装置２２０は、センサ２０４及び／又はアクチュエータ２０５と
直接に通信することが可能になり得る。ローカル解析装置２２０は、他の方式でも、資産
２００の内蔵システムとインタフェースをとることができ、図２に例示されたインタフェ
ースは、示されていない１つ又は複数の中間システムによって容易になるという可能性を
含んでいる。
【０１１９】
　実際には、ローカル解析装置２２０によって、資産２００は、ローカル解析装置２２０
がなければ、他の資産内要素とともに実行することができない場合がある、予測モデル及
び対応するワークフローを実行するなど、高度な解析及び関連動作をローカルに実行する
ことが可能になり得る。したがって、ローカル解析装置２２０は、追加の処理能力及び／
又は知能を資産２００に提供するのに役立ち得る。
【０１２０】
　ローカル解析装置２２０は、予測モデルと関連しない動作を資産２００に実行させるよ
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うに構成されてもよいことを理解されたい。例えば、ローカル解析装置２２０は、解析シ
ステム１０８又は出力システム１１０などのリモートソースからデータを受信してよく、
受信されたデータに基づいて、１つ又は複数の動作を資産２００に実行させてよい。１つ
の特定の例が、資産２００のファームウェア更新をリモートソースから受信し、次にその
ファームウェアを資産２００に更新させる、ローカル解析装置２２０を伴ってよい。別の
特定の例が、診断命令をリモートソースから受信し、次に受信された命令に従ってローカ
ル診断ツールを資産２００に実行させる、ローカル解析装置２２０を伴ってよい。多数の
他の例もあり得る。
【０１２１】
　示されるように、ローカル解析装置２２０は、上述された１つ又は複数の資産インタフ
ェースに加えて、処理ユニット２２２、データストレージ２２４、及びネットワークイン
タフェース２２６も含んでよく、これらの全ては、システムバス、ネットワーク、又は他
の接続機構によって通信可能に結合されてよい。処理ユニット２２２は、中央処理装置２
０６に関して上述された複数の要素のうちいずれかを含んでよい。同じように、データス
トレージ２２４は、１つ若しくは複数の非一時的コンピュータ可読記憶媒体であってよく
、又はそれらを含んでもよく、これらの非一時的コンピュータ可読記憶媒体は、上述され
たコンピュータ可読記憶媒体のいずれかの形態をとってよい。
【０１２２】
　処理ユニット２２２は、本明細書において説明されるローカル解析装置の動作を実行す
るために、コンピュータ可読プログラム命令をデータストレージ２２４に格納し、格納さ
れたそれらの命令にアクセスして実行するように構成されてよい。例えば、処理ユニット
２２２は、センサ２０４及び／又はアクチュエータ２０５により生成されたそれぞれのセ
ンサ信号及び／又はアクチュエータ信号を受信するように構成されてよく、そのような信
号に基づいて、予測モデル・ワークフロー対を実行してよい。他の機能が以下に説明され
る。
【０１２３】
　ネットワークインタフェース２２６は、上述されたネットワークインタフェースと同じ
又は類似であってよい。実際には、ネットワークインタフェース２２６は、ローカル解析
装置２２０と解析システム１０８との間の通信を容易にすることができる。
【０１２４】
　いくつかの例示的な実装態様において、ローカル解析装置２２０は、ユーザインタフェ
ース２１２と類似し得るユーザインタフェースを含んでよく、及び／又はそのユーザイン
タフェースと通信してよい。実際には、ユーザインタフェースは、ローカル解析装置２２
０（及び資産２００）から遠く離れて位置してよい。他の例もあり得る。
【０１２５】
　図２は、ローカル解析装置２２０が、その関連資産（例えば、資産２００）に１つ又は
複数の資産インタフェースを介して物理的に且つ通信可能に結合されているところを示す
が、常にこうであるとは限らないことも理解されたい。例えば、実装態様によっては、ロ
ーカル解析装置２２０は、その関連資産に物理的に結合されていない場合があり、代わり
に、ローカル解析装置２２０は、資産２００から遠く離れて位置してよい。そのような一
実装態様の一例において、ローカル解析装置２２０は、資産２００に無線で通信可能に結
合されてよい。他の配置及び構成もあり得る。
【０１２６】
　当業者であれば、図２に示される資産２００が、資産の簡略した表現のほんの１つの例
であり、多数の他の例もあり得ることを理解するであろう。例えば、他の資産は、図示さ
れていない追加の要素を含んでよく、及び／又は、図示された要素をより多く若しくはよ
り少なく含んでもよい。さらに、所与の資産が、その所与の資産の動作を実行するために
、協調して動作する複数の別個の資産を含んでよい。他の例もあり得る。
【０１２７】
　ＩＩＩ．例示的な解析システム
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　次に図４を参照すると、例示的な解析システム４００の簡略ブロック図が図示されてい
る。上記に示唆されたように、解析システム４００は、本明細書において説明される様々
な動作を実行するように通信可能に結合及び構成された、１つ又は複数の演算処理システ
ムを含んでよい。具体的には、示されるように、解析システム４００は、データ取得シス
テム４０２と、データサイエンスシステム４０４と、１つ又は複数のデータベース４０６
とを含んでよい。これらのシステム要素は、１つ又は複数の無線接続及び／若しくは有線
接続を介して、通信可能に結合されてよく、これらの接続は、セキュアな通信を容易にす
るように構成されてよい。
【０１２８】
　データ取得システム４０２は概して、データを受信して処理し、データサイエンスシス
テム４０４にデータを出力するように機能することができる。したがって、データ取得シ
ステム４０２は、資産１０２及び１０４、出力システム１１０、並びに／又はデータソー
ス１１２など、ネットワーク構成１００の様々なネットワーク要素からデータを受信する
ように構成された、１つ又は複数のネットワークインタフェースを含んでよい。具体的に
は、データ取得システム４０２は、いくつかある例の中でも特に、アナログ信号、データ
ストリーム、及び／又はネットワークパケットを受信するように構成されてよい。したが
って、ネットワークインタフェースは、ポートなど、１つ若しくは複数の有線ネットワー
クインタフェース、及び／又は、上述されたものに類似した無線ネットワークインタフェ
ースを含んでよい。いくつかの例において、データ取得システム４０２は、ＮｉＦｉ受信
機など、所与のデータフロー技術に従って構成された要素であってよく、又はそれらの要
素を含んでもよい。
【０１２９】
　データ取得システム４０２は、１つ又は複数の動作を実行するように構成された、１つ
又は複数の処理要素を含んでよい。例示的な動作には、いくつかある動作の中でも特に、
圧縮及び／又は解凍、暗号化及び／又は複合、アナログデジタル変換及び／又はデジタル
アナログ変換、フィルタリング、並びに増幅が含まれてよい。さらに、データ取得システ
ム４０２は、データのデータ型及び／又は特性に基づいて、データを解析、分類、整理、
及び／又はルーティングするように構成されてよい。いくつかの例において、データ取得
システム４０２は、データサイエンスシステム４０４の１つ又は複数の特性若しくは動作
パラメータに基づいて、データの書式を設定し、データをまとめ、及び／又はデータをル
ーティングするように構成されてよい。
【０１３０】
　概して、データ取得システム４０２により受信されるデータは、様々な形態をとってよ
い。例えば、データのペイロードには、センサ若しくはアクチュエータの単一の測定値、
センサ及び／若しくはアクチュエータの複数の測定値、並びに／又は、１つ若しくは複数
の異常状態データが含まれてよい。他の例もあり得る。
【０１３１】
　さらに、受信されたデータには、送信元識別子及びタイムスタンプ（例えば、情報が取
得された日付及び／又は時刻）など、特定の特性が含まれてよい。例えば、固有の識別子
（例えば、コンピュータによって生成されたアルファベット、数字、英数字などの識別子
）が、各資産、並びにおそらくは各センサ及びアクチュエータに割り当てられてよい。そ
のような識別子は、データが生じる資産、センサ、又はアクチュエータを識別するように
使用可能であってよい。場合によっては、別の特性に、情報が取得された位置（例えば、
ＧＰＳ座標）が含まれてよい。データ特性は、いくつかある例の中でも特に、信号署名又
はメタデータの形態で生じてよい。
【０１３２】
　データサイエンスシステム４０４は概して、（例えば、データ取得システム４０２から
）データを受信して解析し、そのような解析に基づいて、１つ又は複数の動作を起こさせ
るように機能することができる。したがって、データサイエンスシステム４０４は、１つ
又は複数のネットワークインタフェース４０８、処理ユニット４１０、及びデータストレ
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ージ４１２を含んでよく、それらの全てが、システムバス、ネットワーク、又は他の接続
機構によって通信可能に結合されてよい。場合によっては、データサイエンスシステム４
０４は、本明細書において開示される一部の機能の実行を容易にする１つ若しくは複数の
アプリケーションプログラムインタフェース（ＡＰＩ）を格納、及び／又はそれらのＡＰ
Ｉにアクセスするように構成されてよい。
【０１３３】
　ネットワークインタフェース４０８は、上述された任意のネットワークインタフェース
と同じ又は類似してよい。実際には、ネットワークインタフェース４０８は、データサイ
エンスシステム４０４と、データ取得システム４０２、データベース４０６、資産１０２
、出力システム１１０など、様々な他のエンティティとの間の通信を（例えば、あるレベ
ルのセキュリティで）容易にすることができる。
【０１３４】
　処理ユニット４１０は、１つ又は複数のプロセッサを含んでよく、それらのプロセッサ
は上述されたプロセッサ形態のいずれかをとってよい。同じように、データストレージ４
１２は、１つ若しくは複数の非一時的コンピュータ可読記憶媒体であってよく、又はそれ
らを含んでもよく、これらの非一時的コンピュータ可読記憶媒体は、上述されたコンピュ
ータ可読記憶媒体のいずれかの形態をとってよい。処理ユニット４１０は、本明細書にお
いて説明される解析システムの動作を実行するために、コンピュータ可読プログラム命令
をデータストレージ４１２に格納し、格納されたそれらの命令にアクセスして実行するよ
うに構成されてよい。
【０１３５】
　概して、処理ユニット４１０は、データ取得システム４０２から受信されたデータの解
析を実行するように構成されてよい。そのために、処理ユニット４１０は、データストレ
ージ４１２に格納された１つ又は複数のセットのプログラム命令の形態をそれぞれがとり
得る、１つ又は複数のモジュールを実行するように構成されてよい。それらのモジュール
は、それぞれのプログラム命令の実行に基づいて結果を生じさせることを容易にするよう
に構成されてよい。所与のモジュールからの例示的な結果には、いくつかある例の中でも
特に、データを別のモジュールに出力すること、所与のモジュール及び／又は別のモジュ
ールのプログラム命令を更新すること、並びに資産及び／又は出力システム１１０への伝
送のために、データをネットワークインタフェース４０８に出力することが含まれてよい
。
【０１３６】
　データベース４０６は概して、（例えば、データサイエンスシステム４０４から）デー
タを受信して格納するように機能することができる。したがって、各データベース４０６
は、上記に提供された例のいずれかなど、１つ又は複数の非一時的コンピュータ可読記憶
媒体を含んでよい。実際には、データベース４０６は、データストレージ４１２から分か
れても、データストレージ４１２と統合されてもよい。
【０１３７】
　データベース４０６は、多数の種類のデータを格納するように構成されてよく、そのよ
うなデータの一部が以下に論じられる。実際には、データベース４０６に格納されるデー
タの一部は、データが生成された、又はデータベースに追加された、日付及び時刻を示す
タイムスタンプを含んでよい。さらに、データは、データベース４０６に複数の方式で格
納されてよい。例えば、データは、いくつかある例の中でも特に、時系列で、表形式で、
及び／又は、データソースの種類（例えば、資産、資産の種類、センサ、センサの種類、
アクチュエータ、又はアクチュエータの種類に基づいて）若しくは異常状態インジケータ
に基づいて整理されて、格納されてよい。
【０１３８】
　ＩＶ．例示的な動作
　次に、図１に図示される例示的なネットワーク構成１００の動作が、ここで以下にさら
に詳細に論じられることになる。これらの動作の一部を説明することに役立てるために、
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実行され得る動作の組み合わせを説明するフローチャートが参照されてよい。場合によっ
ては、各ブロックは、ある処理における特定の論理機能又は論理ステップを実装するよう
に、プロセッサによって実行可能な命令を含む、プログラムコードのモジュール又は部分
を表してよい。プログラムコードは、非一時的コンピュータ可読媒体など、任意の種類の
コンピュータ可読媒体に格納されてよい。他の場合において、各ブロックが、ある処理に
おける特定の論理機能又は論理ステップを実行するように配線された回路を表してよい。
さらに、フローチャートに示されるブロックは、特定の実施形態に基づいて、異なる順序
に再構成されてよく、より少ないブロックに組み合わされてよく、追加のブロックに分離
されてよく、及び／又は除去されてよい。
【０１３９】
　以下の説明は、資産１０２などの単一のデータソースが、後で１つ又は複数の機能を実
行する解析システム１０８にデータを提供する例を参照し得る。これは、単に明確さと説
明を目的として行われ、限定しようとするつもりはないことを理解されたい。実際には、
解析システム１０８は概して、複数のソースから、おそらく同時にデータを受信し、その
ような一括受信されたデータに基づいて動作を実行する。
【０１４０】
　Ａ．動作データの収集
　上述されたように、代表的な資産１０２は、様々な形態をとってよく、複数の動作を実
行するように構成されてよい。非限定的な例において、資産１０２は、米国中に貨物を運
ぶように動作可能な機関車の形態をとってよい。輸送中に、資産１０２のセンサ及び／又
はアクチュエータは、資産１０２の１つ又は複数の動作状態を反映する信号データを取得
することができる。センサ及び／又はアクチュエータは、資産１０２の処理ユニットにデ
ータを伝送することができる。
【０１４１】
　処理ユニットは、センサ及び／又はアクチュエータからデータを受信するように構成さ
れてよい。実際には、処理ユニットは、複数のセンサからセンサデータを、及び／又は複
数のアクチュエータからアクチュエータデータを、同時に又は連続的に受信してよい。上
述されたように、処理ユニットは、このデータを受信している間、障害コードなど、任意
の異常状態インジケータをトリガするトリガ基準を、データが満たすかどうか判定するよ
うに構成されてもよい。処理ユニットが、１つ又は複数の異常状態インジケータがトリガ
されると判定するイベントにおいて、処理ユニットは、ユーザインタフェースを介してト
リガインジケータのインジケーションを出力するなど、１つ又は複数のローカル動作を実
行するように構成されてよい。
【０１４２】
　次に資産１０２は、資産１０２のネットワークインタフェース及び通信ネットワーク１
０６を介して、動作データを解析システム１０８へ伝送してよい。動作にあたっては、資
産１０２は、動作データを解析システム１０８へ継続的に、周期的に、及び／又はトリガ
イベント（例えば、異常状態）に応答して、伝送してよい。具体的には、資産１０２は、
特定の頻度（例えば、毎日、１時間ごと、１５分ごと、１分に１回、１秒に１回など）に
基づいて周期的に動作データを伝送してよく、又は、資産１０２は、継続的なリアルタイ
ムフィードの動作データを伝送するように構成されてよい。追加的に又は代替的に、資産
１０２は、センサ測定値及び／又はアクチュエータ測定値が、任意の異常状態インジケー
タのトリガ基準を満たした場合など、一定のトリガに基づいて動作データを伝送するよう
に構成されてよい。資産１０２は、他の方式でも動作データを伝送することができる。
【０１４３】
　実際には、資産１０２の動作データは、センサデータ、アクチュエータデータ、及び／
又は異常状態データを含んでよい。実装態様によっては、資産１０２は、単一のデータス
トリームで動作データを提供するように構成されてよいが、他の実装態様において、資産
１０２は、複数の別個のデータストリームで動作データを提供するように構成されてよい
。例えば、資産１０２は、センサデータ及び／又はアクチュエータデータの第１のデータ
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ストリームと、異常状態データの第２のデータストリームとを解析システム１０８に提供
してよい。他の可能性も存在する。
【０１４４】
　センサデータ及びアクチュエータデータは、様々な形態をとってよい。例えば、場合に
よっては、センサデータ（又はアクチュエータデータ）は、資産１０２の複数のセンサ（
又は複数のアクチュエータ）のそれぞれによって取得された測定値を含んでよい。またあ
る時には、センサデータ（又はアクチュエータデータ）は、資産１０２の複数のセンサ（
又は複数のアクチュエータ）のサブセットによって取得された測定値を含んでよい。
【０１４５】
　具体的には、センサデータ及び／又はアクチュエータデータは、トリガされた所与の異
常状態インジケータと関連付けられたセンサ及び／又はアクチュエータによって取得され
た、測定値を含んでよい。例えば、トリガされた障害コードが図３の障害コード１である
場合には、センサデータが、センサＡ及びＣによって取得された未処理の測定値を含んで
よい。追加的に又は代替的に、データは、トリガされた障害コードと直接に関連付けられ
ていない１つ又は複数のセンサ若しくはアクチュエータによって取得された測定値を含ん
でよい。最後の例を続けると、データは、アクチュエータＢ及び／又は他のセンサ若しく
はアクチュエータによって取得された測定値を追加的に含んでよい。いくつかの例におい
て、資産１０２は、解析システム１０８により提供される障害コードルール又は命令に基
づいて、特定のセンサデータを動作データに含めることができ、これにより、例えば、ア
クチュエータＢが測定している動作データと、障害コード１が最初にトリガされる原因と
なった動作データとの間に相関があると判定した可能性がある。他の例もあり得る。
【０１４６】
　さらにまた、データは、対象とする特定の時間に基づく、対象とする各センサ及び／又
はアクチュエータからの、１つ又は複数のセンサ測定値及び／若しくはアクチュエータ測
定値を含んでよく、これらの測定値は、複数の要因に基づいて選択されてよい。いくつか
の例において、対象とする特定の時間は、サンプリングレートに基づいてよい。他の例に
おいて、対象とする特定の時間は、異常状態インジケータがトリガされた時間に基づいて
よい。
【０１４７】
　具体的には、異常状態インジケータがトリガされた時間に基づいて、データは、対象と
する各センサ及び／又はアクチュエータ（例えば、トリガされたインジケータと直接的に
及び間接的に関連付けられたセンサ及び／又はアクチュエータ）からの、１つ又は複数の
それぞれのセンサ測定値及び／又はアクチュエータ測定値を含んでよい。１つ又は複数の
測定値は、特定の数の測定値、又は、トリガされた異常状態インジケータの時間前後の特
定の継続時間に基づいてよい。
【０１４８】
　例えば、トリガされた障害コードが図３の障害コード２である場合、対象とするセンサ
及びアクチュエータは、アクチュエータＢ及びセンサＣを含んでよい。１つ又は複数の測
定値は、障害コードをトリガする前に（例えば、トリガ測定値の前に）アクチュエータＢ
及びセンサＣによって取得された、それぞれの最新の測定値、又は、トリガ測定値の前の
測定値、後の測定値、若しくはその前後の測定値からなるそれぞれのセットを含んでよい
。例えば、５個の測定値のセットが、いくつかある可能性の中でも特に、トリガ測定値の
前若しくは後の５個の測定値（例えば、トリガ測定値を除く）、トリガ測定値の前若しく
は後の４個の測定値及びトリガ測定値、又は、トリガ測定値の前の２つの測定値及びトリ
ガ測定値の後の２つの測定値並びにトリガ測定値を含んでよい。
【０１４９】
　センサデータ及びアクチュエータデータと同様に、異常状態データは、様々な形態をと
ってよい。概して、異常状態データは、資産１０２で発生した特定の異常状態を、資産１
０２で発生し得る他の全ての異常状態から一意に識別するように使用可能なインジケータ
の形態を含んでよく、又はそのような形態をとってよい。異常状態インジケータは、いく
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つかある例の中でも特に、アルファベット、数字、又は英数字の識別子の形態をとってよ
い。さらに、異常状態インジケータは、いくつかある例の中でも特に、「エンジン過熱」
、「燃料切れ」など、異常状態を説明する単語列の形態をとってよい。
【０１５０】
　解析システム１０８、具体的には解析システム１０８のデータ取得システムは、１つ又
は複数の資産及び／又はデータソースから動作データを受信するように構成されてよい。
データ取得システムは、受信されたデータに基づく１つ又は複数の動作を実行し、次にそ
のデータを解析システム１０８のデータサイエンスシステムへ中継するように構成されて
よい。同じように、データサイエンスシステムは、受信されたデータを解析し、そのよう
な解析に基づいて１つ又は複数の動作を実行してよい。
【０１５１】
　Ｂ．予測モデル及びワークフローの定義
　１つの例として、解析システム１０８は、受信された１つ若しくは複数の資産の動作デ
ータ、及び／又は１つ若しくは複数の資産に関連する受信された外部データに基づいて、
予測モデル及び対応するワークフローを定義するように構成されてよい。解析システム１
０８は、様々な他のデータに基づいてモデル・ワークフロー対も定義してよい。
【０１５２】
　概して、モデル・ワークフロー対は、特定の動作状態を資産に監視させ、監視された動
作状態によって示唆される特定のイベントの発生防止を容易にするのに役立つ特定の動作
を資産に実行させる、プログラム命令のセットを含んでよい。具体的には、予測モデルは
１つ又は複数のアルゴリズムを含んでよく、予測モデルの入力は、資産の１つ又は複数の
センサ及び／又はアクチュエータからのセンサデータ及び／又はアクチュエータデータで
あり、予測モデルの出力は、今後の一定期間内に特定のイベントが資産で発生し得る確率
を決定するのに利用される。同じように、ワークフローは、１つ又は複数のトリガ（例え
ば、モデルの出力値）、及びそれらのトリガに基づいて資産が実行する対応する動作を含
んでよい。
【０１５３】
　上記に示唆されるように、解析システム１０８は、一括予測モデル及び／若しくはワー
クフロー、並びに／又は個別予測モデル及び／若しくはワークフローを定義するように構
成されてよい。「一括」モデル／ワークフローとは、資産のグループに汎用的であり、モ
デル／ワークフローがデプロイされる資産の特定の特性を考慮することなく定義された、
モデル／ワークフローを意味し得る。一方、「個別」モデル／ワークフローとは、単一の
資産、又は資産群からの資産のサブグループに合わせて特に用意され、モデル／ワークフ
ローがデプロイされる単一の資産又は資産のサブグループの特定の特性に基づいて定義さ
れた、モデル／ワークフローを意味し得る。これらの異なる種類のモデル／ワークフロー
、及びそれらを定義する解析システム１０８により実行される動作が、以下にさらに詳細
に論じられる。
【０１５４】
　１．一括モデル及びワークフロー
　例示的な実装態様において、解析システム１０８は、複数の資産の一括データに基づい
て、一括モデル・ワークフロー対を定義するように構成されてよい。一括モデル・ワーク
フロー対の定義は、様々な方式で実行されてよい。
【０１５５】
　図５は、モデル・ワークフロー対の定義に用いられ得る、定義段階の１つの可能な例を
図示するフローチャート５００である。例示の目的で、例示的な定義段階は、解析システ
ム１０８により実行されるものとして説明されるが、この定義段階は、他のシステムによ
り実行されてもよい。当業者であれば、フローチャート５００は、明確さ及び説明を目的
として提供されていること、及び動作の多数の他の組み合わせが、モデル・ワークフロー
対を定義するのに利用され得ることを理解するであろう。
【０１５６】
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　図５に示されるように、ブロック５０２で、解析システム１０８は、所与の予測モデル
の基礎を形成するデータ（例えば、対象とするデータ）のセットを定義することから始め
てよい。対象とするデータは、資産１０２及び１０４、並びにデータソース１１２など、
複数のソースから引き出されてよく、その後、解析システム１０８のデータベースに格納
されてよい。
【０１５７】
　対象とするデータは、資産のグループからの資産の特定のセット、又は資産のグループ
からの資産の全て（例えば、対象とする資産）の過去のデータを含んでよい。さらに、対
象とするデータは、対象とする資産のそれぞれのセンサ及び／若しくはアクチュエータの
特定のセットによる測定値、又は、対象とする資産のそれぞれのセンサ及び／若しくはア
クチュエータの全てによる測定値を含んでよい。さらにまた、対象とするデータは、２週
間相当の過去のデータなど、過去の特定の期間のデータを含んでよい。
【０１５８】
　対象とするデータは、所与の予測モデルに依存し得る様々な種類のデータを含んでよい
。一部の事例において、対象とするデータは、資産の動作状態を示す動作データを少なく
とも含んでよく、この動作データは「動作データの収集」の項目で上述されている。さら
に、対象とするデータは、資産が通常、動作する環境を示す環境データ、及び／又は、資
産が特定のタスクを実行する計画日時を示すスケジュールデータを含んでよい。他の種類
のデータも、対象とするデータに含まれてよい。
【０１５９】
　実際には、対象とするデータは、複数の方式で定義されてよい。１つの例において、対
象とするデータはユーザによって定義されてよい。具体的には、ユーザが、対象とする特
定のデータの選択を示すユーザ入力を受信する出力システム１１０を動作させてよく、出
力システム１１０は、そのような選択を示すデータを解析システム１０８に提供してよい
。受信されたデータに基づいて、解析システム１０８は次に、対象とするデータを定義し
てよい。
【０１６０】
　別の例において、対象とするデータは、機械によって定義されてよい。具体的には、解
析システム１０８は、最も正確な予測モデルを生成する、対象とするデータを決定するた
めに、シミュレーションなどの様々な動作を実行してよい。他の例もあり得る。
【０１６１】
　図５に戻ると、ブロック５０４で、解析システム１０８は、対象とするデータに基づい
て、資産の動作に関連した一括予測モデルを定義するように構成されてよい。概して、一
括予測モデルは、資産の動作状態と、資産で発生するイベントの可能性との間の関係を定
義することができる。具体的には、一括予測モデルは、資産のセンサからのセンサデータ
、及び／又は資産のアクチュエータからのアクチュエータデータを入力として受信し、今
後の一定時間内にイベントが資産で発生する確率を出力することができる。
【０１６２】
　予測モデルが予測するイベントは、特定の実装態様に応じて様々であってよい。例えば
、イベントは故障などであってよく、予測モデルは、故障が今後の一定期間内に起こるか
どうか予測する故障モデルであってよい（故障モデルは、「健全性スコアモデル及びワー
クフロー」の項目で以下に詳細に論じられる）。別の例において、イベントは、資産のタ
スク完了などであってよく、予測モデルは、資産が時間通りにタスクを完了する可能性を
予測してよい。他の例において、イベントは、流体又は要素の交換などであってよく、予
測モデルは、特定の資産の流体又は要素が交換を必要とする前の時間を予測してよい。さ
らに他の例において、イベントは、資産の生産性の変化などであってよく、予測モデルは
、今後の一定期間の間の資産の生産性を予測してよい。１つの他の例において、イベント
は、期待される資産挙動と異なる資産挙動などを示し得る「重要インジケータ」イベント
の発生であってよく、予測モデルは、１つ又は複数の重要インジケータイベントが今後発
生する可能性を予測してよい。予測モデルの他の例もあり得る。
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【０１６３】
　いずれにしても、解析システム１０８は、一括予測モデルを様々な方式で定義すること
ができる。概して、この動作は、いくつかあるモデル化技法の中でも特に、ランダムフォ
レスト技法、ロジスティック回帰技法、又は他の回帰技法など、０から１までの確率を返
すモデルを生成する１つ又は複数のモデル化技法の利用を伴ってよい。特定の例示的な実
装態様において、解析システム１０８は、図７を参照する以下の説明に従って、一括予測
モデルを定義することができる。解析システム１０８は、他の方式でも一括モデルを定義
してよい。
【０１６４】
　ブロック５０６で、解析システム１０８は、ブロック５０４の定義されたモデルに対応
する一括ワークフローを定義するように構成されてよい。概して、ワークフローは、予測
モデルの特定の出力に基づいて実行される行為の形態をとってよい。例示的な実装態様に
おいて、ワークフローは、定義された予測モデルの出力に基づいて資産が実行する１つ又
は複数の動作を含んでよい。ワークフローの一部になり得る動作の例には、いくつかある
例示的なワークフロー動作の中でも特に、資産が、特定のデータ収集方式に従ってデータ
を取得すること、特定のデータ伝送方式に従ってデータを解析システム１０８へ伝送する
こと、ローカル診断ツールを実行すること、及び／又は資産の動作状態を修正することが
含まれる。
【０１６５】
　特定のデータ収集方式は、資産がデータをどのように取得するかを示してよい。具体的
には、データ収集方式は、資産の複数のセンサ及びアクチュエータのセンサ及び／又はア
クチュエータのサブセットなど、資産がデータを取得する特定のセンサ及び／又はアクチ
ュエータ（例えば、対象とするセンサ／アクチュエータ）を示してよい。さらに、データ
収集方式は、対象とするセンサ／アクチュエータから資産が取得するデータの量、及び／
又は、そのようなデータを資産が取得するサンプリング頻度を示してよい。データ収集方
式は、様々な他の属性も含んでよい。特定の例示的な実装態様において、特定のデータ収
集方式が、資産健全性の予測モデルに対応してよく、資産健全性の低下に基づいて、（例
えば、特定のセンサから）より多くのデータ及び／又は特定のデータを取得するように調
整されてよい。又は、特定のデータ収集方式は、重要インジケータ予測モデルに対応して
よく、サブシステムの故障が発生し得ることを信号で伝えることができる重要インジケー
タイベントの発生の可能性が増加したことに基づいて、資産のセンサ及び／又はアクチュ
エータによって取得されたデータを修正するように調整されてよい。
【０１６６】
　特定のデータ伝送方式は、資産がデータを解析システム１０８へどのように伝送するか
を示してよい。具体的には、データ伝送方式は、特定のセンサ若しくはアクチュエータか
らのデータ、資産が伝送する必要がある複数のデータサンプル、伝送頻度、及び／又は、
資産がそのデータ伝送に含める必要があるデータの優先方式など、資産が伝送する必要が
あるデータの種類を示してよい（並びに、そのデータの書式及び／又は構造も示してよい
）。場合によっては、特定のデータ収集方式はデータ伝送方式を含んでよく、又は、デー
タ収集方式がデータ伝送方式と組み合わされてよい。いくつかの例示的な実装態様におい
て、特定のデータ伝送方式は、資産健全性の予測モデルに対応してよく、閾値を超える資
産健全性に基づいて、より低い頻度でデータを伝送するように調整されてよい。他の例も
あり得る。
【０１６７】
　上記に示唆されたように、ローカル診断ツールは、資産にローカルに格納される手順の
セットなどであってよい。ローカル診断ツールは概して、資産の障害又は故障の原因診断
を容易にすることができる。場合によっては、ローカル診断ツールは、実行された場合、
資産のサブシステム又はその一部に検査入力を送って検査結果を取得してよく、これによ
り、障害又は故障の原因診断を容易にすることができる。これらのローカル診断ツールは
通常、資産では休止状態にあり、資産が特定の診断命令を受信しない限り、実行されるこ
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とはない。他のローカル診断ツールもあり得る。１つの例示的な実装態様において、特定
のローカル診断ツールは、資産のサブシステムの健全性に関する予測モデルに対応してよ
く、サブシステムの健全性が閾値にあるか、又は閾値を下回ることに基づいて実行されて
よい。
【０１６８】
　最後に、ワークフローは、資産の動作状態の修正を伴ってよい。例えば、資産の１つ又
は複数のアクチュエータは、資産の動作状態の修正を容易にするように制御されてよい。
いくつかある例の中でも特に、速度、温度、圧力、流体レベル、電流の流れ、電力分配な
ど、様々な動作状態が修正されてよい。特定の例示的な実装態様において、動作状態修正
のワークフローは、資産がタスクを時間通りに完了するかどうか予測するための予測モデ
ルに対応してよく、予測された完了確率が閾値にあるか、又は閾値を下回ることに基づい
て、資産にその移動速度を増加させてよい。
【０１６９】
　いずれにしても、一括ワークフローは、様々な方式で定義されてよい。１つの例におい
て、一括ワークフローはユーザによって定義されてよい。具体的には、ユーザが、特定の
ワークフロー動作の選択を示すユーザ入力を受信する演算処理装置を動作させてよく、演
算処理装置は、そのような選択を示すデータを解析システム１０８に提供してよい。この
データに基づいて、解析システム１０８は次に、一括ワークフローを定義してよい。
【０１７０】
　別の例において、一括ワークフローは、機械によって定義されてよい。具体的には、解
析システム１０８は、シミュレーションなどの様々な動作を実行して、予測モデルにより
出力された確率の原因の決定、及び／又は、モデルにより予測されたイベントの発生防止
を容易にし得るワークフローを決定してよい。一括ワークフローの定義に関する他の例も
あり得る。
【０１７１】
　予測モデルに対応するワークフローを定義するにあたり、解析システム１０８は、ワー
クフローのトリガを定義してよい。例示的な実装態様において、ワークフローのトリガは
、予測モデルにより出力された確率の値、又は予測モデルにより出力された値の範囲であ
ってよい。場合によっては、ワークフローは複数のトリガを有してよく、それらのトリガ
のそれぞれは、１つ又は複数の異なる動作を発生させてよい。
【０１７２】
　例示するために、図６Ａは、一括モデル・ワークフロー対６００の概念図を示す。示さ
れるように、一括モデル・ワークフロー対の例示６００には、モデル入力６０２の列と、
モデル計算６０４の列と、モデル出力範囲６０６の列と、対応するワークフロー動作６０
８の列とが含まれる。この例において、予測モデルは、センサＡからのデータとして単一
の入力を有し、計算Ｉ及び計算ＩＩとして２つの計算を有する。この予測モデルの出力は
、実行されるワークフロー動作に影響を与える。出力された確率が８０％より低い又は８
０％と等しい場合には、ワークフロー動作１が実行される。そうでない場合には、ワーク
フロー動作２が実行される。他の例示的なモデル・ワークフロー対があり得、本明細書に
おいて企図されている。
【０１７３】
　２．個別モデル及びワークフロー
　別の態様において、解析システム１０８は、資産の個別予測モデル及び／又はワークフ
ローを定義するように構成されてよく、これは、一括モデル・ワークフロー対をベースラ
インとして利用することを伴ってよい。個別化は、資産の特定の特性に基づいてよい。こ
のようにして、解析システム１０８は、一括モデル・ワークフロー対と比較して、より正
確且つロバストなモデル・ワークフロー対を所与の資産に提供することができる。
【０１７４】
　具体的には、図５に戻り、ブロック５０８で、解析システム１０８は、資産１０２など
の所与の資産用にブロック５０４で定義された一括モデルを、個別化するかどうか判定す
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るように構成されてよい。解析システム１０８は、この判定を複数の方式で実行してよい
。
【０１７５】
　場合によっては、解析システム１０８は、個別予測モデルをデフォルトで定義するよう
に構成されてよい。他の場合において、解析システム１０８は、資産１０２の特定の特性
に基づいて、個別予測モデルを定義するかどうか判定するように構成されてよい。例えば
、場合によっては、特定の種類若しくはクラスの資産、特定の環境で動作する資産、又は
特定の健全性スコアを有する資産だけが、個別予測モデルを受信してよい。さらに他の場
合において、ユーザが、個別モデルを資産１０２用に定義するかどうか定義してよい。他
の例もあり得る。
【０１７６】
　いずれにしても、解析システム１０８が、個別予測モデルを資産１０２用に定義すると
判定した場合、解析システム１０８は、ブロック５１０でそのように定義してよい。そう
でない場合、解析システム１０８は、ブロック５１２へ進んでよい。
【０１７７】
　ブロック５１０で、解析システム１０８は、個別予測モデルを複数の方式で定義するよ
うに構成されてよい。例示的な実装態様において、解析システム１０８は、資産１０２の
１つ又は複数の特性に少なくとも部分的に基づいて、個別予測モデルを定義してよい。
【０１７８】
　資産１０２の個別予測モデルを定義する前に、解析システム１０８は、個別モデルの基
礎を形成する、１つ又は複数の対象とする資産特性を決定した可能性がある。実際には、
異なる予測モデルが、対象とする異なった対応する特性を有してよい。
【０１７９】
　概して、対象とする特性は、一括モデル・ワークフロー対に関連した特性であってよい
。例えば、対象とする特性は、一括モデル・ワークフロー対の精度に影響を与えると解析
システム１０８が判定した特性であってよい。そのような特性の例には、いくつかある特
性の中でも特に、資産年数、資産使用量、資産の処理能力、資産負荷、資産健全性（以下
で論じられる資産の健全性指標によって、おそらく示される）、資産クラス（例えば、ブ
ランド及び／又は型式）、並びに、資産が動作する環境が含まれてよい。
【０１８０】
　解析システム１０８は、対象とする特性を複数の方式で決定した可能性がある。１つの
例において、解析システム１０８は、対象とする特性の識別を容易にする１つ又は複数の
モデル化シミュレーションを実行することで、そのように決定した可能性がある。別の例
において、対象とする特性は、事前に定義されて、解析システム１０８のデータストレー
ジに格納された可能性がある。さらに別の例において、対象とする特性は、ユーザによっ
て定義されて、出力システム１１０を介して解析システム１０８に提供された可能性があ
る。他の例もあり得る。
【０１８１】
　いずれにしても、対象とする特性を決定した後に、解析システム１０８は、決定された
対象とする特性に対応する、資産１０２の特性を決定してよい。すなわち、解析システム
１０８は、対象とする特性に対応する、資産１０２の特性の種類、値、それらの有無など
を決定してよい。解析システム１０８は、この動作を複数の方式で実行してよい。
【０１８２】
　例えば、解析システム１０８は、資産１０２及び／又はデータソース１１２から生じる
データに基づいて、この動作を実行するように構成されてよい。具体的には、解析システ
ム１０８は、資産１０２の動作データ及び／又はデータソース１１２からの外部データを
利用して、資産１０２の１つ又は複数の特性を決定してよい。他の例もあり得る。
【０１８３】
　資産１０２の決定された１つ又は複数の特性に基づいて、解析システム１０８は、一括
モデルを修正することで個別予測モデルを定義してよい。一括モデルは、複数の方式で修
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正されてよい。例えば、一括モデルは、いくつかある例の中でも特に、１つ若しくは複数
のモデル入力を変更する（例えば、追加する、除去する、並べ替えるなど）ことで、資産
動作限界に対応する１つ又は複数のセンサ及び／若しくはアクチュエータの測定範囲を変
更する（例えば、「重要インジケータ」イベントに対応する動作限界を変更する）ことで
、１つ若しくは複数のモデル計算を変更することで、計算の変数若しくは出力を重み付け
する（又はその重みを変更する）ことで、一括モデルを定義するのに利用されたものとは
異なるモデル化技法を利用することで、及び／又は、一括モデルを定義するのに利用され
たものとは異なる応答変数を利用することで、修正されてよい。
【０１８４】
　例示するために、図６Ｂは、個別モデル・ワークフロー対６１０の概念図を示す。具体
的には、個別モデル・ワークフロー対の例示６１０は、図６Ａの一括モデル・ワークフロ
ー対の修正バージョンである。示されるように、個別モデル・ワークフロー対の例示６１
０は、モデル入力６１２及びモデル計算６１４の修正列を含み、図６Ａのモデル出力範囲
６０６及びワークフロー動作６０８の初期列を含む。この例において、個別モデルは、セ
ンサＡ及びアクチュエータＢからのデータとして２つの入力を有し、計算ＩＩ及び計算Ｉ
ＩＩとして２つの計算を有する。出力範囲及び対応するワークフロー動作は、図６Ａのも
のと同じである。解析システム１０８はこのようにして、いくつかある理由の中でも特に
、例えば、資産１０２が比較的古く、健全性が比較的劣っているという判定に基づいて、
個別モデルを定義した可能性がある。
【０１８５】
　実際には、一括モデルを個別化することは、所与の資産の１つ又は複数の特性に依存し
得る。具体的には、特定の特性が、一括モデルの修正に他の特性とは異なる影響を与え得
る。さらに、ある特性の種類、値、存在なども、修正に影響を与え得る。例えば、資産年
数が、一括モデルの第１の部分に影響を与えることがあり、資産クラスが、一括モデルの
第２の異なる部分に影響を与えることがある。そして、年数について、第１の範囲内の資
産年数が、一括モデルの第１の部分に第１の方式で影響を与えることがあり、年数につい
て、第１の範囲と異なる第２の範囲内の資産年数が、一括モデルの第１の部分に、第２の
異なる方式で影響を与えることがある。他の例もあり得る。
【０１８６】
　実装態様によっては、一括モデルを個別化することは、資産特性に加えて、又は資産特
性の代わりに、複数の検討事項に依存し得る。例えば、資産が（例えば、整備士などによ
って定義されるような）比較的良好な動作状態にあることが分かっている場合、一括モデ
ルは、資産のセンサ及び／又はアクチュエータの数値に基づいて個別化されてよい。より
具体的には、重要インジケータ予測モデルの一例において、解析システム１０８は、資産
が良好な動作状態にあるというインジケーションを、資産からの動作データとともに（例
えば、整備士が操作する演算処理装置から）受信するように構成されてよい。この動作デ
ータに少なくとも基づいて、解析システム１０８は次に、「重要インジケータ」イベント
に対応するそれぞれの動作限界を修正することで、資産の重要インジケータ予測モデルを
個別化してよい。他の例もあり得る。
【０１８７】
　図５に戻り、ブロック５１２で、解析システム１０８は、資産１０２のワークフローを
個別化するかどうか判定するように構成されてもよい。解析システム１０８は、この判定
を複数の方式で実行してよい。実装態様によっては、解析システム１０８は、ブロック５
０８に従って、この動作を実行してよい。他の実装態様において、解析システム１０８は
、個別予測モデルに基づいて、個別ワークフローを定義するかどうか判定してよい。さら
に別の実装態様において、解析システム１０８は、個別予測モデルが定義された場合、個
別ワークフローを定義すると判定してよい。他の例もあり得る。
【０１８８】
　いずれにしても、解析システム１０８が、資産１０２の個別ワークフローを定義すると
判定した場合、解析システム１０８は、ブロック５１４でそのように定義してよい。そう
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でない場合、解析システム１０８は定義段階を終了してよい。
【０１８９】
　ブロック５１４で、解析システム１０８は、個別ワークフローを複数の方式で定義する
ように構成されてよい。例示的な実装態様において、解析システム１０８は、資産１０２
の１つ又は複数の特性に少なくとも部分的に基づいて、個別ワークフローを定義してよい
。
【０１９０】
　資産１０２の個別ワークフローを定義する前に、個別予測モデルの定義と同様に、解析
システム１０８は、個別ワークフローの基礎を形成する、１つ又は複数の対象とする資産
特性を決定した可能性があり、これらの資産特性は、ブロック５１０の説明に従って決定
された可能性がある。概して、これらの対象とする特性は、一括ワークフローの効果に影
響を与える特性であってよい。そのような特性は、上述された例示的な特性のいずれかを
含んでよい。他の特性もあり得る。
【０１９１】
　ここでもブロック５１０と同様に、解析システム１０８は、個別ワークフローの決定さ
れた対象とする特性に対応する、資産１０２の特性を決定してよい。例示的な実装態様に
おいて、解析システム１０８は、ブロック５１０を参照して論じられた特性決定に類似し
た方式で、資産１０２の特性を決定してよく、実際に、その決定の一部又は全てを利用し
てよい。
【０１９２】
　いずれにしても、資産１０２の決定された１つ又は複数の特性に基づいて、解析システ
ム１０８は、一括ワークフローを修正することによって、資産１０２のワークフローを個
別化してよい。一括ワークフローは、複数の方式で修正されてよい。例えば、一括ワーク
フローは、いくつかある例の中でも特に、１つ若しくは複数のワークフロー動作を変更す
る（例えば、追加する、除去する、並べ替える、交換するなど）ことで（例えば、第１の
データ収集方式から第２の方式に変更するか、又は特定のデータ収集方式から特定のロー
カル診断ツールに変更することで）、及び／又は、特定のワークフロー動作をトリガする
、対応するモデルの出力値若しくは値の範囲を変更する（例えば、増やす、減らす、そこ
に追加する、そこから除去するなど）ことで、修正されてよい。実際には、一括ワークフ
ローの修正は、一括モデルの修正と類似した方式で、資産１０２の１つ又は複数の特性に
依存し得る。
【０１９３】
　例示するために、図６Ｃは、個別モデル・ワークフロー対６２０の概念図を示す。具体
的には、個別モデル・ワークフロー対の例示６２０は、図６Ａの一括モデル・ワークフロ
ー対の修正バージョンである。示されるように、個別モデル・ワークフロー対の例示６２
０は、図６Ａのモデル入力６０２、モデル計算６０４、及びモデル出力範囲６０６の初期
列を含むが、ワークフロー動作６２８の修正列を含む。この例において、個別モデル・ワ
ークフロー対は、一括モデルの出力が８０％より高い場合に、ワークフロー動作３が動作
１の代わりにトリガされることを除いて、図６Ａの一括モデル・ワークフロー対に類似し
ている。解析システム１０８は、いくつかある理由の中でも特に、例えば、これまでの状
況から、資産故障の発生を増加させている環境で資産１０２が動作するという決定に基づ
いて、この個々のワークフローを定義した可能性がある。
【０１９４】
　個別ワークフローを定義した後に、解析システム１０８は定義段階を終了してよい。そ
の時点で、解析システム１０８は、資産１０２の個別モデル・ワークフロー対を有するこ
とができる。
【０１９５】
　いくつかの例示的な実装態様において、解析システム１０８は、一括予測モデル及び／
又は対応するワークフローを最初に定義することなく、所与の資産の個別予測モデル及び
／又は対応するワークフローを定義するように構成されてよい。他の例もあり得る。
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【０１９６】
　上述された解析システム１０８が予測モデル及び／又はワークフローを個別化するが、
他の装置及び／又はシステムが個別化を実行してよい。例えば、資産１０２のローカル解
析装置が、予測モデル及び／若しくはワークフローを個別化してよく、又は、そのような
動作を実行するために、解析システム１０８とともに働いてよい。そのような動作を実行
するローカル解析装置が、以下にさらに詳細に論じられる。
【０１９７】
　３．健全性スコアモデル及びワークフロー
　特定の実装態様において、上述されたように、解析システム１０８は、資産の健全性と
関連付けられた予測モデル及び対応するワークフローを定義するように構成されてよい。
例示的な実装態様において、資産の健全性を監視するための１つ又は複数の予測モデルが
、資産の健全性指標（例えば「健全性スコア」）を出力するのに利用されてよく、この健
全性指標は、今後の所与の期間（例えば、次の２週間）内に所与の資産で故障が発生する
かどうかを示す単一の一括指標である。具体的には、健全性指標は、故障のグループから
の故障が今後の所与の期間内に資産で発生しない可能性を示してよく、又は、健全性指標
は、故障のグループからの少なくとも１つの故障が今後の所与の期間内に資産で発生する
可能性を示してよい。
【０１９８】
　実際には、健全性指標及び対応するワークフローを出力するのに利用される予測モデル
は、上記説明に従って、一括モデル若しくは個別モデル及び／又はワークフローとして定
義されてよい。
【０１９９】
　さらに、健全性指標の所望の粒度に応じて、解析システム１０８は、異なるレベルの健
全性指標を出力する異なる予測モデルを定義し、且つ異なる対応するワークフローを定義
するように構成されてよい。例えば、解析システム１０８は、資産の全体的な健全性指標
（すなわち、資産レベルの健全性指標）を出力する予測モデルを定義してよい。別の例と
して、解析システム１０８は、資産の１つ又は複数のサブシステムのそれぞれの健全性指
標（すなわち、サブシステムレベルの健全性指標）を出力するそれぞれの予測モデルを定
義してよい。場合によっては、サブシステムレベルの各予測モデルの出力は、資産レベル
の健全性指標を生成するために、組み合わされてよい。他の例もあり得る。
【０２００】
　概して、健全性指標を出力する予測モデルを定義することは、様々な方式で実行されて
よい。図７は、健全性指標を出力するモデルを定義するのに用いられ得る、モデル化段階
の１つの可能な例を図示するフローチャート７００である。例示の目的で、例示的なモデ
ル化段階は、解析システム１０８により実行されるものとして説明されるが、このモデル
化段階は他のシステムにより実行されてもよい。当業者であれば、フローチャート７００
は、明確さ及び説明を目的として提供されていること、及び動作の多数の他の組み合わせ
が、健全性指標を決定するのに利用され得ることを理解するであろう。
【０２０１】
　図７に示されるように、ブロック７０２で、解析システム１０８は、健全性指標の基礎
を形成する１つ又は複数の故障のセット（すなわち、対象とする故障）を定義することか
ら始めてよい。実際には、１つ又は複数の故障は、それらが発生した場合、資産（又はそ
のサブシステム）を動作不能にし得る類の故障であってよい。定義された故障のセットに
基づいて、解析システム１０８は、今後の所与の期間（例えば、次の２週間）内に発生す
る故障のいずれかの可能性を予測するためのモデルを定義するための、措置を講じてよい
。
【０２０２】
　具体的には、ブロック７０４で、解析システム１０８は、過去に発生した所与の故障を
故障のセットから識別するために、１つ又は複数の資産のグループに関する過去の動作デ
ータを解析してよい。ブロック７０６で、解析システム１０８は、所与の故障について、
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識別された過去の発生のそれぞれと関連付けられた、動作データのそれぞれのセット（例
えば、所与の故障が発生する前の所与の期間の、センサデータ及び／又はアクチュエータ
データ）を識別してよい。ブロック７０８で、解析システム１０８は、所与の故障の過去
の発生と関連付けられた、識別された動作データのセットを解析して、（１）所与のセッ
トの動作指標の値と、（２）今後の所与の期間（例えば、次の２週間）内に所与の故障が
発生する可能性との関係（例えば、故障モデル）を定義してよい。最後に、ブロック７１
０で、定義されたセットにおいて故障ごとに定義された関係（例えば、個々の故障モデル
）は、故障発生の全体的な可能性を予測するためのモデルに組み合わされてよい。
【０２０３】
　解析システム１０８は、１つ又は複数の資産のグループの更新された動作データを引き
続き受信するので、解析システム１０８も、更新された動作データに対して段階７０４～
７１０を繰り返すことで、１つ又は複数の故障の定義されたセットの予測モデルを引き続
き補正してよい。
【０２０４】
　図７に示される例示的なモデル化段階の機能が、ここでさらに詳細に説明されることに
なる。上述されたように、ブロック７０２で始まるとき、解析システム１０８は、健全性
指標の基礎を形成する１つ又は複数の故障のセットを定義することから始めてよい。解析
システム１０８は、様々な方式でこの機能を実行してよい。
【０２０５】
　１つの例において、１つ又は複数の故障のセットは、１つ又は複数のユーザ入力に基づ
いてよい。具体的には、解析システム１０８は、出力システム１１０など、ユーザが操作
する演算処理システムから、ユーザが１つ又は複数の故障を選択したことを示す入力デー
タを受信してよい。したがって、１つ又は複数の故障のセットは、ユーザによって定義さ
れてよい。
【０２０６】
　他の例において、１つ又は複数の故障のセットは、解析システム１０８により行われた
（例えば、機械によって定義された）決定に基づいてよい。具体的には、解析システム１
０８は、複数の方式で発生し得る１つ又は複数の故障のセットを定義するように構成され
てよい。
【０２０７】
　例えば、解析システム１０８は、資産１０２の１つ又は複数の特性に基づいて、故障の
セットを定義するように構成されてよい。すなわち、特定の故障が、資産の種類、クラス
など、資産の特定の特性に対応してよい。例えば、資産の各種類及び／又はクラスには、
対象とするそれぞれの故障があってよい。
【０２０８】
　別の事例において、解析システム１０８は、解析システム１０８のデータベースに格納
された過去のデータ、及び／又はデータソース１１２により提供される外部データに基づ
いて、故障のセットを定義するように構成されてよい。例えば、解析システム１０８は、
そのようなデータを利用して、いくつかある例の中でも特に、どの故障が最長の修理時間
をもたらすか、及び／又は、これまでの状況から、どの故障の後にさらに故障が続くか判
定してよい。
【０２０９】
　さらに他の例において、１つ又は複数の故障のセットは、ユーザ入力と、解析システム
１０８により行われた決定との組み合わせに基づいて、定義されてよい。他の例もあり得
る。
【０２１０】
　ブロック７０４で、故障のセットからの故障のそれぞれに対して、解析システム１０８
は、１つ又は複数の資産のグループに関する過去の動作データ（例えば、異常挙動データ
）を解析して、過去に発生した所与の故障を識別してよい。１つ又は複数の資産のグルー
プは、資産１０２などの単一の資産、又は、資産１０２及び１０４を含む資産群など、同
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じ種類若しくは類似した種類の複数の資産を含んでよい。解析システム１０８は、いくつ
かある例の中でも特に、一定時間相当のデータ（例えば、１か月相当）など、特定量の過
去の動作データ、又は一定数のデータ点（例えば、最新の１０００個のデータ点）を解析
してよい。
【０２１１】
　実際には、過去に発生した所与の故障を識別することは、異常状態データなど、所与の
故障を示す動作データの種類を識別する解析システム１０８を伴ってよい。概して、所与
の故障は、障害コードなど、１つ又は複数の異常状態インジケータと関連付けられてよい
。すなわち、所与の故障が発生した場合、１つ又は複数の異常状態インジケータがトリガ
され得る。したがって、異常状態インジケータは、所与の故障の根本的症状を反映し得る
。
【０２１２】
　所与の故障を示す動作データの種類を識別した後に、解析システム１０８は、過去に発
生した所与の故障を複数の方式で識別することができる。例えば、解析システム１０８は
、解析システム１０８のデータベースに格納された過去の動作データから、所与の故障と
関連付けられた異常状態インジケータに対応する異常状態データを捜し出すことができる
。捜し出された各異常状態データは、所与の故障の発生を示すことができる。この捜し出
された異常状態データに基づいて、解析システム１０８は、過去に故障が発生した時間を
識別することができる。
【０２１３】
　ブロック７０６で、解析システム１０８は、所与の故障について、識別された過去の発
生のそれぞれと関連付けられた、動作データのそれぞれのセットを識別してよい。具体的
には、解析システム１０８は、センサデータのセット及び／又はアクチュエータデータの
セットを、所与の故障の所与の発生時間前後の特定の期間から識別してよい。例えば、デ
ータのセットは、所与の故障の発生の前、後、又はその前後の特定の期間（例えば、２週
間）のものであってよい。他の場合において、データのセットは、所与の故障の発生の前
、後、又はその前後の一定数のデータ点から識別されてよい。
【０２１４】
　例示的な実装態様において、動作データのセットは、資産１０２のセンサ及びアクチュ
エータの一部又は全てからの、センサデータ及び／又はアクチュエータデータを含んでよ
い。例えば、動作データのセットは、所与の故障に対応する異常状態インジケータと関連
付けられたセンサ及び／又はアクチュエータからのデータを含んでよい。
【０２１５】
　例示するために、図８は、解析システム１０８がモデルの定義を容易にするために解析
し得る、過去の動作データの概念図を図示する。プロット８００は、資産１０２のセンサ
及びアクチュエータの一部（例えば、センサＡ及びアクチュエータＢ）又は全てから生じ
た、過去のデータのセグメントに対応してよい。示されるように、プロット８００は、ｘ
軸８０２に時間、ｙ軸８０４に測定値、並びにセンサＡに対応するセンサデータ８０６及
びアクチュエータＢに対応するアクチュエータデータ８０８を含み、これらのデータのそ
れぞれが、特定の時点Ｔｉにおける測定値を表す様々なデータ点を含む。さらに、プロッ
ト８００は、過去の時間Ｔｆ（例えば、「故障時間」）に発生した故障８１０の発生に関
するインジケーションと、故障の発生前の時間８１２（ΔＴ）に関するインジケーション
とを含み、これらのインジケーションから、動作データのセットが識別される。したがっ
て、Ｔｆ－ΔＴが、対象とするデータ点の期間８１４を定義する。
【０２１６】
　図７に戻って、解析システム１０８が、所与の故障の所与の発生（例えば、Ｔｆでの発
生）に関する動作データのセットを識別した後に、解析システム１０８は、動作データの
セットを識別する必要がある発生が何か残っているかどうか判定してよい。残っている発
生がある場合、ブロック７０６が、残っている発生ごとに繰り返されることになる。
【０２１７】
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　その後、ブロック７０８で、解析システム１０８は、所与の故障の過去の発生と関連付
けられた、識別された動作データのセットを解析して、（１）動作指標の所与のセット（
例えば、センサ測定値及び／又はアクチュエータ測定値の所与のセット）と、（２）今後
の所与の期間（例えば、次の２週間）内に所与の故障が発生する可能性との関係（例えば
、故障モデル）を定義してよい。すなわち、所与の故障モデルは、１つ又は複数のセンサ
及び／又はアクチュエータからの、センサ測定値及び／又はアクチュエータ測定値を入力
として取得し、所与の故障が今後の所与の期間内に発生する確率を出力してよい。
【０２１８】
　概して、故障モデルは、資産１０２の動作状態と故障発生の可能性との間の関係を定義
することができる。実装態様によっては、資産１０２のセンサ及び／又はアクチュエータ
からの未処理のデータ信号に加えて、故障モデルは、センサ信号及び／又はアクチュエー
タ信号から引き出される、複数の他のデータ入力（特徴としても知られる）を受信するこ
とができる。そのような特徴には、故障が発生したときにこれまで測定された値の平均若
しくは範囲、故障発生前にこれまで測定された値の変化量（例えば、測定値の変化割合）
の平均若しくは範囲、故障と故障との間の継続時間（例えば、第１の故障発生と第２の故
障発生との間の時間又はデータ点の数）、並びに／又は、故障の発生前後のセンサ測定値
及び／若しくはアクチュエータ測定値の傾向を示す、１つ又は複数の故障パターンが含ま
れてよい。当業者であれば、これらが、センサ信号及び／又はアクチュエータ信号から引
き出され得る、ほんのいくつかの例示的な特徴であること、また多数の他の特徴があり得
ることを理解するであろう。
【０２１９】
　実際には、故障モデルは、複数の方式で定義されてよい。例示的な実装態様において、
解析システム１０８は、０から１までの確率を返す１つ又は複数のモデル化技法を利用す
ることで、故障モデルを定義してよく、これらのモデル化技法は、上述された任意のモデ
ル化技法の形態をとってよい。
【０２２０】
　特定の例において、故障モデルの定義は、ブロック７０６で識別された過去の動作デー
タに基づいて、応答変数を生成する解析システム１０８を伴ってよい。具体的には、解析
システム１０８は、特定の時点で受信された、センサ測定値及び／又はアクチュエータ測
定値のセットごとに、関連応答変数を決定してよい。したがって、応答変数は、故障モデ
ルと関連付けられたデータセットの形態をとってよい。
【０２２１】
　応答変数は、測定値の所与のセットが、ブロック７０６で決定された期間のいずれかの
中にあるかどうかを示すことができる。すなわち、応答変数は、所与のデータのセットが
、故障発生に関して、対象とする時間のものであるかどうかを反映することができる。応
答変数は、所与の測定値のセットが決定された期間のいずれかの中にある場合、関連応答
変数は１の値を割り当てられ、そうでない場合には、関連応答変数は０の値を割り当てら
れるように、２進の値を持つ応答変数であってよい。
【０２２２】
　図８に戻ると、応答変数ベクトルＹｒｅｓの概念図がプロット８００に示されている。
示されるように、期間８１４内にある測定値のセットと関連付けられた応答変数（例えば
、時間Ｔｉ＋３～Ｔｉ＋８のＹｒｅｓ）が１の値であり、期間８１４の外側にある測定値
のセットと関連付けられた応答変数（例えば、時間Ｔｉ～Ｔｉ＋２、及び時間Ｔｉ＋９～
Ｔｉ＋１０のＹｒｅｓ）が０の値である。他の応答変数もあり得る。
【０２２３】
　応答変数に基づいて故障モデルを定義することに関する特定の例を続けると、解析シス
テム１０８は、ブロック７０６で識別された過去の動作データ、及び生成された応答変数
で、故障モデルをトレーニングすることができる。このトレーニングプロセスに基づいて
、解析システム１０８は、様々なセンサデータ及び／又はアクチュエータデータを入力と
して受信し、応答変数を生成するのに用いられた期間と同等の期間内に故障が発生する、
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０から１までの確率を出力する故障モデルを定義することができる。
【０２２４】
　場合によっては、ブロック７０６で識別された過去の動作データ、及び生成された応答
変数を用いたトレーニングは、センサ及び／又はアクチュエータごとに、変数重要度の統
計データをもたらし得る。所与の変数重要度の統計データは、今後の期間内に所与の故障
が発生する確率に対する、センサの相対効果又はアクチュエータの相対効果を示すことが
できる。
【０２２５】
　追加的に又は代替的に、解析システム１０８は、コックス比例ハザード技法など、１つ
又は複数の生存時間解析技法に基づいて、故障モデルを定義するように構成されてよい。
解析システム１０８は、いくつかの点で上述されたモデル化技法と類似した方式で、生存
時間解析技法を利用してよいが、解析システム１０８は、最後の故障から期待される次の
イベントまでの時間を示す、生存時間応答変数を決定してよい。期待される次のイベント
は、センサ測定値及び／若しくはアクチュエータ測定値の受信、又はどちらが最初に発生
するにしても故障発生に関する受信であってよい。この応答変数は、測定値が受信される
特定の時点のそれぞれと関連付けられた１対の値を含んでよい。この応答変数は次に、今
後の所与の期間内に故障が発生する確率を決定するのに利用されてよい。
【０２２６】
　いくつかの例示的な実装態様において、故障モデルは、いくつかあるデータの中でも特
に、気象データ及び「発熱軸箱」データなど、外部データに部分的に基づいて定義されて
よい。例えば、そのようなデータに基づいて、故障モデルは、出力される故障確率を増加
又は減少させることができる。
【０２２７】
　実際には、外部データは、資産のセンサ及び／又はアクチュエータが測定値を取得する
時間と一致しない時点で観測される場合がある。例えば、「発熱軸箱」データが収集され
る時間（例えば、機関車が発熱軸箱センサを備えた鉄道線路の区間を通過する時間）は、
センサ及び／又はアクチュエータの測定時間と一致しない場合がある。そのような場合に
は、解析システム１０８は、センサ測定時間に対応する時間に観測されたであろう外部の
データ観測を決定する１つ又は複数の動作を実行するように構成されてよい。
【０２２８】
　具体的には、解析システム１０８は、外部のデータ観測の時間、及び測定の時間を利用
して、外部のデータ観測を補間し、測定時間に対応する時間の外部のデータ値を生み出す
ことができる。外部データの補間で、外部のデータ観測又はそこから引き出される特徴が
、入力として故障モデルに含まれることが可能になり得る。実際には、いくつかある例の
中でも特に、最近傍補間、線形補間、多項式補間、及びスプライン補間など、様々な技法
が、センサデータ及び／又はアクチュエータデータを用いて、外部データを補間するのに
用いられてよい。
【０２２９】
　図７に戻ると、解析システム１０８が、ブロック７０２で定義された故障のセットから
の所与の故障の故障モデルを決定した後に、解析システム１０８は、故障モデルを決定す
る必要がある故障が何か残っているかどうか判定してよい。故障モデルを決定する必要が
ある故障が残っている場合には、解析システム１０８は、ブロック７０４～７０８のルー
プを繰り返してよい。実装態様によっては、解析システム１０８は、ブロック７０２で定
義された全ての故障を包含する単一の故障モデルを決定してよい。他の実装態様において
、解析システム１０８は、資産１０２のサブシステムごとに故障モデルを決定してよく、
その後、各故障モデルは、資産レベルの故障モデルを決定するのに利用されてよい。他の
例もあり得る。
【０２３０】
　最後に、ブロック７１０で、定義されたセットの故障ごとに定義された関係（例えば、
個々の故障モデル）は、今後の所与の期間（例えば、次の２週間）内に故障が発生する全
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体的な可能性を予測するためのモデル（例えば、健全性指標のモデル）に組み合わされて
よい。すなわち、このモデルは、１つ又は複数のセンサ及び／若しくはアクチュエータか
らのセンサ測定値及び／又はアクチュエータ測定値を入力として受信し、故障のセットの
少なくとも１つの故障が、今後の所与の期間内に発生する単一の確率を出力する。
【０２３１】
　解析システム１０８は、健全性指標モデルを複数の方式で定義してよく、それらの方式
は、健全性指標の所望の粒度に依存してよい。すなわち、複数の故障モデルが存在する事
例において、それらの故障モデルの結果は、健全性指標モデルの出力を取得するために、
複数の方式で利用されてよい。例えば、解析システム１０８は、複数の故障モデルから、
最大値、中央値、又は平均値を決定して、その決定された値を健全性指標モデルの出力と
して利用してよい。
【０２３２】
　他の例において、健全性指標モデルの決定には、重みを、個々の故障モデルにより出力
された個々の確率に起因すると考える、解析システム１０８を伴ってよい。例えば、故障
のセットの各故障は、等しく望ましくないものとみなされてよく、したがって、各確率も
同様に、健全性指標モデルを決定するにあたって、同じ重み付けをされてよい。他の事例
において、いくつかの故障は、他の故障より望ましくないもの（例えば、より破局的であ
る、又はより長い修理時間を必要とする、など）とみなされてよく、したがって、これら
の対応する確率は、他の故障より高く重み付けされてよい。
【０２３３】
　さらに他の例において、健全性指標モデルの決定には、回帰技法など、１つ又は複数の
モデル化技法を利用する解析システム１０８を伴ってよい。一括応答変数は、個々の故障
モデルのそれぞれからの応答変数（例えば、図８のＹｒｅｓ）の論理的選言（論理和）の
形態をとってよい。例えば、ブロック７０６で決定された任意の期間（例えば、図８の期
間８１４）内に発生する測定値の任意のセットと関連付けられた一括応答変数は、１の値
であってよく、それらの期間のいずれかの外側で発生する測定値のセットと関連付けられ
た一括応答変数は、０の値であってよい。健全性指標モデルを定義する他の方式もあり得
る。
【０２３４】
　実装態様によっては、ブロック７１０が不要であってよい。例えば、上述されたように
、解析システム１０８は単一の故障モデルを決定してよく、その場合、健全性指標モデル
は単一の故障モデルであってよい。
【０２３５】
　実際には、解析システム１０８は、個々の故障モデル及び／又は全体的な健全性指標モ
デルを更新するように構成されてよい。解析システム１０８は、モデルを毎日、毎週、毎
月などに更新してよく、資産１０２又は他の資産（例えば、資産１０２と同じ群の他の資
産）の過去の動作データの新たな部分に基づいて、更新してよい。他の例もあり得る。
【０２３６】
　Ｃ．実行関数の定義
　例示的な実施形態において、解析システム１０８は、資産に結合されたローカル解析装
置（例えば、資産１０２に結合されたローカル解析装置２２０）が予測モデルを実行すべ
きかどうか判定するのに役立ち得る、実行関数を定義するように構成されてよい。以下に
、予測モデルの実行との関連で実行関数を論じるが、その説明は、ワークフローの実行に
も適用できることを理解されたい。実際に、以下の説明の一部は、予測モデル及び対応す
るワークフローのうちいずれか又は両方を、ローカル解析装置が実行すベきかどうか判定
するのに適用でき得る。他の例もあり得る。
【０２３７】
　上記に示唆されたように、解析システム１０８及びローカル解析装置２２０は両方とも
、解析装置２２０が結合される所与の資産（例えば、資産１０２）の予測モデルを実行す
るように構成されてよいが、解析システム１０８又はローカル解析装置２２０が他方に対
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して、資産１０２の予測モデルを実行することを有利にする一定の要因があってよい。
【０２３８】
　例えば、１つの要因は、予測モデルの実行に関する精度（すなわち、予測された結果が
実際に発生するかどうか）であってよい。この要因は、「重大な」資産故障（例えば、資
産１０２を部分的に又は完全に動作不能にし得る故障）に対応する予測モデルにとっては
、特に重要になり得る。したがって、精度を他の要因から独立して考慮すると、ローカル
解析装置２２０の代わりに、解析システム１０８が予測モデルを実行することが有利にな
り得る。解析システム１０８は概して、より高い処理能力及び／又は知能を備えているの
で、このことが当てはまり得る。追加的に又は代替的に、解析システム１０８は、様々な
情報の中でも特に、資産故障と関連したコストの変化（例えば、修理コスト）、及び／又
は資産１０２の今後の動作状態の変化に関する情報など、ローカル解析装置２２０に知ら
れていない情報を持っていることがある。したがって、解析システム１０８は通常、予測
モデルを実行する場合、ローカル解析装置２２０より正確である。さらに、解析システム
１０８は、ローカル解析装置２２０によって格納された予測モデルよりも、最新の（すな
わち、正確な）バージョンの予測モデルを有し得る。
【０２３９】
　別の要因は、予測モデルの結果が利用できる速さであってよい。すなわち、予測モデル
が実行されるという判定から、実行された予測モデルの結果を取得するまでの時間である
。この要因は、モデルの出力に基づいて動作（例えば、資産故障を回避しようとする動作
）を資産１０２で生じさせる、対応するワークフローを有する予測モデルにとって重要と
なり得る。
【０２４０】
　モデル－結果を利用できる速さを、他の要因から独立して考慮すると、解析システム１
０８の代わりに、ローカル解析装置２２０が予測モデルを実行することが有利になり得る
。なぜならば、ローカル解析装置２２０は概して、解析システム１０８より速くモデルの
結果を取得することができるからである。例えば、ローカル解析装置２２０は、予測モデ
ルを実行するためのデータが取得される資産１０２に、（例えば、物理的に、又はアドホ
ック、ポイントツーポイントなどのデータ接続を介して）結合されているので、このこと
が当てはまり得る。解析システム１０８がモデルを実行する場合、ローカル解析装置２２
０は最初に、通信ネットワーク１０６を介して、資産データを解析システム１０８へ伝送
する。解析システム１０８は次に、資産データに基づいて予測モデルを実行し、予測モデ
ルの実行結果をローカル解析装置２２０へ返送する。これらの追加の動作のそれぞれは、
ある程度の時間がかかり、それにより、モデルの出力を利用できるのが遅れる。さらに、
この遅れは、いくつかある要因の中でも特に、ネットワークレイテンシ、限られた帯域幅
、及び／又は、ローカル解析装置２２０と解析システム１０８との間のネットワーク接続
の欠如などの状態に起因して、拡大することがある。
【０２４１】
　さらに別の要因は、予測モデルの実行に関連した、あらゆるデータ伝送コストであって
よい。例えば、携帯電話のデータプランに対応するデータ伝送料金に類似した、ローカル
解析装置２２０から解析システム１０８へデータを伝送することに関連したデータ伝送料
金が存在し得る。したがって、データ伝送コストを他の要因から独立して考慮すると、ロ
ーカル解析装置２２０が予測モデルを実行することが有利になり得る（例えば、データ伝
送料金に関して、より安い）。このことは、予測モデルの実行に比較的大量の資産データ
を必要とする場合、特に当てはまり得る。多数の他の例示的な要因もあり得る。
【０２４２】
　本明細書において提供される例を実施できない資産監視システムは、複数の欠陥に悩ま
され得る。例えば、１つのそのような欠陥は、前述の要因のうち一部又は全てを考慮でき
ないことを伴う場合があり、これにより資産監視システムは、いくつかある欠点の中でも
特に、リソースを無駄にする（例えば、同じ又は類似の演算を実行する複数の装置を有す
る）、不正確な結果を取得する、及び／又は不要なデータ伝送コストを負担することにな
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り得る。別の欠陥は、１つの要因を他の要因から独立して考慮することを伴う場合があり
、これによっても、やはり最適ではない予測モデルの実行がもたらされ得る。したがって
、本明細書において提供される例は、そのような欠陥を改善しようとするものである。
【０２４３】
　具体的には、解析システム１０８は、特定の予測モデルを解析システム１０８で実行す
る場合と、ローカル解析装置で実行する場合との、相対的な利点を解析し、その解析に基
づいて、実行関数など、これらの相対的な利点に関する定量的な基準を、このモデル用に
定義するように構成されてよい。概して、実行関数は、特定の予測モデルを実行する特定
の装置又はシステム（例えば、解析システム１０８又はローカル解析装置２２０）の相対
的な利点に関する基準を提供する。こうして実際には、解析システム１０８は、特定の予
測モデル用に、解析システムの実行関数及びローカル解析装置の実行関数（例えば、特定
の予測モデルの実行関数のセット）を、少なくとも定義することができる。他の例示的な
実行関数の種類もあり得る。
【０２４４】
　一般事項として、実行関数は様々な形態をとってよい。特定の例において、所与の実行
関数は、１つ又は複数のパラメータ及び１つ又は複数のパラメータ間の関係を定義する数
学演算子を含んだ、数式を含むか又はそのような数式の形態をとってよく、当該関数は、
当該式を評価するのに用いられる１つ又は複数の対応する値（例えば、パラメータのうち
１つ又は複数の値）も含んでよい。実行関数は他の形態をとってもよい。
【０２４５】
　例示及び説明の目的で、以下では、実行関数の１つの可能な例である、実行スコア関数
（ＰＳＦ）を論じる。したがって、以下の説明は、限定と解釈すべきではない。実行関数
の様々な他の例もあり得、本明細書において企図されている。
【０２４６】
　ちょうど言及されたように、１つの特定の例示的な実施形態において、実行関数は、特
定の装置又はシステム（例えば、解析システム１０８又はローカル解析装置２２０）によ
って実行される特定の予測モデルを有することに関連した値を示す、解析実行指標（例え
ば、「実行スコア」）を出力するＰＳＦの形態をとってよい。したがって、解析システム
のＰＳＦは、解析システム１０８に特定の予測モデルを実行させる際の値を反映する実行
スコアを出力し、ローカル解析装置のＰＳＦは、ローカル解析装置２２０に特定の予測モ
デルを実行させる際の値を反映する実行スコアを出力する。様々な他の実行関数もあり得
る。
【０２４７】
　いずれにしても、解析システム１０８は、様々な方式でＰＳＦを定義してよい。１つの
例示的な実施形態において、解析システム１０８は、特定の予測モデルに関連した過去の
データに少なくとも基づいて、特定の予測モデルのＰＳＦを定義してよい。そのような過
去のデータの例は、様々なデータの中でも特に、過去のモデル－結果データ、及び過去の
結果－コストデータを含んでよい。過去のデータは、解析システム１０８によって格納さ
れてよく、及び／又はデータソース１１２によって提供されてよく、並びに、複数の資産
の過去のデータを反映してよく、複数の資産には資産１０２が含まれても含まれなくても
よい。
【０２４８】
　概して、過去のモデル－結果データは、特定の予測モデルに基づいていた事前の予測の
精度を示してよく、又はその精度を決定するのに用いられてもよい。実際には、モデル－
結果データは、様々な形態をとってよく、及び／又は様々な情報を含んでよい。１つの特
定の例として、モデル－結果データは、（ａ）予測を行うのに用いられる予測モデルの識
別子、（ｂ）予測を行ったシステム又は装置（例えば、解析システム又はローカル解析装
置）の種類の識別子、（ｃ）事前の予測のインジケーション（例えば、故障が資産で発生
する又は発生しないという予測）、及び／又は（ｄ）その予測に関連した実際の結果のイ
ンジケーションであり、それにより、事前の予測が正しかったかどうか（例えば、故障が
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実際に資産で発生したか、発生しなかったか）を示すインジケーションを含んでよい。過
去のモデル－結果データは、上記の情報にいずれかに対応する１つ又は複数のタイムスタ
ンプなど、様々な他の情報も含んでよい。
【０２４９】
　概して、過去の結果－コストデータは、特定の予測モデルに基づいていた事前の予測に
従って資産を使うことに関連した、事前のコストを示してよく、又はそのコストを決定す
るのに用いられてもよい。例えば、故障が資産で発生しないという予測だったが、実際に
は故障が資産で発生した場合、対応する結果－コストデータは、比較的大きな値を示し得
る（例えば、現場で故障した資産、納期を守れなかった資産、修理のために資産に向かう
整備士、並びに／又は、新たな部品及びこれらの新たな部品を取り付けるのに必要な労力
、に関連した時間的コスト及び／又は経済的コスト）。別の事例において、故障が生じる
という予測だったが、実際には資産に実際の問題がなかった場合、対応する結果－コスト
データは、上記の例と比較して比較的小さい値を示し得る（例えば、現場から運び出され
修理工場に持ち込まれた資産、及び整備士が何の問題も存在しないと判定するのに要した
労力、に関連した時間的コスト及び／又は経済的コスト）。結果－コストデータの他の例
もあり得る。
【０２５０】
　実際には、過去の結果－コストデータは、様々な形態をとってよく、及び／又は様々な
情報を含んでよい。１つの特定の例として、過去の結果－コストデータは、いくつかある
情報の中でも特に、（ａ）特定の資産結果に関するインジケーション（例えば、資産の特
定の要素が故障した、資産が点検されたが、特定のサブシステムは実際には修理の必要が
なかった、など）、（ｂ）特定の資産結果に関連した指標（例えば、その結果に基づいて
費やされた時間及び／又は費用）、及び／又は、（ｃ）資産で講じられる（又は講じられ
ない）処置をもたらした事前の予測のインジケーション（例えば、資産の健全性スコアが
特定の閾値を下回ったという、インジケーション）を含んでよい。いくつかの例示的な実
施形態において、過去の結果－コストデータは、過去のモデル－結果データに含まれる情
報の一部又は全てなど、追加の情報を含んでよく、これらの情報は、特定の資産結果に関
連付けられたタイムスタンプに基づいて決定されてよい。結果－コストデータの他の例も
あり得る。
【０２５１】
　次に図９を参照すると、ＰＳＦを定義するのに用いられ得る、定義段階の１つの可能な
例を図示するフローチャート９００がある。例示の目的で、例示的な定義段階は、解析シ
ステム１０８により実行されるものとして説明されるが、この定義段階は、他のシステム
により実行されてもよい。当業者であれば、フローチャート９００は、明確さ及び説明を
目的として提供されていること、及び動作の多数の他の組み合わせが、ＰＳＦを定義する
のに利用され得ることを理解するであろう。
【０２５２】
　図９に示されるように、ブロック９０２で、解析システム１０８は、解析システム１０
８が定義しているＰＳＦの種類を判定することから始めてよい。例えば、解析システム１
０８は、いくつかある例の中でも特に、ローカル解析装置と関連したＰＳＦ、又は解析シ
ステムと関連したＰＳＦを定義しているかどうか判定してよい。実際には、この動作は様
々な方式で発生してよい。
【０２５３】
　実施形態によっては、解析システム１０８は、最初にローカル解析装置のＰＳＦをデフ
ォルトで定義し、そのＰＳＦが定義された後に、解析システムのＰＳＦを定義してよく、
その逆であってもよい。追加的に又は代替的に、解析システム１０８は、いくつかある例
の中でも特に、ユーザインタフェースを介して提供されたユーザ入力に基づいて、ＰＳＦ
の種類を判定してよい。
【０２５４】
　ブロック９０４で、解析システム１０８は、１つ又は複数の予測精度を決定するように



(46) JP 2018-524704 A 2018.8.30

10

20

30

40

50

構成されてよく、これらの予測精度のそれぞれは、解析システム又はローカル解析装置に
より実行されるような特定の予測モデルの精度を反映している。例示的な実施形態におい
て、解析システム１０８は、過去のモデル－結果データに少なくとも基づいて、且つおそ
らくブロック９０２の判定にも基づいて、予測精度を決定してよい。すなわち、１つ又は
複数の予測精度は、解析システム１０８がローカル解析装置のＰＳＦを定義しているか、
又は解析システムのＰＳＦを定義しているかに応じて、異なってよい。
【０２５５】
　図１０は、例示的なＰＳＦの態様に関する概念図を図示する。示されるように、図１０
は、４つのイベントテーブル１０００、１００１、１０１０、及び１０１１を含む。イベ
ントテーブル１０００及び１００１は、ローカル解析装置２２０のＰＳＦに対応し、イベ
ントテーブル１０１０及び１０１１は、解析システム１０８のＰＳＦに対応する。イベン
トテーブル１０００及び１０１０は精度テーブルであり、イベントテーブル１００１及び
１０１１はコストテーブルである。以下でさらに詳細に論じられるように、イベントテー
ブル１０００及び１００１は、特定の予測モデルをローカル解析装置２２０で実行するこ
とに関する期待値を反映する実行スコアを提供し、イベントテーブル１０１０及び１０１
１は、特定の予測モデルを解析システム１０８で実行することに関する期待値を反映する
実行スコアを提供する。
【０２５６】
　示されるように、それぞれのイベントテーブルは、（例えば、特定の予測モデルと関連
した特定の故障が資産で発生する、又は発生しないという）予測結果に対応する行１００
２及び１００４、並びに（例えば、資産で実際に何が発生したかという）実際の結果に対
応する列１００６及び１００８を含む。それぞれのイベントテーブルは、４つのイベント
登録項目も含み、行１００２、１００４が、列１００６、１００８と交差する。
【０２５７】
　それぞれのイベント登録項目は、特定の予測－結果イベントに対応し、行は予測イベン
トを定義し、列は結果イベントを定義する。例えば、行１００２と列１００６とが交差す
るイベント登録項目は、特定の資産の故障が発生すると予測して、特定の資産の故障が実
際に発生した、予測－結果イベントに対応する。別の例として、行１００４と列１００６
とが交差するイベント登録項目は、特定の資産の故障が発生しないと予測して、特定の資
産の故障が実際に発生した、予測－結果イベントに対応する。
【０２５８】
　さらに、それぞれのイベント登録項目は、対応する予測－結果イベントに関連した、精
度又はコストを反映する値を含む。例えば、イベントテーブル１０００及び１０１０にお
いて、それぞれのイベント登録項目は、精度値（例えば、「Ｐ１」～「Ｐ８」）を含み、
これらの値は数値（例えば、０と１との間の値、割合など）の形態をとり得る。イベント
テーブル１０００において、それぞれの精度値（Ｐ１～Ｐ４）は、特定の予測－結果イベ
ントに対応し、資産１０２のこの結果イベントをローカル解析装置２２０が正確に予測す
るという可能性を反映する。したがって、ローカル解析装置２２０が、不正確である場合
よりは正確である場合の方が多いと想定すると、精度値Ｐ１及びＰ４は、理想的には精度
値Ｐ２及びＰ３より大きい。
【０２５９】
　同様に、イベントテーブル１０１０において、それぞれの精度値（Ｐ５～Ｐ８）は、特
定の予測－結果イベントに対応し、資産１０２のこの結果イベントを解析システム１０８
が正確に予測するという可能性を反映する。イベントテーブル１０００と同様に、精度値
Ｐ５及びＰ８は、理想的には精度値Ｐ６及びＰ７より大きい。さらに、精度値Ｐ５及びＰ
８は通常、それぞれ精度値Ｐ１及びＰ４より大きい。なぜならば、上述されたように、解
析システム１０８は概して、ローカル解析装置２２０よりも予測を行うことに正確である
からである。したがって、精度値Ｐ６及びＰ７は通常、それぞれ精度値Ｐ２及びＰ３より
小さい。例示的な実施形態において、それぞれのイベントテーブル１０００及び１０１０
の各列の精度値は、合計して１の値（又は１００％）になり、同様に、それぞれのイベン



(47) JP 2018-524704 A 2018.8.30

10

20

30

40

50

トテーブル１０００及び１０１０の各行の精度値は、合計して１の値（又は１００％）に
なる。他の例もあり得る。
【０２６０】
　いずれにしても、上述されたように、解析システム１０８は、過去のモデル－結果デー
タに少なくとも基づいて、予測精度を決定してよく、これは様々な方式で実行されてよい
。１つの特定の例として、解析システム１０８は、（例えば、モデル－結果データに含ま
れた、予測を行うのに用いられる、予測モデルの識別子に基づいて）ＰＳＦが定義されて
いる特定の予測モデルに関連したデータを過去のモデル－結果データから最初に識別する
ことで、この動作を実行してよい。次に、解析システム１０８は、自身がローカル解析装
置のＰＳＦを定義している場合、（例えば、モデル－結果データに含まれた、予測を行う
システム又は装置の種類に関する識別子に基づいて）ローカル解析装置により行われた予
測に関連した過去のモデル－結果データを識別してよい。一方、解析システム１０８は、
自身が解析システムのＰＳＦを定義している場合、解析システムにより行われた予測に関
連した過去のモデル－結果データを識別してよい。
【０２６１】
　いずれにしても、解析システム１０８は、適切な領域の過去のモデル－結果データを識
別すると、その領域内のデータごとに、（例えば、モデル－結果データに含まれた、事前
の予測に関するインジケーションに基づく）事前の予測と、（例えば、モデル－結果デー
タに含まれた、実際の結果に関するインジケーションに基づく）その予測に関連した実際
の結果とを解析してよい。この解析に基づいて、解析システム１０８は次に、予測精度を
決定してよく、これは、１つ又は複数の確率分布をこの解析から決定することを伴ってよ
い。解析システム１０８は、予測精度を様々な他の方式で決定してもよい。
【０２６２】
　図９に戻ると、ブロック９０６で、解析システム１０８は、過去の結果－コストデータ
に少なくとも基づいて、１つ又は複数の予測コストを決定するように構成されてよい。概
して、所与の予測コストは、正確又は不正確な予測に関連したコストを反映する。例えば
、資産を修理する必要があるという、正確な予測に関連した予測コストは、その資産を現
場から出して、修理を行うために修理工場に運ぶというコストを反映してよい。別の例と
して、資産を修理する必要がないという、不正確な予測に関連した予測コストは、資産が
現場で故障し、その資産が出荷若しくは他のタスクを時間通りに完了せず、及び／又は、
動かなくなった資産を現場で修理する（これは通常、資産を修理工場で修理するより大き
なコストになる）というコストを反映してよい。例示的な実装態様において、予測コスト
は、いくつかある例の中でも特に、資産故障に関連した金額及び／又は時間を表す、負の
値という形態をとる場合がある。
【０２６３】
　図１０に戻ると、イベントテーブル１００１及び１０１１において、それぞれのイベン
ト登録項目は、コスト値（例えば、「Ｃ１」～「Ｃ８」）を含み、これらの値は、いくつ
かある可能性の中でも特に、数値（例えば、符号付き整数又は符号なし整数など）の形態
をとり得る。イベントテーブル１００１において、各コスト値（Ｃ１～Ｃ４）は特定の予
測－結果イベントに対応し、特定の結果イベントと、特定の予測を行うために特定の予測
モデルを実行するローカル解析装置２２０とに関連したコストを反映する。例えば、コス
ト値Ｃ３は、コスト値Ｃ１～Ｃ４のうち最も高い値を有し得る。なぜならば、ローカル解
析装置２２０が、故障が発生しないと予測したが、それにもかかわらず資産１０２で故障
が発生した場合、通常は比較的高いコストが負担されるからである。例えば、そのような
予測に基づいて、故障が発生した場合、資産１０２は、修理工場から遠く離れた現場で動
かなくなる場合があり、この結果、著しい時間的コスト及び経済的コストが、資産１０２
を再び稼働可能にするために費やされることになり得る。一方、コスト値Ｃ４は、コスト
値Ｃ１～Ｃ４のうち最も低い値を有し得る。なぜならば、ローカル解析装置２２０が、故
障が発生しないと予測し、実際に故障が資産で発生しなかったということに関連したコス
トは、ほぼゼロコストだからである。
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【０２６４】
　イベントテーブル１０１１において、それぞれのイベント登録項目は、イベントテーブ
ル１００１の場合と同じコスト値（Ｃ１～Ｃ４）を含む。このようになり得るのは、特定
の予測－結果イベントに関連したコストは、解析システム１０８及びローカル解析装置２
２０の観点から同じになり得るからである。
【０２６５】
　しかし、解析システムのＰＳＦの場合、解析システム１０８は、様々な検討事項に基づ
いて、１つ又は複数の追加の予測コスト（図１０に「Ｃ５」と図示されている）を定義す
るように構成されてよい。概して、追加の予測コストは、ローカル解析装置２２０の代わ
りに、解析システム１０８に予測モデルを実行させることに関連した、追加のコストを反
映する。そのような追加のコストの例は、いくつかある可能性の中でも特に、上述された
、モデル－結果を利用できる速さの要因、及び／又は、データ伝送コストの要因に対応し
てよい。
【０２６６】
　例示的な実施形態において、追加のコストは、それぞれの予測－結果イベントに等しく
適用されてよい。例えば、図１０において、追加のコスト値Ｃ５は、イベントテーブル１
０１１のそれぞれのイベント登録項目に等しく適用されており、解析システム１０８に特
定の予測モデルを実行させることに関連した、データ伝送コストを反映してよい。他の実
施形態において、追加のコストは、予測結果イベントの全てではなく一部に適用されてよ
く（例えば、テーブル１０１１のいくつかのイベント登録項目はＣ５を含まなくてよい）
、及び／又は、追加のコストは、所与の予測－結果イベントに特有であってよい（例えば
、テーブル１０１１の所与のイベント登録項目が、追加のコスト「Ｃ６」を含んでよい）
。追加的に又は代替的に、追加のコストは、ＰＳＦが定義されている特定の予測モデルに
基づいてよい。他の検討事項もあり得る。
【０２６７】
　いずれにしても、上述されたように、解析システム１０８は、過去の結果－コストデー
タに少なくとも基づいて、予測コストを決定してよく、これは、様々な方式で実行されて
よい。１つの特定の例として、解析システム１０８は、（例えば、資産で講じられる（又
は講じられない）処置をもたらした事前の予測に関するインジケーション、及び／又は、
それに関連した、結果－コストデータに含まれるタイムスタンプに基づいて）ＰＳＦが定
義されている特定の予測モデルに関連したデータを、過去の結果－コストデータから最初
に識別することで、この動作を実行してよい。すなわち、解析システム１０８は、特定の
予測モデルと相関がある結果－コストデータの領域を識別する。
【０２６８】
　いくつかの例示的な実施形態において、解析システム１０８は、予測コストの決定に用
いるために、標準化された測定値の単位を定義してよい。例えば、結果－コスト指標は、
不正確な予測によって生じた無駄な時間を表してよく、又は、代わりに、動かなくなった
資産を現場で修理するのに費やされた金額を表してもよい。いずれにしても、結果－コス
トデータの領域を識別した後に、解析システム１０８は、その領域内のデータごとに、標
準化された測定値の単位に従って、（例えば、結果－コストデータに含まれた）結果－コ
スト指標を変換してよい。
【０２６９】
　その後、解析システム１０８は、予測－結果イベント（例えば、イベントテーブル１０
０１及び１０１１のそれぞれのイベント登録項目）ごとに、そのイベントに対応する結果
－コストデータのサブ領域を（例えば、結果－コストデータに含まれた、特定の資産結果
に関するインジケーション及び事前の予測に関するインジケーションに基づいて）識別し
てよい。すなわち、解析システム１０８は、それぞれの特定の予測－結果イベントに起因
すると考えられるコスト（例えば、故障が発生するという正確な予測に関連した過去のコ
スト、故障が発生しないという不正確な予測に関連した過去のコスト、など）のサブ領域
を識別してよい。
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【０２７０】
　結果－コストデータのそのサブ領域から、解析システム１０８は、過去の結果－コスト
データから平均値又は中央値を決定するなど、結果－コスト値に対して１つ又は複数の統
計処理を実行することに基づいて、その予測－結果イベントのコストを決定してよい。解
析システム１０８は、予測コストを様々な他の方式で定義してもよい。
【０２７１】
　解析システム１０８が、任意の追加のコスト（例えば、データ伝送コスト）を含む、解
析システムのＰＳＦの予測コストを決定する場合、その決定は、過去の結果－コストデー
タに加えて、データに基づいてよい。例えば、解析システム１０８に特定の予測モデルを
実行させることに関連したデータ伝送コストに対応する追加のコストは、（ａ）解析シス
テム１０８が特定の予測モデルを実行するために、ローカル解析装置が伝送する必要があ
る資産データ（例えば、信号データ）の量、及び（ｂ）ローカル解析装置と解析システム
１０８との間でデータを伝送することに関連したデータ伝送料金、に基づいて決定されて
よい。実際には、資産データの量は、特定の予測モデルには既知であってよく（すなわち
、その予測モデルではデータの量が固定されている）、及び／又は、特定の予測モデルに
関連した過去のデータ伝送量に基づいて決定されてよい。さらに、データ伝送料金は、現
在のデータ伝送レート若しくは料金（例えば、現在のセルラデータの使用量プラン）、及
び／又は、過去のデータ伝送レートに基づいてよい。他のデータの例も、予測コストを決
定するのに用いられてよい。
【０２７２】
　さらに、例示的な実施形態において、解析システム１０８は、所与の予測コストを定義
する場合に、様々な他の検討事項を考慮してよく、そのような事項には、いくつかある検
討事項の中でも特に、特定の予測モデルに関連した故障の深刻さ（例えば、「重大な」故
障がより高いコスト値をもたらし得る）、及び／又は、特定のモデルによりトリガされる
ワークフローの種類（例えば、資産１０２での予防動作を含むワークフローが、解析シス
テムのＰＳＦに対応するイベントテーブル１０１１の一部又は全てのイベント登録項目に
、より高いコスト値をもたらし得るが、それは、モデル出力が比較的短時間で利用可能に
なることが有利になり得るからである）などがある。
【０２７３】
　図９に戻ると、ブロック９０８で、解析システム１０８は、決定された予測精度及び予
測コストに少なくとも基づいて、ＰＳＦ（例えば、解析システム１０８に１つ、及びロー
カル解析装置２２０に１つ）を定義するように構成されてよい。この機能を実行する解析
システム１０８の１つの可能な例として、図１０に戻ると、ローカル解析装置２２０のＰ
ＳＦは、イベントテーブル１０００及び１００１の対応するイベント登録項目の積をとり
（例えば、Ｐ１×Ｃ１、Ｐ２×Ｃ２など）、これらの積を合計して、特定の予測モデルを
ローカル解析装置で実行することに関する期待コストを取得することで、定義されてよい
。同様に、解析システム１０８のＰＳＦは、イベントテーブル１０１０及び１０１１の対
応するイベント登録項目の積をとり（例えば、Ｐ５×（Ｃ１＋Ｃ５）など）、これらの積
を合計して、特定の予測モデルをローカル解析装置で実行することに関する期待コストを
取得することで、定義されてよい。
【０２７４】
　したがって、ローカル解析装置２２０のＰＳＦ及び解析システム１０８のＰＳＦは、そ
れぞれ式１及び式２で表されてよい。
　式１：Ｐ１×Ｃ１＋Ｐ２×Ｃ２＋Ｐ３×Ｃ３＋Ｐ４×Ｃ４

　式２：Ｐ５×（Ｃ１＋Ｃ５）＋Ｐ６×（Ｃ２＋Ｃ５）＋Ｐ７×（Ｃ３＋Ｃ５）＋Ｐ８×
（Ｃ４＋Ｃ５）
【０２７５】
　要するに、例示的な実施形態において、ローカル解析装置のＰＳＦは、特定のモデルを
ローカル解析装置で実行することに関する過去の精度に対応する期待コストに基づいて定
義されてよく、解析システムのＰＳＦは、（ａ）特定のモデルを解析システムで実行する
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ことに関する過去の精度に対応する期待コスト、及び（ｂ）資産に結合されたローカル解
析装置から解析システムへ、モデルを解析システムで実行するのに必要なデータを伝送す
ることに関する期待コスト、に基づいて定義されてよい。解析システム１０８は、ＰＳＦ
を様々な他の方式で定義するように構成されてもよい。
【０２７６】
　Ｄ．モデル／ワークフロー／実行関数のデプロイ
　解析システム１０８がモデル・ワークフロー対を定義した後に、解析システム１０８は
、定義されたモデル・ワークフロー対を１つ又は複数の資産にデプロイしてよい。具体的
には、解析システム１０８は、定義された予測モデル及び／又は対応するワークフローを
、資産１０２など、少なくとも１つの資産へ伝送してよい。解析システム１０８は、所与
のモデル・ワークフロー対に対する任意の修正又は更新など、トリガイベントに基づいて
、モデル・ワークフロー対を周期的に伝送してよい。
【０２７７】
　場合によっては、解析システム１０８は、個別モデル及び個別ワークフローのうち１つ
だけを伝送してよい。例えば、解析システム１０８が個別モデル又はワークフローだけを
定義したシナリオにおいて、解析システム１０８は、個別モデル若しくはワークフローと
ともに、ワークフロー若しくはモデルの一括バージョンを伝送してよく、又は、解析シス
テム１０８は、データストレージに格納された一括バージョンを資産１０２が既に有して
いる場合に、一括バージョンを伝送する必要がなくてよい。要するに、解析システム１０
８は、（１）個別モデル及び／若しくは個別ワークフロー、（２）個別モデル及び一括ワ
ークフロー、（３）一括モデル及び個別ワークフロー、又は（４）一括モデル及び一括ワ
ークフローを伝送してよい。
【０２７８】
　実際には、解析システム１０８は、資産ごとにモデル・ワークフロー対を定義するため
に、図７のブロック７０２～７１０の動作の一部又は全てを複数の資産に実行した可能性
がある。例えば、解析システム１０８は、資産１０４のモデル・ワークフロー対を追加的
に定義した可能性がある。解析システム１０８は、資産１０２及び１０４へ、それぞれの
モデル・ワークフロー対を同時に又は連続的に伝送するように構成されてよい。
【０２７９】
　さらに、解析システム１０８が特定の予測モデルに対応する１つ又は複数のＰＳＦのセ
ットを定義した後に、解析システム１０８は、資産１０２に結合されたローカル解析装置
２２０など、１つ又は複数のローカル解析装置へこれらのＰＳＦを伝送してよい。例示的
な実施形態において、解析システム１０８は、ＰＳＦを様々な方式で伝送してよい。例え
ば、解析システム１０８は、特定の予測モデルを伝送するときに、ＰＳＦのセットを伝送
してよく、又は、そのモデルを伝送する前若しくは伝送した後に、ＰＳＦのセットを伝送
してよい。さらに、解析システム１０８は、ＰＳＦのセットを一緒に又は別々に伝送して
よい。さらにまた、解析システムは、ＰＳＦごとに、所与のＰＳＦの式（例えば、上述さ
れた式１及び式２）、及び／又は、その式を評価するのに用いられる１つ若しくは複数の
値（例えば、図１０に示されるイベントテーブルの値）を伝送してよい。ＰＳＦの伝送に
関する他の例もあり得る。
【０２８０】
　例示的な実施形態において、解析システム１０８は、自身がローカル解析装置へ伝送す
る予測モデルごとに、ＰＳＦを定義してデプロイする。このようにして、以下で詳細に論
じられるように、ローカル解析装置２２０は、所与の予測モデルを実行する前に、所与の
予測モデルを実行するための最適な方式を決定してよい。
【０２８１】
　実際には、解析システム１０８がＰＳＦをローカル解析装置へ伝送した後に、解析シス
テム１０８は、これらのＰＳＦを引き続き補正するか、そうでなければ更新してよい。例
示的な実施形態において、更新されたＰＳＦ全体を伝送する代わりに、解析システム１０
８は、ＰＳＦの式を評価するのに用いられる値（例えば、図１０に示されるイベントテー
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ブルの値のいずれか）だけを伝送してよく、又は、式が変化した場合には、新たな式を伝
送してよいが、新たな値は伝送してもしなくてもよい。他の例もあり得る。
【０２８２】
　Ｅ．資産によるローカルな実行
　資産１０２などの所与の資産は、モデル・ワークフロー対又はその一部を受信し、受信
されたモデル・ワークフロー対に従って動作するように構成されてよい。すなわち、資産
１０２は、モデル・ワークフロー対をデータストレージに格納し、資産１０２のセンサ及
び／又はアクチュエータによって取得されたデータを予測モデルに入力し、場合によって
は、予測モデルの出力に基づいて、対応するワークフローを実行してよい。
【０２８３】
　実際には、資産１０２の様々な要素が、予測モデル及び／又は対応するワークフローを
実行してよい。例えば、上述されたように、各資産は、解析システム１０８により提供さ
れたモデル・ワークフロー対を格納して実行するように構成されたローカル解析装置を含
んでよい。ローカル解析装置が、特定のセンサデータ及び／又はアクチュエータデータを
受信した場合、ローカル解析装置は、受信されたデータを予測モデルに入力してよく、モ
デルの出力に応じて、対応するワークフローの１つ又は複数の動作を実行してよい。
【０２８４】
　別の例において、ローカル解析装置から分かれた、資産１０２の中央処理装置が、予測
モデル及び／又は対応するワークフローを実行してよい。さらに他の例において、資産１
０２のローカル解析装置及び中央処理装置は、モデル・ワークフロー対を協調的に実行し
てよい。例えば、ローカル解析装置は予測モデルを実行してよく、中央処理装置はワーク
フローを実行してよく、又はその逆であってもよい。
【０２８５】
　例示的な実装態様において、モデル・ワークフロー対がローカルに実行される前に（又
はおそらく、モデル・ワークフローが最初にローカルに実行されるときに）、ローカル解
析装置は、資産１０２の予測モデル及び／又は対応するワークフローを個別化してよい。
これは、モデル・ワークフロー対が一括モデル・ワークフロー対の形態をとるのか、又は
個別モデル・ワークフロー対の形態をとるのかにかかわらず生じてよい。
【０２８６】
　上記に示唆されるように、解析システム１０８は、資産のグループ又は特定の資産に関
する、一定の予測、想定、及び／又は一般化に基づいて、モデル・ワークフロー対を定義
してよい。例えば、モデル・ワークフロー対を定義するにあたって、解析システム１０８
は、いくつかある検討事項の中でも特に、資産の特性及び／又は資産の動作状態に関して
、予測、想定、及び／又は一般化してよい。
【０２８７】
　いずれにしても、予測モデル及び／又は対応するワークフローを個別化するローカル解
析装置は、モデル・ワークフロー対が定義されたときに、解析システム１０８により行わ
れた予測、想定、及び／又は一般化のうち１つ又は複数を承認又は否定するローカル解析
装置を伴ってよい。ローカル解析装置はその後、予測、想定、及び／又は一般化に関する
自身の評価に従って、予測モデル及び／又はワークフローを修正（又は、既に個別化され
たモデル及び／若しくはワークフローの場合にはさらに修正）してよい。このようにして
、ローカル解析装置は、より現実的な及び／又はより正確なモデル・ワークフロー対を定
義するのに役立つことができ、その結果、より有効な資産監視をもたらすことができる。
【０２８８】
　実際には、ローカル解析装置は、複数の検討事項に基づいて、予測モデル及び／又はワ
ークフローを個別化してよい。例えば、ローカル解析装置は、資産１０２の１つ又は複数
のセンサ及び／若しくはアクチュエータにより生成された動作データに基づいて、そのよ
うに個別化してよい。具体的には、ローカル解析装置は、（１）１つ又は複数のセンサ及
び／若しくはアクチュエータの特定のグループによって生成された動作データを取得すこ
とで（例えば、そのようなデータを、資産の中央処理装置を介して間接的に取得する、又
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はおそらく、いくつかのセンサ及び／若しくはアクチュエータ自身から直接に取得するこ
とで）、（２）モデル・ワークフロー対と関連付けられた１つ又は複数の予測、想定、及
び／又は一般化を、取得された動作データに基づいて評価することで、並びに（３）その
評価が、どの予測、想定、及び／又は一般化も不正確だったことを示す場合、それに応じ
て、モデル及び／又はワークフローを修正することで、個別化してよい。これら動作は、
様々な方式で実行されてよい。
【０２８９】
　１つの例において、センサ及び／又はアクチュエータの特定のグループによって生成さ
れた動作データを（例えば、資産の中央処理装置を介して）取得するローカル解析装置は
、モデル・ワークフロー対の一部として、又はモデル・ワークフロー対とともに含まれる
命令に基づいてよい。具体的には、それらの命令は、ローカル解析装置が実行するための
、モデル・ワークフロー対の定義に関わった一部又は全ての予測、想定、及び／又は一般
化を評価する１つ又は複数の検査を、識別してよい。各検査は、ローカル解析装置が動作
データを取得する１つ若しくは複数の対象とするセンサ及び／若しくはアクチュエータ、
取得する動作データの量、並びに／又は他の検査検討事項を識別してよい。したがって、
センサ及び／又はアクチュエータの特定のグループによって生成された動作データを取得
するローカル解析装置は、そのような動作データを検査命令などに従って取得するローカ
ル解析装置を伴ってよい。モデル・ワークフロー対を個別化するのに用いる動作データを
取得するローカル解析装置に関する、他の例もあり得る。
【０２９０】
　上述されたように、動作データを取得した後に、ローカル解析装置は、そのデータを利
用して、モデル・ワークフロー対の定義に関わった一部又は全ての予測、想定、及び／又
は一般化を評価してよい。この動作は、様々な方式で実行されてよい。１つの例において
、ローカル解析装置は、取得された動作データを１つ又は複数の閾値（例えば、閾値及び
／又は、値の閾範囲）と比較してよい。概して、所与の閾値又は範囲は、モデル・ワーク
フロー対を定義するのに用いられた１つ又は複数の予測、想定、及び／若しくは一般化に
対応してよい。具体的には、検査命令で識別された、それぞれのセンサ若しくはアクチュ
エータ（又は、センサ及び／若しくはアクチュエータの組み合わせ）は、対応する閾値又
は範囲を有してよい。ローカル解析装置は次に、所与のセンサ又はアクチュエータによっ
て生成された動作データが、対応する閾値又は範囲を上回るか、又は下回るかを判定して
よい。予測、想定、及び／又は一般化を評価するローカル解析装置の他の例もあり得る。
【０２９１】
　その後、ローカル解析装置は、評価に基づいて、予測モデル及び／若しくはワークフロ
ーを修正してよい（又は、修正しなくてもよい）。すなわち、評価が、どの予測、想定、
及び／又は一般化も不正確だったことを示す場合、ローカル解析装置は、それに応じて、
予測モデル及び／又はワークフローを修正してよい。そうでない場合には、ローカル解析
装置は、モデル・ワークフロー対を修正せずに実行してよい。
【０２９２】
　実際には、ローカル解析装置は、予測モデル及び／又はワークフローを複数の方式で修
正してよい。例えば、ローカル解析装置は、いくつかある例の中でも特に、予測モデル及
び／若しくは対応するワークフローの１つ若しくは複数のパラメータ、並びに／又は、予
測モデル及び／若しくはワークフローのトリガポイントを、（例えば、値又は値の範囲を
修正することで）修正してよい。
【０２９３】
　１つの非限定的な例として、解析システム１０８は、資産１０２のエンジン動作温度が
特定の温度を超えないと想定して、資産１０２のモデル・ワークフロー対を定義した可能
性がある。結果として、資産１０２の予測モデルの部分は、第１の計算を判定し、その後
、第１の計算が、想定されたエンジン動作温度に基づいて決定された閾値を超えた場合に
のみ、第２の計算を判定することを伴ってよい。モデル・ワークフロー対を個別化する場
合、ローカル解析装置は、資産１０２のエンジンの動作データを測定する１つ又は複数の
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センサ及び／若しくはアクチュエータにより生成されたデータを取得してよい。ローカル
解析装置は次に、このデータを、エンジン動作温度に関する想定が、実際に真であるかど
うか（例えば、エンジン動作温度が閾値を超えたかどうか）判定するのに用いてよい。エ
ンジン動作温度が、想定された特定の温度を超える値であるか、又はその温度を上回る閾
値の値であることをデータが示す場合、ローカル解析装置は、例えば、第２の計算の判定
をトリガする閾値を修正してよい。予測モデル及び／又はワークフローを個別化するロー
カル解析装置に関する、他の例もあり得る。
【０２９４】
　ローカル解析装置は、追加又は代替の検討事項に基づいて、モデル・ワークフロー対を
個別化してよい。例えば、ローカル解析装置は、上述された特性のいずれかなど、１つ又
は複数の資産特性に基づいてそのように個別化してよく、これらの資産特性は、ローカル
解析装置によって決定されてよく、又はローカル解析装置に提供されてよい。他の例もあ
り得る。
【０２９５】
　例示的な実装態様において、ローカル解析装置が予測モデル及び／又はワークフローを
個別化した後に、ローカル解析装置は、予測モデル及び／又はワークフローが個別化され
たというインジケーションを解析システム１０８に提供してよい。そのようなインジケー
ションは、様々な形態をとってよい。例えば、インジケーションは、ローカル解析装置が
修正した予測モデル及び／若しくはワークフローの態様又は一部（例えば、修正されたパ
ラメータ、及び／又はパラメータが何に修正されたか）を識別してよく、及び／又は、修
正の原因（例えば、ローカル解析装置に修正させた基本的な動作データ若しくは他の資産
データ、及び／又は原因の説明）を識別してよい。他の例もあり得る。
【０２９６】
　いくつかの例示的な実装態様において、ローカル解析装置及び解析システム１０８は両
方とも、モデル・ワークフロー対を個別化することに関わってよく、これは、様々な方式
で実行されてよい。例えば、解析システム１０８は、資産１０２の特定の状態及び／又は
特性を検査する命令をローカル解析装置に提供してよい。その命令に基づいて、ローカル
解析装置は、資産１０２で検査を実行してよい。例えば、ローカル解析装置は、特定の資
産のセンサ及び／又はアクチュエータによって生成された動作データを取得してよい。そ
の後、ローカル解析装置は、検査された状態からの結果を解析システム１０８に提供して
よい。そのような結果に基づき、解析システム１０８は、資産１０２の予測モデル及び／
又はワークフローを適宜に定義し、それをローカルな実行のためにローカル解析装置へ伝
送してよい。
【０２９７】
　他の例において、ローカル解析装置は、ワークフローの実行の一部として、同じ又は類
似の検査動作を実行してよい。すなわち、予測モデルに対応する特定のワークフローは、
ローカル解析装置に、特定の検査を実行させ、結果を解析システム１０８へ伝送させてよ
い。
【０２９８】
　例示的な実装態様において、ローカル解析装置は、予測モデル及び／又はワークフロー
を個別化した後に（又は、同じことをするために解析システム１０８と共に働いた後に）
、ローカル解析装置は、最初のモデル及び／又はワークフロー（例えば、ローカル解析装
置が解析システム１０８から最初に受信したもの）の代わりに、個別予測モデル及び／又
はワークフローを実行してよい。場合によっては、ローカル解析装置は個別化されたバー
ジョンを実行するが、ローカル解析装置は、モデル及び／又はワークフローの最初のバー
ジョンをデータストレージに保有してよい。
【０２９９】
　概して、予測モデルを実行し、その結果として得られた出力に基づいてワークフローの
動作を実行する資産は、モデルにより出力される特定のイベントが発生する可能性につい
て、１つ又は複数の原因を決定するのを容易にしてよく、及び／又は、特定のイベントが
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今後発生することを防止するのを容易にしてよい。ワークフローを実行するにあたって、
資産は、イベントが発生するのを防止するのに役立つ処置をローカルに決定して、この処
置を講じてよく、このことは、そのような決定を行い、且つ推奨される処置を提供する解
析システム１０８に依存することが、効率的ではなく、実現可能ではない状況（例えば、
ネットワークレイテンシがある場合、ネットワーク接続が不安定な場合、資産が、通信ネ
ットワーク１０６のサービスエリアから移動した場合など）では、有益になり得る。
【０３００】
　実際には、資産は、予測モデルを様々な方式で実行してよく、これは、特定の予測モデ
ルに依存し得る。図９は、予測モデルをローカルに実行するのに用いられ得る、ローカル
な実行段階の１つの可能な例を図示するフローチャート９００である。例示的なローカル
な実行段階は、資産の健全性指標を出力する健全性指標モデルという観点で論じられるが
、同じ又は類似のローカルな実行段階が、他の種類の予測モデルに利用されてよいことを
理解されたい。さらに、例示の目的で、例示的なローカルな実行段階は、資産１０２のロ
ーカル解析装置によって実行されるものとして説明されるが、この段階は、他の装置及び
／又はシステムによっても実行されてよい。当業者であれば、フローチャート９００は、
明確さ及び説明を目的として提供されていること、及び動作及び機能に関する多数の他の
組み合わせが、予測モデルをローカルに実行するのに利用されてよいことを理解するであ
ろう。
【０３０１】
　図１１に示されるように、ブロック１１０２で、ローカル解析装置は、資産１０２の現
在の動作状態を反映するデータを受信してよい。ブロック１１０４で、ローカル解析装置
は、解析システム１０８により提供された、モデルに入力される動作データのセットを受
信されたデータから識別してよい。ブロック１１０６で、ローカル解析装置は次に、識別
された動作データのセットをモデルに入力し、資産１０２の健全性指標を取得するために
モデルを実行してよい。
【０３０２】
　ローカル解析装置は、資産１０２の更新された動作データを引き続き受信するので、ロ
ーカル解析装置は、更新された動作データに基づいて、ブロック１１０２～１１０６の動
作を繰り返すことで、資産１０２の健全性指標も引き続き更新してよい。場合によっては
、ブロック１１０２～１１０６の動作は、ローカル解析装置が、資産１０２のセンサ及び
／若しくはアクチュエータから新たなデータを受信するたびに、又は周期的に（例えば、
１時間ごとに、毎日、毎週、毎月など）繰り返されてよい。このようにして、資産が動作
に用いられるとき、ローカル解析装置は健全性指標を動的に、おそらくリアルタイムで更
新するように構成されてよい。
【０３０３】
　図１１に示される例示的なローカルな実行段階の機能は、ここで、さらに詳細に説明さ
れることになる。ブロック１１０２で、ローカル解析装置は、資産１０２の現在の動作状
態を反映するデータを受信してよい。そのようなデータは、いくつかある種類のデータの
中でも特に、資産１０２の複数のセンサのうち１つ又は複数からのセンサデータ、資産１
０２の１つ又は複数のアクチュエータからのアクチュエータデータ、及び／又は異常状態
データを含んでよい。
【０３０４】
　ブロック１１０４で、ローカル解析装置は、解析システム１０８により提供された、健
全性指標モデルに入力される動作データのセットを受信されたデータから識別してよい。
この動作は、複数の方式で実行されてよい。
【０３０５】
　１つの例において、ローカル解析装置は、資産の種類又は資産のクラスなど、健全性指
標が決定されようとしている資産１０２の特性に基づいて、モデルの動作データ入力のセ
ット（例えば、対象とする特定のセンサ及び／又はアクチュエータからのデータ）を識別
してよい。場合によっては、識別された動作データ入力のセットは、資産１０２のセンサ
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の一部若しくは全てからのセンサデータ、及び／又は、資産１０２のアクチュエータの一
部若しくは全てからアクチュエータデータであってよい。
【０３０６】
　別の例において、ローカル解析装置は、解析システム１０８により提供された予測モデ
ルに基づいて、動作データ入力のセットを識別してよい。すなわち、解析システム１０８
は、モデルの特定の入力について、資産１０２に何らかのインジケーションを（例えば、
予測モデル又は別個のデータ伝送で）提供してよい。動作データ入力のセットを識別する
、他の例もあり得る。
【０３０７】
　ブロック１１０６で、ローカル解析装置は次に、健全性指標モデルを実行してよい。具
体的には、ローカル解析装置は、識別された動作データのセットをモデルに入力してよく
、これにより、次に、今後の所与の期間（例えば、次の２週間）内に少なくとも１つの故
障が発生する全体的な可能性が決定され、出力される。
【０３０８】
　実装態様によっては、この動作は、特定の動作データ（例えば、センサデータ及び／又
はアクチュエータデータ）を、健全性指標モデルの１つ又は複数の個々の故障モデルに入
力するローカル解析装置を伴ってよく、それぞれの故障モデルが個々の確率を出力してよ
い。ローカル解析装置は次に、これらの個々の確率を用い、おそらく、健全性指標モデル
に従って一部を他よりも高く重み付けして、今後の所与の期間内に発生する故障の全体的
な可能性を決定してよい。
【０３０９】
　発生する故障の全体的な可能性を決定した後に、ローカル解析装置は、発生する故障の
確率を健全性指標に変換してよく、この健全性指標は、今後の所与の期間（例えば、２週
間）内に資産１０２で故障が発生しないという可能性を反映する単一の一括パラメータの
形態をとってよい。例示的な実装態様において、故障確率を健全性指標に変換することは
、故障確率の補数を決定するローカル解析装置を伴ってよい。具体的には、全体的な故障
確率は、０から１まで変動する値の形態をとってよく、健全性指標は、その数を１から引
くことで決定されてよい。故障確率を健全性指標に変換する他の例もあり得る。
【０３１０】
　資産が予測モデルをローカルに実行した後に、資産は、実行された予測モデルから結果
として得られる出力に基づいて、対応するワークフローを実行してよい。概して、ワーク
フローを実行する資産は、（例えば、資産の内蔵システムのうち１つ又は複数に命令を送
信することで）資産において動作を実行させるローカル解析装置、並びに／又は、解析シ
ステム１０８及び／若しくは出力システム１１０などの演算処理システムに、資産から遠
く離れて動作を実行させるローカル解析装置を伴ってよい。上述されたように、ワークフ
ローは、様々な形態をとってよく、したがってワークフローは、様々な方式で実行されて
よい。
【０３１１】
　例えば、資産１０２は、データ取得方式及び／若しくはデータ伝送方式を修正する、ロ
ーカル診断ツールを実行する、資産１０２の動作状態を修正する（例えば、速度、加速度
、ファン速度、プロペラ角度、吸気などを修正する、又は、資産１０２の１つ若しくは複
数のアクチュエータを介して、他の機械的動作を実行する）、又は、おそらく比較的低い
健全性指標のインジケーション、若しくは資産１０２との関連で実行されるべき推奨予防
処置のインジケーションを、資産１０２のユーザインタフェースにおいて出力する、若し
くは外部の演算処理システムへ出力するなど、資産１０２の何らかの挙動を修正する１つ
若しくは複数の動作を内部で実行させられてよい。
【０３１２】
　別の例において、資産１０２は、出力システム１１０など、通信ネットワーク１０６上
のシステムへ、資産１０２を修理するために、作業発注書を生成する、又は特定の部品を
注文するなどの動作を当該システムに実行させる命令を伝送してよい。さらに別の例にお
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いて、資産１０２は、資産１０２から遠く離れて動作を起こさせるのを容易にする、解析
システム１０８などのリモートシステムと通信してよい。ワークフローをローカルに実行
する資産１０２の他の例もあり得る。
【０３１３】
　Ｆ．モデル／ワークフローの修正段階
　別の態様において、解析システム１０８は、修正段階を実行してよく、その間に、解析
システム１０８は、デプロイされたモデル及び／又はワークフローを、新たな資産データ
に基づいて修正する。この段階は、一括モデル及びワークフロー、並びに個別モデル及び
ワークフローの両方について実行されてよい。
【０３１４】
　具体的には、所与の資産（例えば、資産１０２）がモデル・ワークフロー対に従って動
作するとき、資産１０２は、動作データを解析システム１０８に提供してよく、及び／又
は、データソース１１２は、資産１０２に関連した外部データを解析システム１０８に提
供してよい。このデータに少なくとも基づいて、解析システム１０８は、資産１０２のモ
デル及び／若しくはワークフロー、並びに／又は、資産１０４など、他の資産のモデル及
び／若しくはワークフローを修正してよい。他の資産のモデル及び／又はワークフローを
修正するにあたって、解析システム１０８は、資産１０２の挙動から学習した情報を共有
してよい。
【０３１５】
　実際には、解析システム１０８は、複数の方式で修正を行ってよい。図１２は、モデル
・ワークフロー対の修正に用いられ得る、修正段階の１つの可能な例を図示するフローチ
ャート１２００である。例示の目的で、例示的な修正段階は、解析システム１０８により
実行されるものとして説明されるが、この修正段階は他のシステムにより実行されてもよ
い。当業者であれば、フローチャート１２００は、明確さ及び説明を目的として提供され
ていること、及び動作の多数の他の組み合わせが、モデル・ワークフロー対を修正するの
に利用され得ることを理解するであろう。
【０３１６】
　図１２に示されるように、ブロック１２０２で、解析システム１０８は、解析システム
１０８が特定のイベントの発生を識別するデータを受信してよい。当該データは、いくつ
かあるデータの中でも特に、資産１０２から生じる動作データ、又は資産１０２に関連し
た、データソース１１２からの外部データであってよい。イベントは、資産１０２での故
障など、上述されたイベントのいずれかの形態をとってよい。
【０３１７】
　他の例示的な実装態様において、イベントは、資産１０２に追加される新たな要素又は
サブシステムの形態をとってよい。別のイベントが、「重要インジケータ」イベントの形
態をとってよく、これは、モデル定義段階の間に図７のブロック７０６で識別されたデー
タとは、おそらく閾値の差異だけ異なるデータを生成する、資産１０２のセンサ及び／又
はアクチュエータを伴ってよい。この差異は、資産１０２が、資産１０２に類似した資産
の標準動作状態を上回る又は下回る動作状態を有することを示してよい。さらに別のイベ
ントが、１つ又は複数の重要インジケータイベントが後に続くイベントの形態をとってよ
い。
【０３１８】
　識別された特定のイベントの発生、及び／又は基本的なデータ（例えば、資産１０２に
関連した動作データ及び／又は外部データ）に基づいて、解析システム１０８は、一括予
測モデル及び／若しくはワークフロー、並びに／又は、１つ若しくは複数の個別予測モデ
ル及び／若しくはワークフローを修正してよい。具体的には、ブロック１２０４で、解析
システム１０８は、一括予測モデルを修正するかどうか判定してよい。解析システム１０
８は、複数の理由で一括予測モデルの修正を判定してよい。
【０３１９】
　例えば、ある特定の故障が資産群のある資産で初めて発生した、又は、ある特定の新た
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な要素が資産群のある資産に初めて追加されたなど、識別された特定のイベントの発生が
、資産１０２を含む複数の資産に関するこの特定のイベントの最初の発生であった場合、
解析システム１０８は一括予測モデルを修正してよい。
【０３２０】
　別の例において、識別された特定のイベントの発生と関連したデータが、一括モデルを
最初に定義するのに利用されたデータと異なる場合、解析システム１０８は修正を行って
よい。例えば、識別された特定のイベントの発生は、特定のイベントの発生と以前に関連
しなかった動作状態のもとで、発生した可能性がある（例えば、特定の故障が、前に特定
の故障で事前に測定されなかった関連センサの値で発生した可能性がある）。一括モデル
を修正するための他の理由もあり得る。
【０３２１】
　解析システム１０８が、一括予測モデルを修正すると判定した場合、解析システム１０
８は、ブロック１２０６でそのように修正してよい。そうでない場合、解析システム１０
８は、ブロック１２０８へ進んでよい。
【０３２２】
　ブロック１２０２で受信された、資産１０２に関連したデータに少なくとも部分的に基
づいて、解析システム１０８は、ブロック１２０６で、一括モデルを修正してよい。例示
的な実装態様において、一括モデルは、図５のブロック５１０を参照して上述された任意
の方式など、様々な方式で修正されてよい。他の実装態様において、一括モデルは、他の
方式で修正されてもよい。
【０３２３】
　ブロック１２０８で、解析システム１０８は次に、一括ワークフローを修正するかどう
か判定してよい。解析システム１０８は、複数の理由で一括ワークフローを修正してよい
。
【０３２４】
　例えば、解析システム１０８は、一括モデルがブロック１２０４で修正されたかどうか
、及び／又は、解析システム１０８で何らかの他の変化があったかどうかに基づいて、一
括ワークフローを修正してよい。他の例において、資産１０２が一括ワークフローを実行
したにもかかわらず、ブロック１２０２で識別されたイベントの発生が生じた場合、解析
システム１０８は一括ワークフローを修正してよい。例えば、ワークフローが、イベント
（例えば、故障）の発生防止を容易にするのに役立つことを目的とし、そのワークフロー
が適切に実行されたが、それにもかかわらずイベントが依然として発生した場合、解析シ
ステム１０８は、一括ワークフローを修正してよい。一括ワークフローを修正するための
他の理由もあり得る。
【０３２５】
　解析システム１０８が、一括ワークフローを修正すると判定した場合、解析システム１
０８は、ブロック１２１０でそのように修正してよい。そうでない場合、解析システム１
０８は、ブロック１２１２へ進んでよい。
【０３２６】
　ブロック１２０２で受信された、資産１０２に関連したデータに少なくとも部分的に基
づいて、解析システム１０８は、ブロック１２１０で、一括ワークフローを修正してよい
。例示的な実装態様において、一括ワークフローは、図５のブロック５１４を参照して上
述された任意の方式など、様々な方式で修正されてよい。他の実装態様において、一括モ
デルは、他の方式で修正されてもよい。
【０３２７】
　ブロック１２１２からブロック１２１８で、解析システム１０８は、（例えば、資産１
０２及び１０４のそれぞれの）１つ若しくは複数の個別モデル、並びに／又は、ブロック
１２０２で受信された、資産１０２に関連したデータに少なくとも部分的に基づいて（例
えば、資産１０２若しくは資産１０４のうち１つの）１つ若しくは複数の個別ワークフロ
ーを修正するように構成されてよい。解析システム１０８は、ブロック１２０４～１２１
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０と類似の方式で、そのように修正してよい。
【０３２８】
　しかし、個別モデル又はワークフローを修正するための理由は、一括の場合の理由と異
なってよい。例えば、解析システム１０８はさらに、個別モデル及び／又は個別ワークフ
ローを最初に定義するのに利用された基本的な資産特性を考慮してよい。特定の例におい
て、解析システム１０８は、識別された特定のイベントの発生が、資産１０２の資産特性
を有する資産に関して、この特定のイベントの最初の発生であった場合、個別モデル及び
／又は個別ワークフローを修正してよい。個別モデル及び／又は個別ワークフローを修正
するための他の理由もあり得る。
【０３２９】
　例示するために、図６Ｄは、修正されたモデル・ワークフロー対６３０の概念図を示す
。具体的には、モデル・ワークフロー対の例示６３０は、図６Ａの一括モデル・ワークフ
ロー対の修正バージョンである。示されるように、修正されたモデル・ワークフロー対の
例示６３０は、図６Ａのモデル入力６０２の初期列を含み、モデル計算６３４、モデル出
力範囲６３６、及びワークフロー動作６３８の修正列を含む。この例において、修正され
た予測モデルは、センサＡからのデータとして単一の入力を有し、計算Ｉ及び計算ＩＩＩ
として２つの計算を有する。修正されたモデルの出力された確率が７５％より低い場合、
ワークフロー動作１が実行される。出力された確率が７５％と８５％との間である場合、
ワークフロー動作２が実行される。そして、出力された確率が８５％より高い場合、ワー
クフロー動作３が実行される。修正された他の例示的なモデル・ワークフロー対があり得
、本明細書において企図されている。
【０３３０】
　図１２に戻ると、ブロック１２２０で、解析システム１０８は次に、モデル及び／又は
ワークフローの任意の修正を１つ若しくは複数の資産へ伝送してよい。例えば、解析シス
テム１０８は、修正された個別モデル・ワークフロー対を資産１０２（例えば、データが
修正を生じさせた資産）へ、修正された一括モデルを資産１０４へ伝送してよい。このよ
うにして、解析システム１０８は、資産１０２の動作と関連付けられたデータに基づいて
、モデル及び／又はワークフローを動的に修正し、資産１０２が属する資産群など、複数
の資産にそのような修正を配信してよい。したがって、他の資産は、そのようなデータに
基づいて、他の資産のローカルなモデル・ワークフロー対が補正され得るという点で、資
産１０２から生じるデータから恩恵を受けてよく、それにより、より正確且つロバストな
モデル・ワークフロー対の作成に役立つことができる。
【０３３１】
　上記の修正段階は、解析システム１０８により実行されるものとして論じられたが、例
示的な実装態様において、資産１０２のローカル解析装置が、追加的に又は代替的に、上
述されたのと類似の方式で修正段階を実行してよい。例えば、１つの例において、資産１
０２が、１つ又は複数のセンサ及び／若しくはアクチュエータにより生成された動作デー
タを利用することで動作するとき、ローカル解析装置は、モデル・ワークフロー対を修正
してよい。したがって、資産１０２のローカル解析装置、解析システム１０８、又はそれ
らの何らかの組み合わせは、資産関連の状態が変化するにつれて、予測モデル及び／若し
くはワークフローを修正してよい。このようにして、ローカル解析装置及び／又は解析シ
ステム１０８は、それらに利用可能な最新のデータに基づいて、モデル・ワークフロー対
を継続的に適合させてよい。
【０３３２】
　Ｇ．モデル／ワークフローの動的な実行
　別の態様において、資産１０２及び／又は解析システム１０８は、モデル・ワークフロ
ー対の実行を動的に調整するように構成されてよい。具体的には、資産１０２及び／又は
解析システム１０８は、資産１０２及び／又は解析システム１０８が予測モデル及び／又
はワークフローを実行すべきかどうかに関して、役割の変更をトリガする特定のイベント
を検出するように構成されてよい。
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【０３３３】
　動作にあたっては、資産１０２及び解析システム１０８の両方は、資産１０２に代わっ
て、モデル・ワークフロー対の全て又は一部を実行してよい。例えば、資産１０２がモデ
ル・ワークフロー対を解析システム１０８から受信した後に、資産１０２は、そのモデル
・ワークフロー対をデータストレージに格納してよいが、モデル・ワークフロー対の一部
又は全てを中心的に実行するために、さらに解析システム１０８に頼ってよい。具体的に
は、資産１０２は、少なくともセンサデータ及び／又はアクチュエータデータを解析シス
テム１０８に提供してよく、解析システム１０８は次に、そのようなデータを用いて、資
産１０２の予測モデルを中心的に実行してよい。モデルの出力に基づいて、解析システム
１０８は次に、対応するワークフローを実行してよく、又は解析システム１０８は、モデ
ルの出力又は資産１０２の命令を資産１０２に伝送して、ワークフローをローカルに実行
してよい。
【０３３４】
　他の例において、解析システム１０８は、モデル・ワークフロー対の一部又は全てをロ
ーカルに実行するために、資産１０２に頼ってよい。具体的には、資産１０２は、予測モ
デルの一部又は全てをローカル実行して、結果を解析システム１０８に伝送してよく、資
産１０２は次に、対応するワークフローを解析システム１０８に中心的に実行させてよい
。又は、資産１０２も、対応するワークフローをローカルに実行してよい。
【０３３５】
　さらに他の例において、解析システム１０８及び資産１０２は、モデル・ワークフロー
対を実行する役割を分担してよい。例えば、解析システム１０８は、モデル及び／又はワ
ークフローの一部を中心的に実行してよく、資産１０２は、モデル及び／又はワークフロ
ーの他の部分をローカルに実行してよい。資産１０２及び解析システム１０８は、自身が
それぞれ実行した役割の結果を伝送してよい。他の例もあり得る。
【０３３６】
　ある時点で、資産１０２及び／又は解析システム１０８は、モデル・ワークフロー対の
実行が調整されるべきと判定してよい。すなわち、一方又は両方は、実行する役割が修正
されるべきと判定してよい。この動作は、様々な方式で発生してよい。
【０３３７】
　１．調整要因に基づいた動的な実行
　図１３は、モデル・ワークフロー対の実行を調整するのに用いられ得る調整段階の１つ
の可能な例を図示するフローチャート１３００である。例示の目的で、例示的な調整段階
は、資産１０２及び／又は解析システム１０８により実行されるものとして説明されるが
、この修正段階は、他のシステムにより実行されてもよい。当業者であれば、フローチャ
ート１３００は、明確さ及び説明を目的として提供されていること、及び動作の多数の他
の組み合わせが、モデル・ワークフロー対の実行を調整するのに利用され得ることを理解
するであろう。
【０３３８】
　ブロック１３０２で、資産１０２及び／又は解析システム１０８は、モデル・ワークフ
ロー対の実行の調整を必要とする状態を示す調整要因（又は、場合によっては複数の調整
要因）を検出してよい。そのような状態の例には、いくつかある例の中でも特に、通信ネ
ットワーク１０６のネットワーク状態、又は、資産１０２及び／若しくは解析システム１
０８の処理状態が含まれる。例示的なネットワーク状態には、いくつかある例の中でも特
に、ネットワークレイテンシ、ネットワーク帯域幅、資産１０２と通信ネットワーク１０
６との間のリンクの信号強度、又はネットワーク性能に関する他のインジケーションが含
まれてよい。例示的な処理状態には、いくつかある例の中でも特に、処理容量（例えば、
利用可能な処理能力）、処理使用量（例えば、消費される処理能力の量）、又は処理能力
に関する何らかの他のインジケーションが含まれてよい。
【０３３９】
　実際には、調整要因を検出することは、様々な方式で実行されてよい。例えば、この動
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作は、ネットワーク（又は、処理）状態が１つ若しくは複数の閾値に達したかどうか、又
は、状態が、一定の方式で変化したかどうか判定することを伴ってよい。調整要因を検出
する他の例もあり得る。
【０３４０】
　具体的には、場合によっては、調整要因を検出することは、資産１０２と解析システム
１０８との間の通信リンクの信号強度が、閾値信号強度未満である、又は一定の変化割合
で減少しているというインジケーションを検出する、資産１０２及び／若しくは解析シス
テム１０８を伴ってよい。この例において、調整要因は、資産１０２が「オフライン」に
なろうとしていることを示してよい。
【０３４１】
　別の場合において、調整要因を検出することは、ネットワークレイテンシが閾値レイテ
ンシを上回っている、又は一定の変化割合で増加しているというインジケーションを検出
する、資産１０２及び／若しくは解析システム１０８を、追加的に又は代替的に伴ってよ
い。又は、このインジケーションは、ネットワーク帯域幅が閾値帯域幅未満である、又は
一定の変化割合で減少しているということであってよい。これら例において、調整要因は
、通信ネットワーク１０６が遅延していることを示してよい。
【０３４２】
　さらに他の場合において、調整要因を検出することは、処理容量が特定の閾値未満であ
るか、若しくは一定の変化割合で減少している、並びに／又は、処理使用量が閾値を上回
っているか、若しくは一定の変化割合で増加しているというインジケーションを検出する
、資産１０２及び／又は解析システム１０８を、追加的に又は代替的に伴ってよい。その
ような例において、調整要因は、資産１０２（及び／又は、解析システム１０８）の処理
能力が低いことを示し得る。調整要因を検出する他の例もあり得る。
【０３４３】
　ブロック１３０４で、検出された調整要因に基づいて、ローカルな実行の役割が調整さ
れてよく、これは複数の方式で生じてよい。例えば、資産１０２は、調整要因を検出して
、モデル・ワークフロー対又はその一部をローカルに実行すると判定した可能性がある。
場合によっては、資産１０２は、資産１０２が予測モデル及び／又はワークフローをロー
カルに実行しているという通知を、解析システム１０８へ伝送してよい。
【０３４４】
　別の例において、解析システム１０８は、調整要因を検出して、モデル・ワークフロー
対又はその一部を資産１０２にローカルに実行させる命令を、資産１０２へ伝送した可能
性がある。その命令に基づいて、資産１０２は次に、モデル・ワークフロー対をローカル
に実行してよい。
【０３４５】
　ブロック１３０６で、中心的な実行の役割が調整されてよく、これは複数の方式で生じ
てよい。例えば、中心的な実行の役割は、資産１０２が予測モデル及び／又はワークフロ
ーをローカルに実行しているというインジケーションを検出する解析システム１０８に基
づいて、調整されてよい。解析システム１０８は、そのようなインジケーションを様々な
方式で検出してよい。
【０３４６】
　いくつかの例において、解析システム１０８は、資産１０２が予測モデル及び／又はワ
ークフローをローカルに実行しているという通知を資産１０２から受信することで、イン
ジケーションを検出してよい。その通知は、２進数又はテキストなど、様々な形態をとっ
てよく、資産がローカルに実行している特定の予測モデル及び／又はワークフローを識別
してよい。
【０３４７】
　他の例において、解析システム１０８は、受信された資産１０２の動作データに基づい
て、インジケーションを検出してよい。具体的には、インジケーションの検出は、資産１
０２の動作データを受信して、受信されたデータの１つ又は複数の特性を検出する解析シ
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ステム１０８を伴ってよい。受信されたデータの１つ又は複数の検出された特性から、解
析システム１０８は、資産１０２が予測モデル及び／又はワークフローをローカルに実行
していると推測してよい。
【０３４８】
　実際には、受信されたデータの１つ又は複数の特性の検出は、様々な方式で実行されて
よい。例えば、解析システム１０８は、受信されたデータの種類を検出してよい。具体的
には、解析システム１０８は、センサデータ又はアクチュエータデータを生成する特定の
センサ又はアクチュエータなど、データのソースを検出してよい。受信されたデータの種
類に基づいて、解析システム１０８は、資産１０２が予測モデル及び／又はワークフロー
をローカルに実行していると推測してよい。例えば、特定のセンサのセンサ識別子の検出
に基づいて、解析システム１０８は、資産１０２に特定のセンサからデータを取得させ、
そのデータを解析システム１０８に伝送させる予測モデル及び対応するワークフローを、
資産１０２がローカル実行していると推測してよい。
【０３４９】
　別の事例において、解析システム１０８は、受信されたデータの量を検出してよい。解
析システム１０８は、その量を、データの特定の閾値と比較してよい。閾値に達した量に
基づいて、解析システム１０８は、資産１０２に閾値と同等又はそれより多いデータ量を
取得させる予測モデル及び／又はワークフローを、資産１０２がローカルに実行している
と推測してよい。他の例もあり得る。
【０３５０】
　例示的な実装態様において、受信されたデータの１つ又は複数の特性の検出は、受信さ
れるデータの種類の変化、受信されるデータの量の変化、又はデータが受信される頻度の
変化など、受信されたデータの１つ又は複数の特性の特定の変化を検出する解析システム
１０８を伴ってよい。特定の例において、受信されたデータの種類の変化は、受信される
センサデータのソースの変化（例えば、解析システム１０８に提供されるデータを生成し
ているセンサ及び／又はアクチュエータの変化）を検出する解析システム１０８を伴って
よい。
【０３５１】
　場合によっては、受信されたデータの変化の検出は、最近受信されたデータを過去に受
信されたデータ（例えば、現時点の１時間前、１日前、１週間前など）と比較する解析シ
ステム１０８を伴ってよい。いずれにしても、受信されたデータの１つ又は複数の特性の
変化を検出することに基づいて、解析システム１０８は、資産１０２により解析システム
１０８に提供されるデータにそのような変化をもたらす予測モデル及び／又はワークフロ
ーを、資産１０２がローカルに実行していると推測してよい。
【０３５２】
　さらに、解析システム１０８は、ブロック１３０２における調整要因の検出に基づいて
、資産１０２が予測モデル及び／若しくはワークフローをローカル実行しているというイ
ンジケーションを、検出してよい。例えば、解析システム１０８がブロック１３０２で調
整要因を検出した場合、解析システム１０８は、資産１０２にそのローカルな実行の役割
を調整させる命令を、資産１０２へ伝送してよく、それに応じて、解析システム１０８は
、自身の中心的な実行の役割を調整してよい。インジケーションを検出する他の例もあり
得る。
【０３５３】
　例示的な実装態様において、中心的な実行の役割は、ローカルな実行の役割に対する調
整に従って調整されてよい。例えば、資産１０２が現在、予測モデルをローカルに実行し
ている場合、解析システム１０８はそれに応じて、予測モデルの中心的な実行を中止して
よい（また、対応するワークフローの中心的な実行を中止しても、しなくてもよい）。さ
らに、資産１０２が対応するワークフローをローカルに実行している場合、解析システム
１０８はそれに応じて、ワークフローの実行を中止してよい（また、予測モデルの中心的
な実行を中止しても、しなくてもよい）。他の例もあり得る。
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【０３５４】
　実際には、資産１０２及び／又は解析システム１０８は、ブロック１３０２～１３０６
の動作を継続的に実行してよい。そして場合によっては、ローカルな実行の役割及び中心
的な実行の役割は、モデル・ワークフロー対の実行を最適化するのを容易にするように調
整されてよい。
【０３５５】
　さらに、実装態様によっては、資産１０２及び／又は解析システム１０８は、調整要因
の検出に基づいて、他の動作を実行してよい。例えば、通信ネットワーク１０６の状態（
例えば、帯域幅、レイテンシ、信号強度、又はネットワーク品質の別のインジケーション
）に基づいて、資産１０２は、特定のワークフローをローカルに実行してよい。この特定
のワークフローは、通信ネットワークの状態を検出する解析システム１０８に基づいて、
解析システム１０８により提供されてよく、資産１０２に既に格納されていてよく、又は
、資産１０２に既に格納されたワークフローの修正バージョン（例えば、資産１０２はワ
ークフローをローカルに修正してよい）であってよい。場合によっては、特定のワークフ
ローは、いくつかある可能なワークフロー動作の中でも特に、サンプリングレートを増や
す若しくは減らすデータ収集方式、及び／又は、解析システム１０８へ伝送される伝送レ
ート若しくはデータ量を増やす若しくは減らすデータ伝送方式を含んでよい。
【０３５６】
　特定の例において、資産１０２は、通信ネットワークの１つ又は複数の検出された状態
が、（例えば、不安定なネットワーク品質を示す）それぞれの閾値に達したと判定してよ
い。そのような判定に基づいて、資産１０２は、資産１０２が解析システム１０８へ伝送
するデータの量及び／又は頻度を減らすデータ伝送方式に従ってデータを伝送することを
含む、ワークフローをローカルに実行してよい。他の例もあり得る。
【０３５７】
　２．実行関数に基づいた動的な実行
　図１４は、予測モデルをローカルに実行するかどうか判定するのに用いられ得る、判定
段階の１つの可能な例を図示するフローチャート１４００である。例示の目的で、この例
示的な判定段階は、資産１０２に結合されたローカル解析装置２２０により実行されるも
のと説明されるが、この判定段階は、他のシステム又は装置により実行されてもよい。例
えば、実装態様によっては、解析システム１０８は、ＰＳＦをローカル解析装置へ伝送し
なくてよく、ローカル解析装置が特定の予測モデルを実行すべきかどうかを、自身で代わ
りに判定し、それに応じてローカル解析装置に命令してよい。当業者であれば、フローチ
ャート１４００は、明確さ及び説明を目的として提供されていること、及び動作に関する
多数の他の組み合わせが、予測モデルをローカルに実行するかどうか判定するのに利用さ
れてよいことを理解するであろう。
【０３５８】
　ブロック１４０２で、ローカル解析装置２２０は、実行されるべき特定の予測モデルを
識別することから始めてよい。１つの例示的な実施形態において、ローカル解析装置２２
０は、ローカル解析装置２２０に格納された、資産１０２の複数の予測モデルを周期的に
又は非周期的に実行してよい。ローカル解析装置２２０は、所与の予測モデルを実行する
前に、その記憶装置においてモデルの位置を特定することで、特定の予測モデルを識別し
てよい。
【０３５９】
　追加的に又は代替的に、ローカル解析装置２２０は、資産動作状態、異常状態インジケ
ータのトリガ、時刻、資産１０２の位置など、１つ又は複数のコンテクストベースのトリ
ガに基づいて、特定の予測モデルを識別してよい。１つの特定の例として、ローカル解析
装置２２０は、資産１０２が標準動作状態から逸脱し始めていることを、資産１０２の動
作状態が示唆していると判定してよい。そのような判定に基づいて、ローカル解析装置２
２０は、メモリに格納された複数のモデルから、特定の故障が今後の所与の期間内に資産
１０２で発生することがあるかどうかを予測するのに役立ち得る、特定の予測モデルを識



(63) JP 2018-524704 A 2018.8.30

10

20

30

40

50

別してよい。様々な他の例もあり得る。
【０３６０】
　いずれにしても、ローカル解析装置２２０は、実行される特定の予測モデルを識別した
後に、特定の予測モデルに対応する１つ又は複数のＰＳＦを識別してよい。この動作は、
様々な例示的な動作の中でも特に、特定の予測モデルの固有の識別子に基づいて、ルック
アップテーブルを利用する及び／又は照会を行う、ローカル解析装置２００を伴ってよい
。
【０３６１】
　ブロック１４０４で、ローカル解析装置２２０は、任意選択で、識別されたＰＳＦのう
ち１つ又は複数を修正するかどうか判定するように構成されてよい。すなわち、いくつか
の例示的な実施形態において、ローカル解析装置２２０は、特定の予測モデルの実行をさ
らに最適化するために、ＰＳＦを動的に修正するように構成されてよい。実際には、所与
のＰＳＦを修正することは、いくつかある可能性の中でも特に、ＰＳＦの任意のパラメー
タ（例えば、図１０に示されるイベントテーブルにおけるイベント登録項目の値のいずれ
か）を修正すること、追加パラメータをＰＳＦの式に追加すること、ＰＳＦの出力に値を
追加すること、及び／又は、ＰＳＦを全体的に修正すること（例えば、スケールファクタ
を適用すること）を伴ってよい。ローカル解析装置２２０は、様々な理由で所与のＰＳＦ
を修正してよい。
【０３６２】
　例示的な実施形態において、ローカル解析装置２２０は、１つ若しくは複数の動的な要
因に基づいて、所与のＰＳＦを修正してよい。１つの例として、ローカル解析装置２２０
は、ＰＳＦ及び／又は特定の予測モデルの年数に基づいて（例えば、ＰＳＦ及び／又はモ
デルの「古さ」に基づいて）、所与のＰＳＦを修正してよい。例えば、解析システム１０
８が、特定の予測モデル及び対応するＰＳＦに関して、最新の（例えば、正確及び／又は
最適な）バージョンを有していることが想定される。反対に、ローカル解析装置２２０は
、モデル及びＰＳＦのいずれか又は両方について古いバージョンを有していることがある
。したがって、ローカル解析装置２２０は、予測モデルが最後に更新されて以降、ＰＳＦ
が最後に更新されて以降、又はこれらの何らかの組み合わせにおいて経過した時間に基づ
いて、（例えば、予測精度を低下させる、及び／又はコストを増加させることで）ローカ
ル解析装置のＰＳＦを修正するように構成されてよい。場合によっては、ローカル解析装
置２２０は、時間が時間閾値を超えた場合、そのように修正してよい。要するに、特定の
例示的な実施形態において、ローカル解析装置２２０は、（ａ）ローカル解析装置のＰＳ
Ｆを、（ａ１）そのＰＳＦが対応する予測モデルの更新以降、及び／又は（ａ２）そのＰ
ＳＦの更新以降の時間に基づいて修正してよく、且つ（ｂ）解析システムのＰＳＦを修正
しなくてよい。他の例もあり得る。
【０３６３】
　別の動的な要因が、ネットワーク状態を伴ってよい。例えば、ローカル解析装置２２０
は、通信ネットワーク１０６の状態（例えば、帯域幅、レイテンシ、信号強度、又はネッ
トワーク品質に関する別のインジケーション）に基づいて、所与のＰＳＦを修正してよい
。具体的には、ローカル解析装置２２０が、ネットワーク品質が不安定であることを１つ
又は複数のネットワーク状態が示しているのを検出した場合、ローカル解析装置２２０は
、解析システム１０８に対応するＰＳＦを（例えば、コストを増加させる、及び／又は、
スケールファクタをそのＰＳＦに適用することで）修正してよい。実行関数を動的に修正
するための、様々な他の理由もあり得る。
【０３６４】
　いずれにしても、ローカル解析装置２２０は、識別された（及び、おそらく修正された
）ＰＳＦを実行するように構成されてよい。例えば、ローカル解析装置２２０は、自身の
ＰＳＦ及び解析システム１０８のＰＳＦを実行してよい。その後、ブロック１４０６で、
ローカル解析装置２２０は、予測モデルをローカルに実行するかどうか判定するように構
成されてよく、これは、様々な方式で実行されてよい。
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【０３６５】
　例示的な実施形態において、ローカル解析装置２２０は、ＰＳＦを実行した結果を比較
し、特定の予測モデルの最適な実行を識別するように構成されてよい。例えば、これらの
動作は、実行スコアを比較し、より優れたスコア（例えば、より低いコスト）に基づいて
、実行の場所を決定するローカル解析装置２２０を伴ってよい。具体的には、ローカル解
析装置２２０の実行スコアが、解析システム１０８の実行スコア（又は大きい方の閾値）
より高い（又はこれと等しい）場合、ローカル解析装置２２０が特定の予測モデルを実行
することが最適となり得る。そうではなく、ローカル解析装置２２０の実行スコアが、解
析システム１０８の実行スコア（又は小さい方の閾値）より低い場合、解析システム１０
８が特定の予測モデルを実行することが最適となり得る。他の例もあり得る。
【０３６６】
　ローカル解析装置２２０がモデルを実行すべきであると（例えば、予測モデルの最適な
実行がローカル解析装置によるものであると）、ローカル解析装置２２０が判定した場合
、ブロック１４０８で、ローカル解析装置２２０は予測モデルを実行してよく、これは、
上記の説明に従って発生し得る。
【０３６７】
　そうではなく、解析システム１０８がモデルを実行すべきであると、ローカル解析装置
２２０が判定した場合、ブロック１４１０で、ローカル解析装置２２０は解析システム１
０８へ、（ａ）解析システム１０８が特定の予測モデルを実行するための命令、並びに（
ｂ）モデルを実行するのに用いられる資産１０２の動作データ（例えば、センサ信号デー
タ及び／又はアクチュエータ信号データ）を送信するように構成されてよい。解析システ
ム１０８は次に、特定の予測モデルを（例えば、ローカル解析装置２２０がモデルを実行
する方法と同様の方式で）実行して、特定の予測モデルを中心的に実行した結果をローカ
ル解析装置２２０に返送してよい。その結果に基づいて、ローカル解析装置２２０は次に
、本明細書において開示されるワークフロー又は任意の他の動作を実行するなど、様々な
動作を実行してよい。
【０３６８】
　例示的な実施形態において、ローカル解析装置２２０は、解析システム１０８から受信
するいくつかの予測モデル又は任意の予測モデルをローカルに実行する前に、図１４との
関連で論じられる実行関数動作の一部又は全てを実行してよい。追加的に又は代替的に、
ローカル解析装置２２０は、いくつかある可能性の中でも特に、所与のモデルの各実行の
前に、実行関数動作の最後のイタレーション以降に、ある時間が経過した後に、又は周期
的に（例えば、１時間ごと、毎日、毎週など）、図１４との関連で論じられる実行関数動
作の一部又は全てを実行してよい。
【０３６９】
　Ｖ．例示的な方法
　ここで、図１５を参照すると、解析システム１０８により実行され得る一括予測モデル
及び対応するワークフローを定義してデプロイするための、例示的な方法１５００を示す
フローチャートが図示されている。以下に論じられる方法１５００及び他の方法について
、フローチャートのブロックで示される動作は、上記の説明に従って実行されてよい。さ
らに、上述された１つ又は複数の動作は、所与のフローチャートに追加されてよい。
【０３７０】
　ブロック１５０２で、方法１５００は、複数の資産（例えば、資産１０２及び１０４）
のそれぞれの動作データを受信する解析システム１０８を伴ってよい。ブロック１５０４
で、方法１５００は、受信された動作データに基づいて、複数の資産の動作に関連した予
測モデル及び対応するワークフロー（例えば、故障モデル及び対応するワークフロー）を
定義する解析システム１０８を伴ってよい。ブロック１５０６で、方法１５００は、複数
の資産のうち少なくとも１つの資産（例えば、資産１０２）へ、その少なくとも１つの資
産によるローカルな実行のために、予測モデル及び対応するワークフローを伝送する解析
システム１０８を伴ってよい。
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【０３７１】
　図１６は、解析システム１０８により実行され得る個別予測モデル及び／又は対応する
ワークフローを定義してデプロイするための、例示的な方法１６００のフローチャートを
図示する。ブロック１６０２で、方法１６００は、複数の資産の動作データを受信する解
析システム１０８を伴ってよく、複数の資産には、少なくとも第１の資産（例えば、資産
１０２）が含まれる。ブロック１６０４で、方法１６００は、受信された動作データに基
づいて、複数の資産の動作に関連した一括予測モデル及び対応する一括ワークフローを定
義する解析システム１０８を伴ってよい。ブロック１６０６で、方法１６００は、第１の
資産の１つ又は複数の特性を決定する解析システム１０８を伴ってよい。ブロック１６０
８で、方法１６００は、第１の資産の１つ又は複数の特性、並びに一括予測モデル及び対
応する一括ワークフローに基づいて、第１の資産の動作に関連した個別予測モデル及び対
応する個別ワークフローのうち少なくとも１つを定義する解析システム１０８を伴ってよ
い。ブロック１６１０で、方法１６００は、第１の資産によるローカルな実行のための、
定義された少なくとも１つの個別予測モデル又は対応する個別ワークフローを、第１の資
産へ伝送する解析システム１０８を伴ってよい。
【０３７２】
　図１７は、解析システム１０８により実行され得るモデル・ワークフロー対の実行を動
的に修正するための、例示的な方法１７００のフローチャートを図示する。ブロック１７
０２で、方法１７００は、資産（例えば、資産１０２）へ、資産の動作に関連した予測モ
デル及び対応するワークフローを、資産によるローカルな実行のために伝送する解析シス
テム１０８を伴ってよい。ブロック１７０４で、方法１７００は、予測モデル及び対応す
るワークフローのうち少なくとも１つを、資産がローカルに実行しているというインジケ
ーションを検出する解析システム１０８を伴ってよい。ブロック１７０６で、方法１７０
０は、検出されたインジケーションに基づき、予測モデル及び対応するワークフローのう
ち少なくとも１つの、演算処理システムによる中心的な実行を修正する解析システム１０
８を伴ってよい。
【０３７３】
　方法１７００と同様に、モデル・ワークフロー対の実行を動的に修正するための別の方
法が、資産（例えば、資産１０２）により実行されてよい。例えば、そのような方法は、
資産１０２の動作に関連した予測モデル及び対応するワークフローを、中央演算処理シス
テム（例えば、解析システム１０８）から受信する資産１０２を伴ってよい。本方法は、
予測モデル及び対応するワークフローの実行を調整することに関連した、１つ又は複数の
状態を示す調整要因を検出する資産１０２も伴ってよい。本方法は、検出された調整要因
に基づいて、（ｉ）予測モデル及び対応するワークフローのうち少なくとも１つについて
、資産１０２によるローカルな実行を修正する段階と、（ｉｉ）予測モデル及び対応する
ワークフローのうち少なくとも１つの、演算処理システムによる中心的な実行を中央演算
処理システムに修正させるのを容易にするために、資産１０２が、予測モデル及び対応す
るワークフローのうち少なくとも１つをローカルに実行しているというインジケーション
を、中央演算処理システムへ伝送する段階とを伴ってよい。
【０３７４】
　図１８は、例えば、資産１０２のローカル解析装置により、モデル・ワークフロー対を
ローカルに実行するための例示的な方法１８００のフローチャートを図示する。ブロック
１８０２で、方法１８００は、ローカル解析装置の資産インタフェースを介してローカル
解析装置に結合された資産（例えば、資産１０２）の動作に関連した予測モデルを、ネッ
トワークインタフェースを介して受信するローカル解析装置を伴ってよく、この予測モデ
ルは、複数の資産の動作データに基づいて、ローカル解析装置から遠く離れて位置する演
算処理システム（例えば、解析システム１０８）により定義される。ブロック１８０４で
、方法１８００は、資産インタフェースを介して、資産１０２の動作データ（例えば、１
つ又は複数のセンサ及び／若しくはアクチュエータにより生成される動作データであり、
資産の中央処理装置を介して間接的に受信されても、１つ又は複数のセンサ及び／若しく
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い。ブロック１８０６で、方法１８００は、資産１０２の受信された動作データの少なく
とも一部に基づいて、予測モデルを実行するローカル解析装置を伴ってよい。ブロック１
８０８で、方法１８００は、予測モデルの実行に基づいて、予測モデルに対応するワーク
フローを実行するローカル解析装置を伴ってよく、ワークフローの実行は、資産インタフ
ェースを介して、資産１０２に動作を実行させることを含む。
【０３７５】
　図１９は、１つ若しくは複数の実行関数に従って、例えば、資産１０２に結合されたロ
ーカル解析装置により予測モデルを実行するための、例示的な方法１９００のフローチャ
ートを図示する。ブロック１９０２で、方法１９００は、実行される予測モデルを、ロー
カル解析装置により識別する段階を伴ってよい。ブロック１９０４で、方法１９００は、
識別された予測モデルに対応する１つ又は複数の実行関数に基づいて、ローカル解析装置
が予測モデルを実行すべきかどうか判定する段階を伴ってよい。ブロック１９０６で、方
法１９００は、ローカル解析装置が予測モデルを実行すべきである場合、ローカル解析装
置の資産インタフェースを介して受信された資産の動作データに基づいて、予測モデルを
ローカル解析装置により実行する段階を伴ってよい。そうでない場合、ブロック１９０８
で、方法１９００は、ローカル解析装置から遠く離れて位置する資産の動作状態を監視す
るように構成された演算処理システムへ、ローカル解析装置のネットワークインタフェー
スを介して、（ｉ）演算処理システムが予測モデルを実行するための命令、及び（ｉｉ）
資産インタフェースを介して受信された資産の動作データを、ローカル解析装置により伝
送する段階を伴ってよい。
【０３７６】
　図２０は、予測モデル及び対応する実行関数を定義して予測モデルを実行するための、
例示的な方法２０００のフローチャートを図示し、本方法は、解析システム１０８により
実行されてよい。ブロック２００２で、方法２０００は、資産の動作に関連した事前に定
義された予測モデルに対応する１つ又は複数の実行関数を定義する、解析システム１０８
を伴ってよい。ブロック２００４で、方法２０００は、資産に結合されたローカル解析装
置へ、定義された１つ又は複数の実行関数を伝送する解析システム１０８を伴ってよい。
ブロック２００６で、方法２０００は、（ｉ）１つ又は複数の実行関数を実行するローカ
ル解析装置に基づいて、解析システム１０８が事前に定義された予測モデルを実行するた
めの命令、及び（ｉｉ）資産の動作データを、ローカル解析装置から受信する解析システ
ム１０８を伴ってよい。ブロック２００８で、方法２０００は、受信された動作データを
利用して、事前に定義された予測モデルを実行する解析システム１０８を伴ってよい。ブ
ロック２０１０で、方法２０００は、予測モデルの実行の結果を、ローカル解析装置へ伝
送する解析システム１０８を伴ってよい。
【０３７７】
　ＶＩ．結論
　開示された斬新な考えの例示的な実施形態が上述された。しかし、当業者であれば、特
許請求の範囲により定義されることになる、本発明の真の範囲及び精神から逸脱すること
なく、説明された実施形態に対して、変更及び修正が行われ得ることを理解するであろう
。
【０３７８】
　さらに、本明細書で説明された例が、「人」、「事業者」、「ユーザ」、又は他のエン
ティティなどの行為者によって実行される、又は開始される動作を伴う限りは、これは、
例示及び説明のみを目的としている。特許請求の範囲は、請求項の文言に明示的に記載さ
れていない限り、そのような行為者による行為を必要とするものと解釈されるべきではな
い。



(67) JP 2018-524704 A 2018.8.30

【図１】 【図２】

【図３】 【図４】



(68) JP 2018-524704 A 2018.8.30

【図５】 【図６Ａ】

【図６Ｂ】 【図６Ｃ】



(69) JP 2018-524704 A 2018.8.30

【図６Ｄ】 【図７】

【図８】 【図９】



(70) JP 2018-524704 A 2018.8.30

【図１０】 【図１１】

【図１２】 【図１３】



(71) JP 2018-524704 A 2018.8.30

【図１４】 【図１５】

【図１６】 【図１７】



(72) JP 2018-524704 A 2018.8.30

【図１８】 【図１９】

【図２０】



(73) JP 2018-524704 A 2018.8.30

10

20

30

40

【国際調査報告】



(74) JP 2018-524704 A 2018.8.30

10

20

30

40



(75) JP 2018-524704 A 2018.8.30

10

20

フロントページの続き

(51)Int.Cl.                             ＦＩ                                    テーマコード（参考）
   　　　　                                Ｇ０８Ｂ   31/00     　　　Ｂ        　　　　　

(81)指定国　　　　  AP(BW,GH,GM,KE,LR,LS,MW,MZ,NA,RW,SD,SL,ST,SZ,TZ,UG,ZM,ZW),EA(AM,AZ,BY,KG,KZ,RU,T
J,TM),EP(AL,AT,BE,BG,CH,CY,CZ,DE,DK,EE,ES,FI,FR,GB,GR,HR,HU,IE,IS,IT,LT,LU,LV,MC,MK,MT,NL,NO,PL,PT,R
O,RS,SE,SI,SK,SM,TR),OA(BF,BJ,CF,CG,CI,CM,GA,GN,GQ,GW,KM,ML,MR,NE,SN,TD,TG),AE,AG,AL,AM,AO,AT,AU,AZ,
BA,BB,BG,BH,BN,BR,BW,BY,BZ,CA,CH,CL,CN,CO,CR,CU,CZ,DE,DK,DM,DO,DZ,EC,EE,EG,ES,FI,GB,GD,GE,GH,GM,GT,H
N,HR,HU,ID,IL,IN,IR,IS,JP,KE,KG,KN,KP,KR,KZ,LA,LC,LK,LR,LS,LU,LY,MA,MD,ME,MG,MK,MN,MW,MX,MY,MZ,NA,NG
,NI,NO,NZ,OM,PA,PE,PG,PH,PL,PT,QA,RO,RS,RU,RW,SA,SC,SD,SE,SG,SK,SL,SM,ST,SV,SY,TH,TJ,TM,TN,TR,TT,TZ,
UA,UG,US

(72)発明者  ロバーツ、タイラー
            アメリカ合衆国、イリノイ州　６０６５４、シカゴ　スイート　６２０、ウェスト　シカゴ　アベ
            ニュー　６００　アップテイク　テクノロジーズ、インコーポレイテッド内
(72)発明者  ホレル、マイケル
            アメリカ合衆国、イリノイ州　６０６５４、シカゴ　スイート　６２０、ウェスト　シカゴ　アベ
            ニュー　６００　アップテイク　テクノロジーズ、インコーポレイテッド内
(72)発明者  ニコラス、ブラッド
            アメリカ合衆国、イリノイ州　６０６５４、シカゴ　スイート　６２０、ウェスト　シカゴ　アベ
            ニュー　６００　アップテイク　テクノロジーズ、インコーポレイテッド内
Ｆターム(参考) 5B042 GA12  JJ06  JJ08  JJ29  MA08  MA14  MC35 
　　　　 　　  5C087 AA02  AA03  BB11  BB20  BB74  DD08  DD12  DD21  DD27  DD41 
　　　　 　　        EE14  EE18  FF01  FF02  FF16  GG08  GG18  GG66  GG70  GG83 
　　　　 　　  5L049 AA20 


	biblio-graphic-data
	abstract
	claims
	description
	drawings
	search-report
	overflow

