wo 2011/100436 A1 I 0KV 0O OO

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

Co o
1 rld Intellectual Property Organization /) -sady
(19) Work Ttellctual Propety Orsaniation /€2 | IV ANUAN O ORI RO
International Bureau S,/ )
3 10) International Publication Number
(43) International Publication Date \'{:/_?___/ (10)
18 August 2011 (18.08.2011) PCT WO 2011/100436 Al
(51) International Patent Classification: HN, HR, HU, ID, IL, IN, IS, JP, KE, KG, KM, KN, KP,
GO6F 3/048 (2006.01) GO6F 3/01 (2006.01) KR, KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD,
. L . ME, MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI,
(21) International Application Number: NO, NZ, OM, PE, PG, PH, PL, PT, RO, RS, RU, SC, SD,
PCT/US2011/024357 SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN, TR,
(22) International Filing Date: TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.
10 February 2011 (10.02.2011) (84) Designated States (unless otherwise indicated, for every
(25) Filing Language: English kind of regional protection available). ARIPO (BW, GH,
L . GM, KE, LR, LS, MW, MZ, NA, SD, SL, SZ, TZ, UG,
(26) Publication Language: English ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, MD, RU, TJ,
(30) Priority Data: TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
12/703,376 10 February 2010 (10.02.2010) Us EE, ES, F1, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU,
12/716,328 3 March 2010 (03.03.2010) Us LV, MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK,
SM, TR), OAPI (BF, BJ, CF, CG, CL CM, GA, GN, GQ,
(71) Applicant (for all designated States except US): LEAD GW, ML, MR, NE, SN, TD, TG).
TECHNOLOGY CAPITAL MANAGEMENT, LLC .
[US/US]; 1110 Brickell Avenue, Suite 805, Miami, FL Declarations under Rule 4.17:
33131 (US). — as to applicant’s entitlement to apply for and be granted
(72) Taventor; and a patent (Rule 4.17(i1))
(75) Imventor/Applicant (for US only): DANIEL, Isaac, S. — as to the applicant’s entitlement to claim the priority of
[US/US]; 3401 Sw 160th Avenue, Suite 430, Miramar, the earlier application (Rule 4.17(iii))
FL (US). —  of inventorship (Rule 4.17(iv))
(74) Agent: GREEN, Carol, N.; Isaac Daniel Group, Inc., Published:
3401 Sw 160th Avenue, Suite 430, Miramar, FL 33027 ’
(US). —  with international search report (Art. 21(3))
(81) Designated States (unless otherwise indicated, for every ——  before the expiration of the time limit for amending the

kind of national protection available): AE, AG, AL, AM,
AOQ, AT, AU, AZ, BA, BB, BG, BH, BR, BW, BY, BZ,
CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM, DO,
DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,

claims and to be republished in the event of receipt of
amendments (Rule 48.2(h))

(54) Title: SYSTEM AND METHOD OF DETERMINING AN AREA OF CONCENTRATED FOCUS AND CONTROLLING

AN IMAGE DISPLAYED IN RESPONSE

FIG. 1C

(57) Abstract: The present disclosure relates generally to electronic systems, and more particularly, to systems, methods, and vari-
ous other disclosures related to determining an area of concentrated focus and controlling an image display in response.



10

15

20

25

WO 2011/100436 PCT/US2011/024357

TITLE

SYSTEM AND METHOD OF DETERMINING AN AREA OF
CONCENTRATED FOCUS AND CONTROLLING AN IMAGE
DISPLAYED IN RESPONSE

PRIORITY CLAIM
This patent application is a continuation in part of, and claims priority to: United States
Non-Provisional Patent Application Serial Number 12/703,376 titled: System and Method of
Determining an Area of Concentrated Focus and Controlling an Image Displayed in Response
filed February 10, 2010 and United States Non-Provisional Patent Application Serial Number
12/716,328 titled: System and Method of Determining an Object Of Concentrated Focus For an
Adpvertising Display filed March 3, 2010. The entire disclosures of the afore-mentioned patent

applications are incorporated by reference as if fully stated herein.

FIELD OF THE INVENTION

The present disclosure relates generally to electronic systems, and more particularly, to
systems, methods, and various other disclosures related to determining an area of concentrated
focus and controlling an image displayed in response.

BACKGROUND OF THE INVENTION

Shopping malls are ideally designed with anchor stores positioned at strategic locations to
direct shoppers to visit an area of the mall that they may not otherwise visit, but for the presence
of the anchor store. The expectation is that shoppers will make additional purchases in stores
located en route to/from the anchor store. In this business model, a non-anchor store is therefore
heavily dependent on the sales traffic to the proximal anchor store. However, in large malls, this

business model fails as too often the non-anchor stores cannot be readily located as tired,



10

15

20

WO 2011/100436 PCT/US2011/024357

frustrated shoppers will choose to forego searching for a particular store or item.

Shopping malls attempt to mitigate the issue by placing location maps at various
locations throughout the malls. However, many shoppers are directionally challenged and/or
have difficulty transposing the visual location information from the location maps to their
immediate surroundings. Others are able to successfully locate an intended destination on a
display listing but cannot locate the corresponding area on the map, or vice versa. As such, most
shoppers remain lost and/or unable to locate their intended destinations. Thus, there is a need for
shoppers to have a simple system and method of locating indoor or outdoor structures that is easy
to use where the location information is readily understood by all.

The prior art teaches a navigational system for navigating in open spaces, where a user’s
location is determined based on a location determining device in direct contact with a satellite
network system. However, once the location determining device loses its sky view, e.g. entering
a tunnel or an enclosed structure, the signal is compromised and the navigational system
becomes non-functional. Thus, there is a need for a system and method that remains operable in
enclosed spaces, e.g. malls, or other areas that lack a sky view that are independent of a satellite
signal for determining location.

Accordingly, the various embodiments and disclosures described herein satisfies these
long felt needs and solves the limitations of the prior art in a new and novel manner.

SUMMARY

An objective of the invention is to provide a system and method of determining an area of

concentrated focus and controlling an image display in response.

Another objective of the invention is to provide a system and method of tracking an area

of concentrated focus and highlighting an area on a map or a list segment.
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Another objective of the invention is to provide a system and method of tracking an area
of concentrated focus and highlighting an area on a map that corresponds to the arca of
concentrated focus on a list segment.

Another objective of the invention is to provide a system and method of tracking an area
of concentrated focus and highlighting a list segment that corresponds to the area of
concentrated focus on a map.

Another objective of the invention is to provide a system and method of tracking an area
of concentrated focus on advertisement(s) for gathering statistical information regarding the
arcas of fixation based on the area of concentrated focus.

The systems and methods described herein disclose in particular, a system and method
comprising of: at least one sensor configured for detecting an area of concentrated focus on a
display device; and at least one processor electronically connected to the at least one sensor as
functional components of a tracking system, wherein the at least one processor is configured for
controlling the image displayed on the display device electronically connected to the at least one
processor, based on the area of concentrated focus. The image displayed may include but is not
limited to any one or more of the following: a map, a graphical display, text, audio, charts,
photographs, pictures, advertisement, merchandise, and navigational directions, and the like.

System and method further comprises of: at least one means for electronically connecting

a display device to the at least one processor; and computer executable instructions, executable
by the at least one processor, configured for performing any one or more of the following:
controlling the at least one sensor to detect the area of concentrated focus on the display device;

controlling the image displayed on the display device, electronically connected to the at least one
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processor, based on the area of concentrated focus; and generating content for the area of
concentrated focus.

The at least one sensor includes but is not limited to any one or more of the following: an
eye scanner, an iris scanner, a face scanner, a visual sensor, an audio sensor, a tactile sensor, a
thermal sensor, a chemical sensor, an electrical sensor, a capacitive sensor, a resistive sensor, a
camera, a thermal imaging camera, a thumbprint scanner, fingerprint scanner and a microphone.
The area of concentrated focus includes any one or more of the following locations: an
individual’s gaze point, an individual’s voice, individual’s touch, individual’s body heat, an
individual’s scent, an individual’s thumbprint, an individual’s fingerprint, eye movements and
the like. Content as used herein may include but is not limited to any one or more of the
following: a map, a graphical display, text, audio, charts, photographs, pictures, advertisement,
merchandise, navigational directions, and the like.

In some embodiments, the at least one sensor and the processor are functional
components of an eye tracking system, wherein the eye tracking system is configured to detect
an individual’s gaze point. In that embodiment, the at least one sensor is configured to determine
if an individual’s gaze point is focused on a list or an image, ¢.g. a map. Controlling the image
displayed includes but is not limited to: exploding the image of the area of concentrated focus
displayed on the display device; highlighting the area of concentrated focus; highlighting an area
on a map that corresponds to the area of concentrated focus on a list segment; and highlighting a
list segment that corresponds to the area of concentrated focus on a map.

In some embodiments, system and method also includes providing a kiosk containing the

at least one processor, wherein the kiosk contains the at least one sensor and at least one means
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for connecting the display device with the at least one sensor. The kiosk is adapted to include a
display device.

In some embodiments, system and method comprises of at least one communications
means in electrical communication with the display device and configured for transmitting the
generated content for the area of concentrated focus to at least one multimedia device based on
the area of concentrated focus. The at least one communications means is configured to
communicate wirelessly. Multimedia device as described herein includes but is not limited to
portable computers, laptop computers, cellular phones, smart phones, personal digital assistants
(“PDASs”), tablet individual computers, notebooks, iPads, portable screens, a portable processing
devices, and other like portable wireless communication devices used in the arts. Positioned
within the multimedia device is at least one communications means configured to receive
generated content for an area of concentrated focus on a display device.

In some embodiments, system and method comprises of: at least one communications
means positioned within a multimedia device configured to receive generated content for an area
of concentrated focus on a display device; and at least one processor positioned within the
multimedia device in electrical communication with the multimedia device’s at least one
communications means, wherein the at least one processor is configured to determine a location
of the multimedia device based on a positioning system signal. The at least one communications
means is configured to receive at least one signal from a positioning system.

System and method may further comprising of: at least one sensor configured for
detecting an area of concentrated focus on a display device; at least one processor electronically
connected to the at least one sensor as functional components of a tracking system, wherein the

at least one processor is configured for generating content for the area of concentrated focus; at
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least one means for electronically connecting a display device to the at least one processor; and
computer executable instructions executable by the at least one processor configured for
performing any one or more of the following: (i) controlling the at least one sensor to detect the
area of concentrated focus on the display device; (i1) controlling the image displayed based on
the area of concentrated focus; (iii) generating content for the area of concentrated focus; and
(iv) determining the location of the multimedia device by triangulating the location of the
multimedia device based on at least one positioning system signal.

The multimedia device’s at least one processor is configured for determining the location
of the multimedia device by triangulating the location of the multimedia device based on at least
one positioning system signal. The at least one communications means may comprise of a radio
frequency transceiver, and is configured to communicate wirelessly. The multimedia device’s at
least one communications means is configured to receive the at least one signal from a
positioning system over a wireless area network. The multimedia device comprises at least one
positioning system receiver, wherein the positioning system receiver includes, but is not limited
to: a positioning system receiver, such as a global positioning system receiver and a local
positioning system receiver, such as a wi-fi positioning system receiver.

Accordingly, the various embodiments and disclosures described herein solve the

limitations of the prior art in a new and novel manner.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A is an illustrative diagram of an exemplary embodiment of the system.
FIG. 1B is an illustrative diagram of an exemplary embodiment of the system.

FIG. 1C is an illustrative diagram of the system according to one embodiment.
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FIG. 1D is an illustrative diagram of the system according to one embodiment.

FIG. 1E is an illustrative diagram of the system according to one embodiment.

FIG. IF is an illustrative diagram of the system according to one embodiment.

FIG. 2A is an illustrative diagram of the system according to another embodiment.

FIG. 2B is an illustrative diagram of the system according to another embodiment.

FIG. 3 is a sample flowchart of an exemplary method of controlling an image responsive
to an area of concentrated focus.

FIG. 4 is a sample flowchart of an exemplary method of controlling the image displayed
on the display device according to one embodiment.

FIG. 5 is a sample flowchart of an exemplary method of controlling the image displayed
according to an alternate embodiment.

FIG. 6 is a sample flowchart of an exemplary method of transmitting generated content
for the area of concentrated focus according to one embodiment.

FIG. 7 is a sample flowchart of an exemplary method of determining a location of a
multimedia device based on the received generated content according to one embodiment.

FIG. 8 is a block diagram representing an article according to various embodiments.

DETAILED DESCRIPTION OF PREFERRED EMBODIMENTS
System Level Overview

The following discussion describes in detail an embodiment of the system and methods
for determining an area of concentrated focus and controlling an image displayed on a display
device in response to the concentrated focus. However, this discussion should not be construed,
as limiting the invention to those particular embodiments, as practitioners skilled in the art will

appreciate that a system may vary as to configuration and as to details of the parts, and that a
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method may vary as to the specific steps and sequence, without departing from the basic
concepts as disclosed herein. Similarly, the elements described herein may be implemented
separately, or in various combinations without departing from the teachings of the present
invention. Turning now descriptively to the drawings, in which similar reference characters
denote similar elements throughout the several views.

FIGs. 1A & 1B are illustrative diagrams of exemplary embodiments of the system 100.
System 100 comprises of at least one sensor 102 configured for detecting an area of concentrated
focus 104 on a display device 106; and at least one computer processor 108 electronically
connected to the at least one sensor 102 as functional components of a tracking system 100,
wherein the at least one computer processor 108 is configured for controlling an image 110
displayed on the display device 106 that is electronically connected to the at least one processor
108 or a multimedia device 112, based on the arca of concentrated focus 104. Controlling the
image 110 displayed includes but is not limited to any one or more of the following: exploding
the image of the area of concentrated focus 104 displayed on the display device 106; highlighting
the area of concentrated focus 104; highlighting an area on a map that corresponds to the area of
concentrated focus 104 on a list segment; and highlighting a list segment that corresponds to the
area of concentrated focus 105 on a map.

The at least one sensor 102 comprises of any kind of sensor and includes but is not
limited to, any one or more of the following: an eye scanner, an iris scanner, a face scanner, a
visual sensor, ¢.g. a camera, an audio sensor, ¢.g. a microphone, a tactile sensor, ¢.g. a vibration
sensor, a thermal sensor, ¢.g. a heat sensor and/or infrared camera, a chemical sensor, ¢.g. an
odor sensor, an electrical sensor, a capacitive sensor, a resistive sensor, a camera, a thermal

imaging camera, ¢.g. imaging camera, a thumbprint scanner, fingerprint scanner, and any other
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sensors that are known and used in the arts. The at least one sensor 102 may be positioned in the
same enclosure as the at least one processor 108. An area of concentrated focus 104 may include
but is not limited to any one or more of the following locations: an individual’s gaze point,
direction of an individual’s voice, individual’s touch, individual’s body heat, an individual’s
scent, an individual’s thumbprint, an individual’s fingerprint, eye movements and the like. In
this manner, the at least one sensor 102 is able to detect precisely the object of the concentrated
focus 104, e¢.g. an image 110 or a list.

In some embodiments, the at least one means 114 (not shown) for electronically
connecting a display device 106 to the at least one processor 108 of the system 100 may be any
kind of means, such as a video connector, a coaxial cable, an HDMI cable, an s-video component
connector, a WiFi video transceiver, a Bluetooth video transceiver, an internal video cable
socket, a DVI connector, and the like. Means 114 (not shown) for electronically connecting a
display device 106 to the at least one processor 108 of the system 100 may include a cable, but it
should be noted that means 106 may include, but such means 114 may not include a cable. The
display device 106 may be any kind of display device 106, such as, but not limited to, a
television, a computer monitor, a projector, or any other kind of screen and/or display device
106.

Processor 108 may be any type of processor, such as, but not limited to, a central
processing unit (CPU), a microprocessor, a video processor, a front end processor, a coprocessor,
a single-core processor, a multi-core processor, and the like. Processor 108 and the at least one
sensor 102 are electronically connected to each other forming functional components of a
tracking system 100, wherein the tracking system 100 is configured for detecting an area of

concentrated focus 104, i.e. the object of fixation on a display device 106.
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In some embodiments, the at least one sensor 102, and the processor 108 are functional
components of an eye tracking system 100, wherein the eye tracking system 100 is configured to
detect an individual’s gaze point. For example, using an eye or iris scanner, the at least one
sensor 102 reflects a beam of infrared light upon an individual’s eye, where the eye movements,
gaze point(s) and reflection patterns are tracked and recorded. Processor 108 uses the exact gaze
point from the recorded reflection patterns to calculate the area of concentrated focus 104.
Accordingly, the at least one sensor 102 may be configured to determine if an individual’s gaze
point is focused on a list or an image 110.

In some embodiments, system 100 may further comprise of computer executable
instructions 116 executable by the at least one processor 108 and configured for performing any
one or more of the various functions of the system 100 and methods disclosed herein. The
computer executable instructions 116 executable by the at least one processor 108 are configured
for controlling the at least one sensor 102 to detect the area of concentrated focus 104 on the
display device 106; controlling the image 110 displayed based on the area of concentrated focus
104; and generating content 118 for the area of concentrated focus 104. The computer
executable instructions 116 may be loaded directly on the processor 108, or may be stored on
storage means 120, such as, but not limited to, computer readable media, such as, but not limited
to, a hard drive, a solid state drive, a flash memory, random access memory, CD-ROM, CD-R,
CD-RW, DVD-ROM, DVD-R, DVD-RW, and the like. Computer executable instructions 116
may be any type of computer executable instructions 116, which may be in the form of a
computer program. The computer program being composed in any suitable programming
language or source code, such as C++, C, JAVA, JavaScript, HTML, XML, and other

programming languages.

10
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Controlling the at least one sensor 102 to detect the area of concentrated focus 104 on the
display device 106 may include using for example a fingerprint scanner to detect the location of
the individual’s fingerprint on the display device 106. In other embodiments, the computer
executable instructions 116 may be programmed to control for example an eye tracker, an eye
scanner, an iris scanner, a face scanner, a visual sensor, e.g. a camera, an audio sensor, €.g. a
microphone, a tactile sensor, ¢.g. a vibration sensor, a thermal sensor, ¢.g. a heat sensor and/or
infrared camera, a chemical sensor, ¢.g. an odor sensor, an electrical sensor, a capacitive sensor,
a resistive sensor, a camera, a thermal imaging camera, e.g. imaging camera, a thumbprint
scanner, fingerprint scanner, a microphone and the like to detect for example an individual’s eye
movements, gaze point, body heat, scent, thumbprint, fingerprint, the direction of the
individual’s voice, and the like.

FIG. 1C is an illustrative diagram of the system 100 according to one embodiment. The
area of concentrated focus 104 on the display device 106 may be a particular location on a map
122. Once the area of concentrated focus 104 is detected, processor 108 is configured to control
the image 110 displayed on the display device 106 based on the detected area of concentrated
focus 104. Image 110 as used herein may comprise of a map 122, a graphical display, text,
audio, charts, photographs, pictures, advertisements, merchandise, navigational directions and
the like. Illustratively as shown in FIG. 1C, controlling the image 110 displayed on the display
device 106 may include but is not limited to: exploding the image 110 of the areca of
concentrated focus 104 displayed on the display device 106 by enlarging that portion of the
image 110, i.c. the map 122, as shown.

FIG. 1D is an illustrative diagram of the system 100 according to one embodiment. In

this embodiment, once the area of concentrated focus 104 is detected, e.g. the gaze point on the

11
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display device 106, processor 108 is configured to control the image 110 displayed on the
display device 106 based on the detected arca of concentrated focus 104. Illustratively,
controlling the image 110 displayed includes highlighting the area of concentrated focus 104.
Such highlighting may require processor 108 activating display means 124 (not shown) in
electrical communication with the processor 108, where display means 124 may include: a liquid
crystal display (“LCD”) screen, a light emitting diode (“LED”) screen, or a monitor and the like.
In some embodiments, display means 124 is electronically connected to processor 108. In other
embodiments, display means 124 is wirelessly connected to processor 108. In yet further
embodiments, display means 124 may include a control means, such as, but not limited to, a
keyboard, a mouse, a touch screen, a stylus, and the like. In either event, processor 108 may
activate display means 124 (not shown) such that highlighting the area of concentrated focus 104
will display the image 110 as a projected hologram or a lighted display.

FIG. 1E is an illustrative diagram of the system 100 according to one embodiment. In
this embodiment, once the area of concentrated focus 104 is detected, processor 108 is
configured to highlight an area on a map 122 on the display device 106 that corresponds to the
arca of concentrated focus 104 on a list segment 126. For example, an individual may be
focused on a list segment 126, ¢.g. a listing of stores, and in particular fixated on the listing for
“ABC Store.” Accordingly, once the area of concentrated focus 104 is detected, processor 108
highlights the area on the map 122 that corresponds to the area of concentrated focus 104 on the
list segment 126, i.¢. that portion on the map 122 corresponding to the location of ABC Store.

In some embodiments, processor 108 is configured to accomplish the reverse, i.e. once
the area of concentrated focus 104 is detected processor 108 is configured to highlight a list

segment 126 on the display device 106 that corresponds to the area of concentrated focus 104 on
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a map 122 based on an area of concentrated focus 104. Using the prior example, an individual’s
arca of concentrated focus 104 may be fixated on a particular location on a map 122, i.e. the
location of “ABC Store.” Processor 108 then detects the area of concentrated focus 104, that
portion of the map 122 and highlights the list segment 126 corresponding to the area of
concentrated focus 104 on the map 122.

Kiosk 128 as shown in FIG. 1A — 1F as used herein describes an open, electronic,
computerized booth for which the at least one processor 108 is positioned within, and wherein
the kiosk 128 contains the at least one sensor 102 and at least one means 114 (not shown) for
connecting the display device 106 to the at least one sensor 106. Kiosk 128 is adapted to include
the display device 106, as it may house a computer terminal with computer software and
hardware to perform the varied functions of the systems 100 and methods disclosed herein, e.g.
displaying images 110 thereon. In some embodiments, the electronic kiosk 128 may be
interactive without allowing the individual to access the system 100 functions, while in other
embodiments, the kiosk 128 is not interactive. Kiosk 128 as used herein includes touch screens,
trackballs, computer keyboards, and pushbuttons and the like, typically used as information
booths and often located at malls and other large indoor or outdoor structures.

In some embodiments, the area of concentrated focus 104 on the display device 106 may
include one or more images 110, 110’ of advertisements as displayed on the display device 106.
Depending on the size of the kiosk 128, one, two or a plurality of images 110, 110’ of
advertisements may be displayed on the display device 106, for which statistical information
regarding the arca(s) of concentrated focus 104 for the images 110, 110’ of advertisements may
be gathered and analyzed. The display device 106 may be configured to display the advertising

images 110, 110’ singly, a plurality, or in combination thereof, ¢.g. display device 106 may be
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configured to electronically rotate consecutive images 110 of advertisements such that a plurality
of advertisements may be displayed within a predetermined period. In either event, the at least
one sensor 102 detects the area of concentrated focus 104 for the images 110, 110 of
advertisements displayed, while the processor 108 collects statistical data regarding the areas of
concentrated focus 104, 104°. Accordingly, the areas of concentrated focus 104 for at least one
image 110 of advertisement, e¢.g. specific merchandise, or the advertising image 110 that
received the most areas of concentrated focuses 104, 104°, e.g. gaze points, are tracked and
recorded.

FIG. 1F is an illustrative diagram of the system 100 according to one embodiment.
System 100 may also include at least one communication means 130 configured for transmitting
generated content 118 to at least one multimedia device 112 based on the area of concentrated
focus 104. Content 118 as used herein may comprise of a map 122, a graphical display, text,
audio, charts, photographs, pictures, advertisement, merchandise, and navigational directions and
the like. Communication means 130 may be a wireless communication means 130°, which
employ short range wireless protocol, such as, but not limited to, a radio frequency transceiver, a
radio frequency receiver, and/or a radio frequency transmitter. In embodiments where the
wireless communication means 130 is a radio frequency receiver, the radio frequency receiver
may be any type of radio frequency receiver, including, but not limited to, a positioning system
receiver, such as a global positioning system receiver and a local positioning system receiver,
such as a Wi-Fi positioning system receiver. In other embodiments, communication means 130
may employ wireless protocols like Blue Tooth, ZigBee, 802.11 series, or a wireless modem,
such as, but not limited to, a global system for mobile communications (GSM) modem, or any

other short range wireless protocol that is well known and used in the arts.
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Multimedia device 112 may be any type of device configured with means for
communicating wirelessly and/or wired, such as but not limited to, portable computers, laptop
computers, cellular phones, smart phones, PDAs, tablet individual computers, notebooks, iPads,
portable screens, a portable processing device and/or any other WLAN communication devices
that are readily used in the arts to transmit and/or receive wireless communications. Multimedia
device 112 is also equipped with at least one communications means 130’ positioned within the
multimedia device 112 configured to receive generated content 118 for the area of concentrated
focus 104.

In this embodiment, processor 108 includes computer executable instructions 116
executable by the at least one processor 108 and configured for generating content 118 for the
arca of concentrated focus 104, e.g. map, navigational directions, charts, and the like. Once the
individual’s area of concentrated focus, e.g. gaze point, is detected, processor 108 generates
content 118, e.g. a graphical map 122 that may optionally be transmitted to the multimedia
device 112, for the individual’s use.

FIGs. 2A and 2B are illustrative diagrams of the system 200 according to another
embodiment. System 200 comprises of: at least one communications means 130’ positioned
within the multimedia device 112 configured to receive generated content 118 from the display
device 106; and at least one processor 108’ positioned within the multimedia device 112 and in
electrical communication with the multimedia’s at least one communications means 130°,
wherein the multimedia’s at least one processor 108’ is configured to determine a location of the
multimedia device 112 based on a positioning system signal.

Multimedia device 112 is equipped with location determining means 202 either

electronically or mechanically connected to its processor 108’. In the case of electronic
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connections, the electronic connections may be wired and/or wireless. Location determining
means 202 may comprise of communications means 130°, where the communications means
130’ may be a wireless communications means 130’ employ short range wireless protocol as
described above. Such short range wireless protocol may include but is not limited to, a radio
frequency transceiver, a radio frequency receiver, and/or a radio frequency transmitter. In
embodiments where the wireless communication means 130’ is a radio frequency receiver, the
radio frequency receiver may be any type of radio frequency receiver, including, but not limited
to, at least one positioning system receiver, such as a global positioning system receiver and a
local positioning system receiver, such as a Wi-Fi positioning system receiver. In other
embodiments, communication means 130’ may employ wireless protocols like Blue Tooth,
ZigBee, 802.11 series, or a wireless modem, such as, but not limited to, a global system for
mobile communications (GSM) modem, or any other short range wireless protocol that is well
known and used in the arts. The multimedia device’s at least one communication means 130’ is
configured to communicate wirelessly and is configured to receive at least one signal from a
positioning system 200 over a wireless area network.

Determining the geographical location of the multimedia device 112 may include
triangulating the location of multimedia device 112 based on at least one positioning system
signal 204, e.g. local positioning system 206, received by the multimedia’s location determining
means 202. In another embodiment, processor 108 may be wirelessly connected to location
determining means 202 so that the location determination may be performed remotely. In some
embodiments, determining geographical position of the multimedia device 112 includes
determining the latitude and longitude coordinates of the current geographical position of the

multimedia device 112, such as, the device’s location determining means 202 receiving a signal
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204, such as a location determination signal, from a positioning system 206, such as a global
positioning system (GPS) 208, or local positioning system, such as a Wi-Fi positioning system,
which may originate from a satellite, or a ground based antenna.

System 200 may also comprise of at least one sensor 102 configured for detecting an area
of concentrated focus 104 on a display device 106; and at least one processor 108 electronically
connected to the at least one sensor 102 as functional components of a tracking system 200,
wherein the at least one processor 102 is configured for generating content 118 for the area of
concentrated focus 104.

In some embodiments, system 200 includes at least one means 114 for electronically
connecting the display device 106 to the at least one processor 108; and computer executable
instructions 116 executable by the at least one processor 108 and configured for performing any
one or more of the following: controlling the at least one sensor 102 to detect the area of
concentrated focus 104 on the display device 106; controlling the image 110 displayed based on
the area of concentrated focus 104; generating content 118 for the area of concentrated focus
104; and determining the location of the multimedia device 112 by triangulating the location of
the multimedia device 112 based on at least one positioning system signal.

As such, once an individual receives the generated content 118, the generated content 118
may be conveniently stored on the multimedia device’s storage means 120’ for personal use. For
example, an individual may receive generated content 118 comprising of navigational directions,
which may be published in text, audio or graphical display and used to locate e.g. merchandise or
an object for purchase. The received generated content 118 may be stored in the multimedia

device’s storage means 120°.
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In some embodiments of the systems 100, 200 disclosed herein, both the display device
106 and the multimedia device 112 may include at least one storage means 120, 120° either
electronically or mechanically connected to their respective processors 108, 108°. In the case of
electronic connections, the electronic connections may be wired and/or wireless connections.
Storage means 120, 120” may comprise of a storage device and may include memory, such as,
but is not limited to, read-only memory, such as CD-ROMs, DVDs, floppy disks, and the like,
read and write memory, such as a hard drive, floppy disc, CD-RW, DVD-RW, solid state
memory, such as solid state hard drives, flash memory, and the like, and random access memory.
Storage means 120, 120” may be used to store the generated content 118, e.g. maps 122, 122°,
navigational directions, and the like. The information may be retrieved from the storage means

120, 120’ using their respective processors 108, 108”.

Methods

FIG. 3 is a sample flowchart of an exemplary method 300 of controlling an image 110
responsive to an arca of concentrated focus 104. Method 300 comprises of using at least one
sensor 102 (step 302) configured for detecting an area of concentrated focus 104 on a display
device 106 that may be housed in a kiosk 128. Kiosk 128 may contain at least one means for
connecting the display device 106 to the at least one sensor 102 as well as house the at least one
processor 108 that is electronically connected to at least one sensor 102. Accordingly, kiosk 128
is adapted to include a display device 106.

The at least one sensor 102 comprises of any kind of sensor that are used in the arts and
may include any one or more of the following: an eye scanner, an iris scanner, a face scanner, a
visual sensor, an audio sensor, a tactile sensor, a thermal sensor, a chemical sensor, an electrical

sensor, a capacitive sensor, a resistive sensor, a camera, a thermal imaging camera, a thumbprint
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scanner, fingerprint scanner and a microphone and the like. The area of concentrated focus 104
may include but is not limited to any one or more of the following locations: an individual’s gaze
point, direction of an individual’s voice, individual’s touch, individual’s body heat, an
individual’s scent, an individual’s thumbprint, an individual’s fingerprint, eye movements and
the like. Accordingly, the at least one sensor 102 is configured for precisely detecting the object
of the concentrated focus 104, e.g. an image 110 or a portion on a list segment 126. Image 110
may comprise of a map 122, a graphical display, text, audio, charts, photographs, pictures,
advertisements, merchandise, navigational directions and the like.

Method 300 also comprises of using the at least one processor 108 configured for
controlling an image 110 displayed (step 304), based on the area of concentrated focus 104. The
at least one processor 108 is electronically connected to the at least one sensor 102. In the case
of electronic connections, the electronic connections may be wired and/or wireless. Controlling
the image 110 displayed on the display device 106 includes but is not limited to: exploding (e.g.
enlarging) the image 110 of the area of concentrated focus 104 displayed on the display device
106; highlighting the area of concentrated focus 104; highlighting an area on a map 122 that
corresponds to the area of concentrated focus 104 on a list segment 126; and highlighting a list
segment 126 that corresponds to the area of concentrated focus 104 on a map 122 as described in
greater detail above.

FIG. 4 is a sample flowchart of an exemplary method 400 of controlling the image 110
displayed on the display device 106 according to one embodiment. Method 400 comprises of
detecting an area of concentrated focus 104 on a display device 106 (step 402) by using at least
one sensor 102 electronically connected to at least one processor 108. The at least one processor

108 may have stored thercon computer executable instructions 116, executable by the at least
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one processor 108, configured for controlling the at least one sensor 102 to detect the area of
concentrated focus 104 on the display device 106 as well as controlling the image 110 displayed
(step 404) on the display device 106 that is electronically connected the at least one processor
108, based on the area of concentrated focus 104.

FIG. 5 is a sample flowchart of an exemplary method 500 of controlling the image 110
displayed according to an alternate embodiment. In some embodiments, the at least one sensor
102 and the processor 108 are functional components of an eye tracking system 200. The eye
tracking system 200 is configured to track the individual’s eye movements (step 502). As the
individual scans the display device 106, the eye tracking system 100 detects the individual’s gaze
point (step 504) and is able to determine if an individual’s gaze point is focused on a list segment
116 or an image 110. The at least one processor 108 of the eye tracking system 100 is
configured for controlling the image 110 displayed (step 506), based on a location of the gaze
point. The display device 106 is electronically connected to the at least one processor 108 via at
least one means 114. As such, processor 108 controls the image 110 displayed thereon based on
the gaze point. Controlling the image 110 displayed on the display device 106 includes but is not
limited to: exploding (e.g. enlarging) the area of concentrated focus 104 displayed on the display
device 106; highlighting the location of the gaze point; highlighting an arca on a map 122 that
corresponds to the gaze point on a list segment 126; and highlighting a list segment 126 that
corresponds to the gaze point on a map 122 as described above.

FIG. 6 is a sample flowchart of an exemplary method 600 of transmitting generated
content 118 for the area of concentrated focus 104 according to one embodiment. Method 600
comprises of at least one sensor 102 configured to detect an areca of concentrated focus 104 (step

602). The at least one sensor 102 comprises of any kind of sensors as described above as well as
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any other sensors that are well known and used in the arts. Accordingly, the step of detecting an
arca of concentrated focus (step 602) may include detecting for example a fingerprint, a
thumbprint, body heat and the like, from the display device 106. The at least one sensor 102
senses the area of concentrated focus 104 and the processor controls the image 110 displayed
(step 604) on the display device 106 in much the same manner as discussed in conjunction with
step 404, 506 of FIGs. 4 & 5, respectively.

However, an individual may desire to have the resulting image 110 displayed on the
display device 106 also displayed on this or her own portable multimedia device 112, e.g. a cell
phone, thereby allowing the individual to obtain for example a portable downloadable copy of
the image 110. As such, processor 108 may be programmed using the computer executable
instructions 116 to initiate inquiry to solicit a response (step 606) from the individual as to
whether the individual wants the displayed image 110 to be transmitted to individual’s
multimedia device 112 via a user interface. As such, processor 108 prompts the individual as to
whether or not a copy of the image 110 is being requested (step 608). If so, processor 108
generates content 118 (step 610) for the area of concentrated focus 104 and transmits the
generated content 118 (step 612) based on the area of concentrated focus 104 to the individual’s
to at least one multimedia device via it’s at least one communications means 130 by
communicating wirelessly. As previously described, content 118 includes for example a map
122, a graphical display, text, audio, charts, photographs, pictures, advertisement, merchandise,
and navigational directions and the like.

Communication means 130 may be a wireless communication means 130°, which employ
short range wireless protocol, such as, but not limited to, a radio frequency transceiver, and the

like, as described above in accordance with the systems 100, 200 of the invention. The at least
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one communication means 130 is configured to communicate wirelessly with the multimedia
device 112 over a wireless area network.

FIG. 7 is a sample flowchart of an exemplary method 700 of determining a location of a
multimedia device 112 based on the received generated content 118 according to one
embodiment. Multimedia device 112 is equipped with at least one communications means 130
which may be a wireless communication means 130°, employing short range wireless protocol to
transmit and receive communications from a global positioning system receiver and/or a local
positioning system receiver, such as a Wi-Fi positioning system receiver. In other embodiments,
the communication means 130" may employ wireless protocols like Blue Tooth, ZigBee, 802.11
series, or a wireless modem, such as, but not limited to, a global system for mobile
communications (GSM) modem, or any other short range wireless protocol that is well known
and used in the arts.

Method 700 includes the multimedia device 112 receiving generated content 118 (step
702) from the display device 106 from which directions may be obtained for navigation in
outdoor and indoor spaces. Multimedia device 112 also includes location determining means
202, which is the same as the communications means 130’ as described above. Communications
means 130’ are either electronically or mechanically connected to processor 108 and are
configured to determine a location of the multimedia device 112 (step 704) based on the
positioning system signal. The at least one communications means 130” may include a radio
frequency transceiver configured to communicate wirelessly that is configured to receive the at
least one signal from a positioning system over a wireless area network. In some embodiments,

the multimedia device 112 comprises at least one positioning system receiver.
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In some embodiments, multimedia device’s at least one processor 108’ is configured for
determining the proximity of the multimedia device 112 to the subject of the generated content
118 obtained by providing at least one sensor 102 configured for detecting an area of
concentrated focus 102 on a display device 106; and providing at least one processor 108
electronically connected to the at least one sensor 102 as functional components of a tracking
system 100. The at least one processor 108 is configured for generating content 118 for the arca
of concentrated focus 104, and includes computer executable instructions 116 configured for
performing any one or more of the following: controlling the at least one sensor 102 to detect
the areca of concentrated focus 104 on the display device 106; controlling the image 110
displayed based on the area of concentrated focus 104; generating content 108 for the area of
concentrated focus 104; and determining the location of the multimedia device 112 by
triangulating the location of the multimedia device 112 based on at least one positioning system
signal.

Determining the location may include the location determining means 202 receiving at
least one signal 112 from a positioning system 106 to determine the geographical position of the
multimedia device 112. Determining geographical position of the multimedia device 112 may
include determining the latitude and longitude coordinates of the geographical position of the
multimedia device 112. Such determinations may include triangulating the location of the
multimedia device 112 based on at least one positioning system signal 112 received by the
location determining means 202 as described above.

In some embodiments, determining geographical position of the multimedia device 112
includes the device’s location determining means 202 receiving a signal 112, such as a location

determination signal, from a positioning system 106, such as a global positioning system (GPS),
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or local positioning system, such as a Wi-Fi positioning system, which may originate from a
satellite, or a ground based antenna 118. In some embodiments the latitude and longitude
coordinates of the geographical position of the subject of the generated content 118 are preloaded
and stored in the multimedia device’s storage means 120’ as part of a user interface or
application. In some embodiments, as the multimedia device 112 approaches a predetermined
radius to the subject of the genecrated content 118, the location determining means 202
dynamically receives the latitude and longitude coordinates of the geographical position of the
subject of the generated content 118, where the coordinates are stored on the storage means 120’
and thereafter accessed by the processor 108°.

Hardware and Operating Environment

This section provides an overview of example hardware and the operating environments
in conjunction with which embodiments of the inventive subject matter can be implemented.

A software program may be launched from a computer readable medium in a computer-
based system 100 to execute the functions defined in the software program. Various
programming languages may be employed to create software programs designed to implement
and perform the methods disclosed herein. The programs may be structured in an object-
orientated format using an object-oriented language such as Java or C++. Alternatively the
programs may be structured in a procedure-oriented format using a procedural language, such as
assembly or C. The software components may communicate using a number of mechanisms,
such as application program interfaces, or inter-process communication techniques, including
remote procedure calls. The teachings of various embodiments are not limited to any particular
programming language or environment. Thus, other embodiments may be realized, as discussed

regarding Fig. 8 below.
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FIG. 8 is a block diagram representing an article 800 according to various embodiments.
Such embodiments may comprise a computer, a memory system, a magnetic or optical disk,
some other storage device, or any type of electronic device or system 100. The article 800 may
include one or more processor(s) 108 coupled to a machine-accessible medium such as a storage
means 120 used for storing data in memory (e.g., a memory including electrical, optical, or
electromagnetic elements). The medium may contain associated information 804 (e.g., computer
program instructions, data, or both) which, when accessed, results in a machine (e.g., the
processor(s) 108) performing the activities previously described herein.

While certain novel features of this invention have been shown and described and are
pointed out in the annexed claims, it is not intended to be limited to the details above, since it
will be understood that various omissions, modifications, substitutions and changes in the forms,
method, steps and system illustrated and in its operation can be made by those skilled in the art

without departing in any way from the spirit of the present invention.
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CLAIMS
What is claimed is:

1. A system comprising:

a. at least one sensor configured for detecting an area of concentrated focus
on a display device; and

b. at least one processor electronically connected to the at least one sensor,
wherein the at least one processor is configured for controlling an image displayed, based on the
arca of concentrated focus.

2. The system of claim 1, further comprising of:

a. at least one means for electronically connecting a display device to the at
least one processor; and
b. computer executable instructions executable by the at least one processor
and configured for performing any one or more of the following:
(1) controlling the at least one sensor to detect the area of concentrated
focus on the display device;
(1)  controlling the image displayed based on the area of concentrated
focus; and
(iii))  generating content for the area of concentrated focus.

3. The system of claim 1, wherein the at least one sensor includes but is not limited
to any one or more of the following: an eye scanner, an iris scanner, a face scanner, a visual
sensor, an audio sensor, a tactile sensor, a thermal sensor, a chemical sensor, an electrical sensor,
a capacitive sensor, a resistive sensor, a camera, a thermal imaging camera, a thumbprint

scanner, fingerprint scanner and a microphone.
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4. The system of claim 1, wherein the area of concentrated focus includes any one or
more of the following locations: an individual’s gaze point, an individual’s voice, individual’s
touch, individual’s body heat, an individual’s scent, an individual’s thumbprint, an individual’s
fingerprint, eye movements.

5. The system of claim 2, wherein content may include but is not limited to any one
or more of the following: a map, a graphical display, text, audio, charts, photographs, pictures,
advertisement, merchandise, and navigational directions.

6. The system of claim 1, wherein the at least one sensor and the processor are
functional components of an eye tracking system.

7. The system of claim 6, wherein the eye tracking system is configured to detect an
individual’s gaze point.

8. The system of claim 1, wherein the at least one sensor is configured to determine
if an individual’s gaze point is focused on a list or an image.

9. The system of claim 1, wherein the image may comprise of any one or more of
the following: a map, a graphical display, text, audio, charts, photographs, pictures,
advertisement, merchandise, and navigational directions.

10.  The system of claim 1, wherein controlling the image displayed includes but is
not limited to any one or more of the following: exploding the image of the area of concentrated
focus displayed on the display device; highlighting the area of concentrated focus; highlighting
an arca on a map that corresponds to the arca of concentrated focus on a list segment; and
highlighting a list segment that corresponds to the area of concentrated focus on a map.

11.  The system of claim 1, further comprising a kiosk containing the at least one

Processor.
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12.  The system of claim 11, wherein the kiosk contains the at least one sensor and at
least one means for connecting a display device to the at least one sensor.

13.  The system of claim 11, wherein the kiosk is adapted to include a display device.

14.  The system of claim 1, comprising of at least one communications means
configured for transmitting generated content to at least one multimedia device based on the arca
of concentrated focus.

15.  The system of claim 14, wherein the at least one communications means is
configured to communicate wirelessly.

16.  The system of claim 14, wherein the multimedia device includes but is not limited
to: portable computers, laptop computers, cellular phones, smart phones, personal digital
assistants, tablet individual computers, notebooks, iPads, portable screens, and a portable
processing device.

17.  The system of claim 16, further comprising at least one communications means
positioned within the multimedia device configured to receive generated content for the area of
concentrated focus.

18. A system comprising of:

a. at least one communications means positioned within a multimedia device
configured to receive generated content; and

b. at least one processor positioned within the multimedia device and in
clectrical communication with the multimedia device’s at least one communications means,
wherein the at least one processor is configured to determine a location of the multimedia device

based on a positioning system signal.
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19. The system of claim 18, wherein the at least one communications means is
configured to receive at least one signal from a positioning system.
20. The system of claim 18, further comprising:
(a) at least one sensor configured for detecting an area of concentrated focus
on a display device; and
(b) at least one processor electronically connected to the at least one sensor as
functional components of a tracking system, wherein the at least one processor is configured for
generating content for the area of concentrated focus.
21. The system of claim 18, further comprising of:
a. at least one means for electronically connecting a display device to the at
least one processor; and
b. computer executable instructions executable by the at least one processor
and configured for performing any one or more of the following:
(a) controlling the at least one sensor to detect the area of concentrated

focus on the display device;

(b) controlling the image displayed based on the area of concentrated
focus;

(c) generating content for the area of concentrated focus; and

(d) determining the location of the multimedia device by triangulating

the location of the multimedia device based on at least one positioning system signal.
22.  The system of claim 18, wherein the multimedia device’s at least one processor is
configured for determining the location of the multimedia device by triangulating the location of

the multimedia device based on at least one positioning system signal.
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23. The system of claim 18, wherein the at least one communications means is a radio
frequency transceiver.
24. The system of claim 18, wherein the at least one communications means is

configured to communicate wirelessly.
25.  The system of claim 18, wherein the multimedia device comprises of at least one
positioning system receiver.
26.  The system of claim 25, wherein the positioning system receiver includes, but is
not limited to: a positioning system receiver, such as a global positioning system receiver and a
local positioning system receiver, such as a Wi-Fi positioning system receiver.
27. A method comprising:
a. using at least one sensor configured for detecting an area of concentrated
focus on a display device; and
b. using at least one processor electronically connected to the at least one
sensor, wherein the at least one processor is configured for controlling an image displayed, based
on the area of concentrated focus.
28.  The method of claim 27, further comprising of providing at least one means for
electronically connecting a display device to the at least one processor.
29.  The method of claim 27, further comprising of:
(a) detecting the area of concentrated focus on the display device; and
(b) controlling the image displayed on the display device electronically
connected to the at least one processor, based on the area of concentrated focus.
30. The method of claim 27, wherein the at least one sensor includes but is not limited

to any one or more of the following: an eye scanner, an iris scanner, a face scanner, a visual
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sensor, an audio sensor, a tactile sensor, a thermal sensor, a chemical sensor, an electrical sensor,
a capacitive sensor, a resistive sensor, a camera, a thermal imaging camera, a thumbprint
scanner, fingerprint scanner and a microphone.

31.  The method of claim 27, wherein the area of concentrated focus includes any one
or more of the following locations: an individual’s gaze point, an individual’s voice, individual’s
touch, individual’s body heat, an individual’s scent, an individual’s thumbprint, an individual’s
fingerprint, eye movements.

32.  The method of claim 27, further comprising generating content for the area of
concentrated focus.

33.  The method of claim 32, wherein content may include but is not limited to any
one or more of the following: a map, a graphical display, text, audio, charts, photographs,
pictures, advertisement, merchandise, and navigational directions.

34.  The method of claim 27, wherein the at least one sensor and the processor are
functional components of an eye tracking system.

35.  The method of claim 34, wherein the eye tracking system is configured to detect
an individual’s gaze point.

36.  The method of claim 27, wherein the at least one sensor is configured to
determine if an individual’s gaze point is focused on a list segment or an image.

37.  The method of claim 27, wherein the image may comprise of any one or more of
the following: a map, a graphical display, text, audio, charts, photographs, pictures,
advertisement, merchandise, and navigational directions.

38.  The method of claim 27, wherein controlling the image displayed includes but is

not limited to: exploding the image of the area of concentrated focus displayed on the display
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device; highlighting the area of concentrated focus; highlighting an areca on a map that
corresponds to the area of concentrated focus on a list segment; and highlighting a list segment
that corresponds to the area of concentrated focus on a map.
39.  The method of claim 27, further comprising providing a kiosk containing the at
least one processor.
40.  The method of claim 39, further comprising providing the kiosk with the at least
one sensor and at least one means for connecting the display device to the at least one sensor.
41.  The method of claim 39, wherein the kiosk is adapted to include a display device.
42.  The method of claim 27, comprising transmitting generated content to at least one
multimedia device based on the area of concentrated focus via at least one communication
means.
43.  The method of claim 42, further comprising communicating wirelessly to a
multimedia device.
44. A method comprising of:
a. receive generated content; and
b. determining a location of a multimedia device based on the positioning
system signal.
45.  The method of claim 44, comprising receiving at least one communication
means from a positioning signal.
46.  The method of claim 44, further comprising:
(a) providing at least one sensor configured for detecting an arca of

concentrated focus on a display device; and
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(b) providing at least one processor electronically connected to the at
least one sensor as functional components of a tracking system, wherein the at least one
processor is configured for generating content for the area of concentrated focus.

47.  The method of claim 44, further comprising performing any one or more
of the following;:

(a)  controlling the at least one sensor to detect the arca of concentrated
focus on the display device;

(b)  controlling the image displayed based on the area of concentrated
focus;

(¢)  generating content for the area of concentrated focus; and

(d) determining the location of the multimedia device by triangulating the
location of the multimedia device based on at least one positioning system signal.

48. The method of claim 44 wherein the at least one communications means is
a radio frequency transceiver.

49, The method of claim 44, wherein the at least one communications means
is configured to communicate wirelessly.

50. The method of claim 44, wherein the at least one communications means
is configured to receive the at least one signal from a positioning system over a wireless area
network.

51.  The method of claim 44, wherein the multimedia device comprises at least

one positioning system receiver.
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52.  The method of claim 44, wherein the positioning system receiver includes,
but is not limited to: a positioning system receiver, such as a global positioning system receiver

and a local positioning system receiver, such as a Wi-Fi positioning system receiver.
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