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Abstract: Disclosed herein is a method providing a flexible way to transfer knowledge from base to novel classes in a few shot learning scenario. The invention introduces a partial transfer paradigm for the few-shot classification task in which a model is first trained on the base classes. Then, instead of transferring the learned representation by freezing the whole backbone network, an efficient evolutionary search method is used to automatically determine which layer or layers need to be frozen and which will be fine-tuned on the support set of the novel class.
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**IMPROVED FINE-TUNING STRATEGY FOR FEW SHOT LEARNING**

**Related Applications**

[0001] This application claims the benefit of U.S. Provisional Patent Application No. 63/146,274, filed February 5, 2021, the contents of which are incorporated herein in its entirety.

**Background**

[0002] Deep neural networks have enormous potential for understanding natural images. The learning ability of deep neural networks increases significantly with more labeled training data. However, annotating such data is expensive, time-consuming and laborious. Furthermore, some classes (e.g., in medical images) are naturally rare and hard to collect. The conventional training approaches for deep neural networks often fail to obtain good performance when the training data is insufficient. Considering that humans can easily learn from very few examples and even generalize to many different new images, it will be greatly helpful if the network can also learn to generalize to new classes with only a few labeled samples from unseen classes.

[0003] Known methods for few-shot learning can generally fall into one of two categories. One is the meta-based methods that model the few-shot learning process with samples belonging to the base classes and optimize the model for the target novel classes. The other is the plain solution (non-meta-based, also known as the baseline method) that trains a feature extractor from abundant base class then directly predicts the weights of the classifier for the novel ones.

[0004] As the number of images in the support set of novel classes are extremely limited, directly training models from scratch on the support set is unstable and tends to be overfitting. Even utilizing the pre-trained parameters on base classes and fine-tuning all layers on the support set leads to poor performance due to the small proportion of target training data.

[0005] A common practice utilized by either meta-based or simple baseline methods relies heavily on the pre-trained knowledge with the sufficient
base classes, and then transfers the representation by freezing the backbone parameters and solely fine-tuning the last fully-connected layer or directly extracting features for distance computation on the support data, to prevent overfitting and improve generalization. However, as the base classes have no overlap with the novel ones, meaning that the representation and distribution required to recognize images are quite different between them, completely freezing the backbone network and simply transferring the whole knowledge will suffer from this discrepant domain issue.

Summary

[0006] Disclosed herein is a method which utilizes a flexible way to transfer knowledge from base to novel classes. The invention introduces a partial transfer paradigm for the few-shot classification task, shown schematically in Fig. 1. In the disclosed framework, a model is first pre-trained on the base classes, as in prior-art methods. Then, instead of transferring the learned representation by freezing the whole backbone network, an efficient evolutionary search method is used to automatically determine which layer or layers need to be frozen and which will be fine-tuned on the support set of the novel class.

[0007] During searching, the validation data will be commandeered as the ground-truth to monitor the performance of the search strategy. This strategy can achieve a better trade-off of using knowledge from base and support data than previous approaches while avoiding incorporating biased or harmful knowledge from base classes into novel classes. Moreover, the disclosed method is orthogonal to meta-learning or non-meta-based solutions, and thus can be seamlessly integrated with them.

[0008] Fig. 1 is an illustration of the conventional procedure of pre-training and fine-tuning for few-shot learning. ➊ represents the standard transfer learning procedure which uses the pre-trained model as a feature extractor and the parameters are fixed during fine-tuning. ➋ is the disclosed partial transfer strategy of the invention which can fine-tune the model trained on base data with the few novel class data. Fine-tuning with different learning
rates on different layers can optimize the feature extractor to better fit the novel class and prevent the model from over-fitting on it, because the novel data has limited samples.

[0009] The novel aspects of the invention can be summarized as follows: First, disclosed herein is Partial Transfer (P-Transfer) for the few-shot classification, a framework that enables to search transfer strategies on backbone for flexible fine-tuning. The conventional fixed transferring is a special case of the disclosed strategy when all layers are frozen. Second, disclosed herein is a layer-wise search space for fine-tuning from base classes to novel, which helps the searched transfer strategy obtain inspiring accuracies under limited searching complexity.

Brief Description of the Drawings

[0010] By way of example, a specific exemplary embodiment of the disclosed system and method will now be described, with reference to the accompanying drawings, in which:

[0011] FIG. 1 is a block diagram showing the prior art few-shot learning method contrasted with the method of the present invention.

[0012] FIG. 2 is a block diagram showing the overall framework of the present invention comprising three steps.

[0013] FIG. 3 is a block diagram showing how the three-step method of the present invention can be used with Baseline++ and Meta methods of few shot learning.

[0014] FIG. 4 shows a meta language description of an evolutionary algorithm for searching for the best fine-tuning configuration.

Detailed Description

[0015] The method, referred to herein as P-Transfer, for partial few shot learning will now be disclosed with reference to FIG. 2. The method comprises three main steps: 1) train a base model on base class samples, as shown in FIG. 2(a); 2) apply evolutionary search to explore optimal transfer strategy based on accuracy metric, as shown in FIG. 2(b) wherein the curved arrow
indicates looping; and 3) transfer base model to novel class with the searched strategy through partially fine-tuning, as shown in FIG. 2(c).

[0016] In the few-shot classification task, given abundant labeled images $X_b$ in base classes $L_b$ and a small proportion of labeled images $X_n$ in novel classes $L_n$, wherein $L_b \cap L_n = 0$, the goal is to train models for recognizing novel classes with the labeled large amount of base data and limited novel data. Considering an $N$-way $K$-shot few-shot task, where the support set on novel class has $N$ classes with $K$ labeled images and the query set contains the same $N$ classes with $Q$ unlabeled images in each class, the few-shot classification algorithms are required to learn classifiers for recognizing the $N \times Q$ images in the query set of $N$ classes.

[0017] The objective of P-Transfer is to discover the best transfer learning scheme $V_{tr}^*$, such that the network achieves maximal accuracy when fine-tuning under that scheme:

$$V_{tr}^* = \arg \max \mathcal{A}_{ce}(W, V_{tr})$$

(1)

where:

$V_{tr} = [V_1, V_2, ..., V_L]$ defines the layer-wise learning rate for fine-tuning the feature extractor;

$W$ are the network’s parameters; and

$L$ is the total number of layers.

[0018] As shown in FIG. 2, the disclosed method consists of three steps: base class pre-training, evolutionary search, and partial transfer based on the searched strategy.

[0019] **Step 1: Base Class Pre-Training** - Base class pre-training is the fundamental step of the pipeline. As shown in FIG. 2(a), for the simple baseline, the common practice to train the model from scratch by minimizing a standard cross-entropy objective with the training samples in base classes is followed. For the meta-learning pipeline, the meta-pretraining also follows the conventional strategy that a meta-learning classifier is conditioned on the base support set. More specifically, in the meta-pretraining stage, the support set and the query set on the base class
are first sampled randomly from $N$ classes, and the parameters are then trained to minimize the $N$-way prediction loss.

**Step 2: Evolutionary Search.** The second step is to perform evolutionary search with different fine-tuning strategies to determine which layers will be fixed and which layers will be fine-tuned in the representation transfer stage. Simple baseline through pre-training + fine-tuning, and meta-based methods are considered. In these two scenarios the evolutionary searching operations are slightly different, as shown in FIG. 2(b) and FIG. 3, which shows that the three-step search algorithm disclosed herein operates on the feature extractor $f_{\theta}(x)$. The general classification framework is shown in FIG. 3(b) and can easily be incorporated into the baseline method with cosine distance, denoted as baseline++ and shown on FIG. 3(a), as well as the meta-learning based methods, shown in FIG. 3(c).

Generally, the method searches the optimal strategy for transferring from base classes to novel classes through fixing or re-activating some particular layers that can help novel classes.

**Step 3: Partial Transfer via Searched Strategy** - As shown in FIG. 2(c), the final step is to apply the disclosed searched transfer strategy to the novel classes. Different from the simple baseline that fixes the backbone and fine-tunes the last linear layer only, or meta-learning methods that use the base network as a feature extractor for the meta-testing, the disclosed strategy partially fine-tunes the base network on the novel support set based on the search strategies for both types of methods. This is also the core component to achieve significant improvement.

The search space is related to the model architecture utilized for the few-shot classification. Generally, it contains the layer-level selection (fine-tuning or freezing) and learning rate assignment for fine-tuning. The search space can be formulated as $m^K$, where $m$ is the number of choices for learning rate values and $K$ is the number of layers in networks. For example, learning rate $\in \{0, 0.01, 0.1, 1.0\}$ could be chosen as the learning rate zoo (i.e., $m = 4$) wherein a learning rate of 0 indicates this layer is frozen during fine-tuning. For example, for a Conv6 structure, the search space includes $4^6$ possible transfer strategies. The searching method
can automatically match the optimal choice for each layer from the learning rate zoo during fine-tuning. A brief comparison of the search space is shown in Table 1. It increases sharply if deeper networks are chosen.

<table>
<thead>
<tr>
<th>Network</th>
<th>Conv6</th>
<th>ResNet-12</th>
<th>ResNet-K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complexity</td>
<td>$m^6$</td>
<td>$m^{12}$</td>
<td>$m^K$</td>
</tr>
</tbody>
</table>

Table 1

[0024] The searching step follows the evolutionary algorithm. Evolutionary algorithms (a.k.a genetic algorithms), are based on the natural evolution of creature species. It contains reproduction, crossover (swapping parts of the elements of the learning strategy vectors), and mutation (flipping some elements of the learning strategy vectors) stages. Here, first a population of strategies is embedded to vectors $\mathcal{V}$ and initialized randomly. Each individual $\sigma$ consists of its strategy for fine-tuning. After initialization, each individual strategy $\sigma$ is evaluated to obtain its accuracy on the validation set. Among these evaluated strategies, the top $K$ are selected as parents to produce posterity strategies. The next generation strategies are made by mutation and crossover stages. By repeating this process in iterations, a best fine-tuning strategy with the best validation performance can be discovered. One embodiment of a detailed search pipeline is presented in FIG. 4, showing exemplary Algorithm 1.

[0025] As shown in FIG. 3, the search algorithm disclosed herein is incorporated into existing few-shot classification frameworks. The non-meta baseline++ and meta ProtoNet are used as examples.

[0026] For Use With Simple Baseline++ Methods - Baseline++ methods aim to explicitly reduce intra-class variation among features by applying cosine distances between the feature and weight vector in the training and fine-tuning stages. As shown in FIG. 3(a), the design of distance-based classifier is followed in searching but the backbone feature extractor $f_B(x)$ is adjusted through exploring different learning rates for different layers during fine-tuning. Intuitively, the learned backbone and distance-based classifier from the searching method are more harmonious and powerful
than freezing backbone network and only fine-tuning weight vectors for few-shot classification, as the whole model is tuned end-to-end.

\textbf{[0027]} \textit{For Use With Meta-Learning-Based Methods} - \textbf{FIG. 3(c)} shows the formulation of how to apply the searching method to meta-learning method for few-shot classification. In the meta-training stage, the algorithm first randomly chooses $N$ classes, and samples small base support set $x_{b(s)}$ and a base query set $x_{b(q)}$ from samples within these classes. The objective is to learn a classification model $M$ that minimizes $N$-way prediction loss of the samples in the query set $Q_b$. Here, the classifier $M$ is conditioned on the provided support set $x_b$. Similar to baseline++, the classification model $M$ is trained by fine-tuning the backbone network and classifier simultaneously, to discover the optimal fine-tuning strategy. As the predictions from a meta-based classifier are conditioned on the given support set, the meta-learning method can learn to learn from limited labeled data through a collection of episodes.

\textbf{[0028]} In few-shot learning, the pre-trained feature extractor is required to provide proper transferability from base classes to one or more novel classes in the meta or non-meta learning stage. The transferring of the learning aims to transfer the common knowledge from base objects to the novel class. However, as discussed, there may be some unnecessary and even harmful information in the base class. Because the novel data is few and sensitive to the feature extractor, the complete transferring strategy will not be able to avoid the unnecessary and harmful information, indicating that method disclosed herein is a better solution for the few-shot scenario.

\textbf{[0029]} Usually, the base and novel class are in the same domain, so using the pre-trained feature extractor on base data and then transferring to novel data can obtain good or moderate performance. However, in the cross-domain transfer-learning, more layers need to be fine-tuned to adapt the knowledge for the target domain since the source and target domains are discrepant in content. In this circumstance, the conventional transfer learning is no longer applicable. The disclosed method of partial transferring with diverse learning rates on different layers is competent for this intractable situation,
and intuitively, fixed transferring is generally a special case of our strategy and ours has better potential in few-shot learning.

[0030] Disclosed herein is a partial transfer (P-Transfer) method for the few-shot classification. The method transfers knowledge from base classes to novel classes through searching strategies in few-shot scenarios without any proxy. The method boosts both the meta and non-meta based methods by a large margin as the flexible transfer/fine-tuning benefits from few support samples to adjust the backbone parameters. Intuitively, the P-transfer method has larger potential for few-shot classification and even for traditional transfer learning.

[0031] As would be realized by one of skill in the art, the methods described herein can be implemented by a system comprising a processor and memory, storing software that, when executed by the processor, performs the functions comprising the method.
CLAIMS

1. A method for fine tuning a few shot classifier comprising a base network to recognize novel classes based on few shot learning, comprising:
   training the base network on one or more base classes;
   performing an evolutionary search of possible learning strategies on layers of the base network to determine which layers will be fixed and which layers will be fine-tuned for the novel classes using a particular learning rate; and
   partially fine-tuning the base network for the novel classes based on a most accurate learning strategy determined as a result of the evolutionary search.

2. The method of claim 1 wherein the learning strategy comprises a vector defining a layer-wise learning rate for a feature extractor in the base network.

3. The method of claim 2 wherein a search space for the evolutionary search comprises \( m^K \) possible learning strategies, wherein:
   \( m \) is the number of choices for learning rate values; and
   \( K \) is the number of layers in the base network.

4. The method of claim 3 wherein the possible choices for learning rate values includes a 0 member, indicating a layer that is fixed during the partial fine-tuning of the base network.

5. The method of claim 4 wherein the evolutionary search comprises:
   randomly initializing a plurality of learning strategies;
   evaluating each strategy in the population to determine its accuracy on a validation set for the novel classes;
   selecting a predetermined number of the most accurate learning strategies to be used as parents to produce posterity strategies for one or more subsequent generations of strategies; and
iteratively producing subsequent generations of search strategies based on the predetermined number of most accurate strategies for each generation until a best fine-tuning strategy is determined.

6. The method of claim 5 wherein subsequent generations of search strategies are produced by applying mutation and crossover stages to the previous generation of learning strategies.

7. The method of claim 6 wherein the few shot classifier uses a baseline++ method comprising a backbone feature extractor and a cosine-distance classifier and further wherein the partial fine-tuning is performed on the backbone feature extractor.

8. The method of claim 6 wherein the few shot classifier uses a meta method comprising a backbone network and a classifier and further wherein the partial fine-tuning is simultaneously performed on the backbone network and the classifier.

9. A system comprising:
   
   a processor;
   
   memory, storing software that, when executed by the processor, performs the method of claim 7.

10. A system comprising:
   
   a processor;
   
   memory, storing software that, when executed by the processor, performs the method of claim 8.
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Algorithm 1 Evolutionary algorithm for searching the best fine-tuning configuration.

**Input:** Trained feature extractor: $\mathcal{N}$, layer index in a network: $l$, the meta-validation loss: $\mathcal{L}$, number of Random sampling operation: $R$, number of Mutation: $M$, number of Crossover: $C$, max number of Iterations: $I$.

**Output:** Optimized fine-tuning configuration $v^*$

```plaintext
define miniEval(v):
    $\mathcal{N}_i = \text{Load}(\mathcal{N})$  # Inherit the weights from the feature extractor trained on the base dataset.
    Set $\text{grad}_i = 0$ if $v_i[l] = 0$  # Set the gradient to 0 according to the scheme vector.
    $\{v_i, \text{accuracy}\} = \text{miniFinetune}(\mathcal{N}_i)$  # Fine-tune the targeting layers.
    return $\{v_i, \text{accuracy}\}$

for $i = 0 : R$
do
    $v_i = \text{RandomChoice}([0, m], \mathcal{L})$  # Randomly sample fine-tuning schemes, i.e., chose lr for each layer.
    $\{v_i, \text{accuracy}\} = \text{miniEval}(v_i)$  # Evaluate accuracy on the validation dataset.
end for

$v_{topK} = \text{TopK}(\{V, \text{accuracy}\})$  # Initialize the population with TopK vectors. $V$ is the set of $\{v_i\}$.

for $j = 0 : I$
do
    for $i = 0 : M$
do
        $v_i = \text{Mutation}(v_{topK}, \mathcal{L})$  # Generate the off-spring fine-tuning vectors based on the top ones.
        $\{v_i, \text{accuracy}\} = \text{miniEval}(v_i)$  # Evaluate off-springs’ accuracy on the validation dataset.
    end for
    for $i = 0 : C$
do
        $v_i = \text{Crossover} \{v_{topK_1}, v_{topK_2}\}, \mathcal{L}$  # Generate the crossover vectors between two parents.
        $\{v_i, \text{accuracy}\} = \text{miniEval}(v_i)$  # Evaluate off-springs’ accuracy on the validation dataset.
    end for
    $v_{topK} = \text{TopK}(\{V, \text{accuracy}\})$  # Update the population by choosing the TopK vectors.
end for

$v^*, acc^* = \text{Top1}(\{V, \text{accuracy}\})$  # Select the best scheme vector with highest validation accuracy.
return $v^*$;
```
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