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TRANSACTION PROCESSING FOR DATABASE IN PERSISTENT SYSTEM

BACKGROUND

[0001] Modern computing systems include one or more processors that are coupled to a system memory over a memory bus. The system memory includes memory locations that are addressable by the processor over the memory bus. The processor reads data from and writes data to the system memory via the memory bus. The processor might typically include one or more caches for faster reads and writes of data that is available in the cache.

[0002] As the system memory may not be large enough to contain all of the data and instructions that are needed, paging algorithms have been developed to page data and instruction between an external non-volatile storage (such as a hard disk drive or solid state disk) and system memory.

[0003] Database systems often manage database tables that are quite large, and thus often the structure of such tables is persisted on external non-volatile storage, while the current data being operated upon is paged into the system memory. However, more recent database systems store database tables in volatile system memory. The durability of such in-memory tables is ensured by logging all changes to external storage such as magnetic hard disk drives or solid state drives. In addition, such database systems may also maintain checkpoints of the database state on such external storage. After a crash, the latest database state is rebuilt in system memory from the latest checkpoints and the log.

BRIEF SUMMARY

[0004] At least some embodiments described herein relate to performing a transaction in the context of a computing system that has one or more persistent systems coupled to one or more processors over a bus. As an example, the persistent system may serve as at least part of the main memory of the computing system. The transaction might implement multi-versioning in which a record is not updated in place. Rather, each record is represented as a sequence of one or more record versions, each version having a valid interval during which the record version is considered to properly represent the record.

[0005] For each record version that is created by the transaction, the newly created record version is provided to the persistent system from the processor over the bus. For each record version that is updated by the transaction (i.e., for each record version that is rendered old by the creation of a new record version), at least a portion of that rendered old record version is provided to the persistent system. For instance, perhaps at least the
updated valid interval for the rendered old record version is provided as the other portions of the rendered old record version might already be persisted.

[0006] Post-commit processing information is then constructed. Such post-commit processing information is used to finalize the transaction after the transaction commits and prior to fully terminating the transaction. However, such post-commit processing information might also be used during recovery to complete any committed transactions and place the persistent system in a transactionally consistent state. The post-commit processing information includes at least a commit marker (e.g., a commit time) for the transaction, and a representation (e.g., a pointer) for each record version that is created by the transaction and for each record version that is updated by the transaction.

[0007] The post-commit processing information is then provided to the persistent system. In some embodiments, providing data to the system memory does not itself guaranty that the data has been durably persisted. In that case, in a separate act, the data (such as the new and updated record versions and the post-commit processing information) are confirmed to be persisted in the persistent system. Part of this separate act may also be to actively force the data to be persisted in the persistent system if the data has not been persisted already.

[0008] This Summary is not intended to identify key features or essential features of the claimed subject matter, nor is it intended to be used as an aid in determining the scope of the claimed subject matter.

**BRIEF DESCRIPTION OF THE DRAWINGS**

[0009] In order to describe the manner in which the above-recited and other advantages and features can be obtained, a more particular description of various embodiments will be rendered by reference to the appended drawings. Understanding that these drawings depict only sample embodiments and are not therefore to be considered to be limiting of the scope of the invention, the embodiments will be described and explained with additional specificity and detail through the use of the accompanying drawings in which:

[0010] Figure 1 abstractly illustrates a computing system in which some embodiments described herein may be employed;

[0011] Figure 2 illustrates a computing environment that includes one or more processors and one or more persistent systems coupled via a communication bus;

[0012] Figure 3 illustrates an example record version format for use in a multi-versioning system in which records are not updated in place, but are modified by adding a new record version;
[0013] Figure 4A illustrates a first phase of transaction processing in which a begin transaction event triggers normal processing;
[0014] Figure 4B illustrates a second phase of transaction processing in which a pre-commit event triggers a pre-commit processing phase include a validation process and a logging process;
[0015] Figure 4C illustrates a third phase of transaction processing in which a commit/abort event triggers a post-processing phase, and is concluded by a terminate event;
[0016] Figure 5 illustrates a flowchart of a method for performing pre-commit processing of a transaction on a database in a persistent system;
[0017] Figure 6 illustrates a flowchart of a method for post-commit processing the transaction;
[0018] Figure 7 illustrates a flowchart of a method for a first part (corresponding to the first two phases of recovery) of recovering a computing system that has a persistent system; and
[0019] Figure 8 illustrates a flowchart of a method for a second part (corresponding to the last of the three phases of recovery) of recovering in a computing system that has a persistent system.

DETAILED DESCRIPTION

[0020] At least some embodiments described herein relate to performing a transaction in the context of a computing system that has one or more persistent systems coupled to one or more processors over a bus. As an example, the persistent system may serve as at least part of the main memory of the computing system. The transaction might implement multi-versioning in which a record is not updated in place. Rather, each record is represented as a sequence of one or more record versions, each version having a valid interval during which the record version is considered to properly represent the record.
[0021] For each record version that is created by the transaction, the newly created record version is provided to the persistent system from the processor over the bus. For each record version that is updated by the transaction (i.e., for each record version that is rendered old by the creation of a new record version), at least a portion of that rendered old record version is provided to the persistent system. For instance, perhaps at least the updated valid interval for the rendered old record version is provided as the other portions of the rendered old record version might already be persisted.
Post-commit processing information is then constructed. Such post-commit processing information is used to finalize the transaction after the transaction commits and prior to fully terminating the transaction. However, such post-commit processing information might also be used during recovery to complete any committed transactions and place the persistent system in a transactionally consistent state. The post-commit processing information includes at least a commit marker (e.g., a commit time) for the transaction, and a representation (e.g., a pointer) for each record version that is created by the transaction and for each record version that is updated by the transaction.

The post-commit processing information is then provided to the persistent system. In some embodiments, providing data to the system memory does not itself guaranty that the data has been durably persisted. In that case, in a separate act, the data (such as the new and updated record versions and the post-commit processing information) are confirmed to be persisted in the persistent system. Part of this separate act may also be to actively force the data to be persisted in the persistent system if the data has not been persisted already.

Some introductory discussion of a computing system will be described with respect to Figure 1. Then, the example performance of a transaction and recovery from failure in a computing system that has a persistent system that serves as at least part of main memory will be described with respect to subsequent figures.

Computing systems are now increasingly taking a wide variety of forms. Computing systems may, for example, be handheld devices, appliances, laptop computers, desktop computers, mainframes, distributed computing systems, or even devices that have not conventionally been considered a computing system. In this description and in the claims, the term "computing system" is defined broadly as including any device or system (or combination thereof) that includes at least one physical and tangible processor, and a physical and tangible memory capable of having thereon computer-executable instructions that may be executed by the processor. The memory may take any form and may depend on the nature and form of the computing system. A computing system may be distributed over a network environment and may include multiple constituent computing systems.

As illustrated in Figure 1, in its most basic configuration, a computing system typically includes at least one processing unit and memory. The memory may be physical system memory, which may be volatile, non-volatile, or some combination of the two. The term "memory" may also be used herein to refer to non-volatile mass storage such as physical storage media. If the computing system is
distributed, the processing, memory and/or storage capability may be distributed as well. As used herein, the term "executable module" or "executable component" can refer to software objects, routings, or methods that may be executed on the computing system. The different components, modules, engines, and services described herein may be implemented as objects or processes that execute on the computing system (e.g., as separate threads).

[0027] In the description that follows, embodiments are described with reference to acts that are performed by one or more computing systems. If such acts are implemented in software, one or more processors of the associated computing system that performs the act direct the operation of the computing system in response to having executed computer-executable instructions. For example, such computer-executable instructions may be embodied on one or more computer-readable media that form a computer program product. An example of such an operation involves the manipulation of data. The computer-executable instructions (and the manipulated data) may be stored in the memory 104 of the computing system 100. Computing system 100 may also contain communication channels 108 that allow the computing system 100 to communicate with other message processors over, for example, network 110.

[0028] Embodiments described herein may comprise or utilize a special purpose or general-purpose computer including computer hardware, such as, for example, one or more processors and system memory, as discussed in greater detail below. Embodiments described herein also include physical and other computer-readable media for carrying or storing computer-executable instructions and/or data structures. Such computer-readable media can be any available media that can be accessed by a general purpose or special purpose computer system. Computer-readable media that store computer-executable instructions are physical storage media. Computer-readable media that carry computer-executable instructions are transmission media. Thus, by way of example, and not limitation, embodiments of the invention can comprise at least two distinctly different kinds of computer-readable media: computer storage media and transmission media.

[0029] Computer storage media includes RAM, ROM, EEPROM, CD-ROM or other optical disk storage, magnetic disk storage or other magnetic storage devices, or any other tangible medium which can be used to store desired program code means in the form of computer-executable instructions or data structures and which can be accessed by a general purpose or special purpose computer.
A "network" is defined as one or more data links that enable the transport of electronic data between computer systems and/or modules and/or other electronic devices. When information is transferred or provided over a network or another communications connection (either hardwired, wireless, or a combination of hardwired or wireless) to a computer, the computer properly views the connection as a transmission medium. Transmissions media can include a network and/or data links which can be used to carry or desired program code means in the form of computer-executable instructions or data structures and which can be accessed by a general purpose or special purpose computer. Combinations of the above should also be included within the scope of computer-readable media.

Further, upon reaching various computer system components, program code means in the form of computer-executable instructions or data structures can be transferred automatically from transmission media to computer storage media (or vice versa). For example, computer-executable instructions or data structures received over a network or data link can be buffered in RAM within a network interface module (e.g., a "NIC"), and then eventually transferred to computer system RAM and/or to less volatile computer storage media at a computer system. Thus, it should be understood that computer storage media can be included in computer system components that also (or even primarily) utilize transmission media.

Computer-executable instructions comprise, for example, instructions and data which, when executed at a processor, cause a general purpose computer, special purpose computer, or special purpose processing device to perform a certain function or group of functions. The computer executable instructions may be, for example, binaries, intermediate format instructions such as assembly language, or even source code. Although the subject matter has been described in language specific to structural features and/or methodological acts, it is to be understood that the subject matter defined in the appended claims is not necessarily limited to the described features or acts described above. Rather, the described features and acts are disclosed as example forms of implementing the claims.

Those skilled in the art will appreciate that the invention may be practiced in network computing environments with many types of computer system configurations, including, personal computers, desktop computers, laptop computers, message processors, hand-held devices, multi-processor systems, microprocessor-based or programmable consumer electronics, network PCs, minicomputers, mainframe computers, mobile
telephones, PDAs, pagers, routers, switches, and the like. The invention may also be practiced in distributed system environments where local and remote computer systems, which are linked (either by hardwired data links, wireless data links, or by a combination of hardwired and wireless data links) through a network, both perform tasks. In a distributed system environment, program modules may be located in both local and remote memory storage devices.

[0034] Figure 2 illustrates a computing environment 200 that includes one or more processors 210 and one or more persistent systems 220 coupled via a communication bus 230. For instance, the processor(s) 210 include at least one processor 210A, but may include others as represented by the ellipses 210B. Any structure and functionality described herein as attributed to the processor 210A may likewise be present and performed by other processors, if any, in the processor(s) 210. The persistent system(s) 220 includes at least one persistent system 220A, but may include others as represented by the ellipses 220B. Any structure and functionality described herein as attributed to the persistent system 220A may likewise be present and performed by other persistent systems, if any, in the persistent system(s) 220. For instance, if the computing environment 200 were the computing system 100 of Figure, the processor 210A may be the processor 102 of Figure 1, and the persistent system 220A may an example of the memory 104 of Figure 1.

[0035] In accordance with the principles described herein, the persistent system 220A includes a database 221. The database 211 need not provide checkpoints or logs external to the persistent system 220A. Rather, the persistent system 220A itself persists the database 221.

[0036] The processor 210A includes a logic unit 211, registers 212, and one or more caches 213. The computing environment 200 also includes a transaction module 201, a recovery module 202, and a timestamp generator 203. The timestamps generated by the timestamp generator 203 may express real time, although that is not required. Accordingly, in this description, the term "timestamp" is to be interpreted broadly. For instance, the timestamp generator 203 might simply produce monotonically increasing values that do not express time other than relative temporal ordering at the granularity of the events that cause the monotonically increasing values. The timestamp generator 203 may, upon request, provide the most recent timestamp value (i.e., read the current timestamp) provided and/or produce a timestamp value (i.e., monotonically advance the timestamp) that is greater than any previously generated timestamp values.
When a transaction is begun, the transaction module 201 may instruct the processor 210A to perform operations so as to instantiate a transaction object that stores information about the transaction. The processor 210A in turn performs a transaction on the database 221 as specified by the user's transaction program. Likewise, the recovery module 202 may instruct the processor 220 to perform operations so as to perform a recovery of the database in a transactionally-consistent way (i.e., with uncommitted transactions rolled back, and with committed transactions completed). Alternatively, some or all of the functionality attributed to the transaction module 201 and/or the recovery 202 may be incorporated in hardware, such as perhaps directly within the processor 210A itself.

As the processor 210A reads from the persistent system 220A or from the database 221, the processor 210A addresses the location of the data being read over the bus 230 and likewise reads the corresponding data over the bus 230. The processor 210A writes to the persistent memory 220A by addressing the location to be written to and also by providing the corresponding data to be written over the 230.

There are three phases associated with writing data to the persistent system 220 in a cached variant. The first phase involves the processor 210A writing the data to the cache 213 (e.g., from one of registers 212). The second phase involves transferring the data from the cache 213 to the persistent system 220A over the bus 230. The second phase will also be referred to herein as "providing" or "transferring" the data to the persistent system. The third phase involves confirming that the data provided to the persistent system has indeed been persisted. This persisting might not occur immediately upon providing the data to the persistent system. For instance, perhaps the data is left in a memory controller for some time before actually being persisted. In one embodiment, there is a command (which will be called a "Persist" command) that causes any unpersisted data that has been provided to the persistent memory to be persisted, and returns confirmation of the same to the issuer of the command. Some implementations might combine the first and second phases.

A database includes one or more records. In one embodiment, the database system is a multi-versioning database system in which each database record may be represented by a sequence of record versions. A multi-versioning database system does not update records in place, but relies instead on multi-versioning. An update of a record creates a completely new record version whose interval of validity does not overlap with that of the prior record version for that record.
[0041] Figure 3 illustrates an example record version format 300. The field 301 represents a valid interval begin boundary. An example of such a boundary is a begin timestamp (or BeginTS hereinafter). The field indicates the start of a record version’s valid time interval. In the specific embodiment described hereinafter, the field contains either a transaction ID or a timestamp. When a transaction creates a new record version, the transaction stores its transaction ID in this field 301. Once the transaction has committed, the transaction sets the field to its commit timestamp.

[0042] The field 302 represents a valid interval end boundary. An example of such a boundary is an end timestamp (or EndTS). This field indicates the end of a record version’s valid time interval. It contains either a transaction ID or a timestamp. The field is initialized to a large value (which will be called hereinafter "infinity") when the record version is created. The "infinity" value is interpreted as essentially meaning that the valid interval does not have an ending. When a transaction updates a record version (e.g., when adding a new record version created through updating or deleting a record), the transaction first stores its transaction ID in this field. Once the transaction has committed, the transaction sets the EndTS field to its commit timestamp.

[0043] The field 303 is a version header field. This includes version header information required by the database system. An example suitable for some database systems is link fields. A table may have one or more indexes. In one implementation, each record for that table reserves a link field in each record that is used to store a pointer to the next record on a chain used by the index. When a new version of a record is created, the new record version is immediately inserted into all indexes of the table to which the corresponding record belongs.

[0044] The field 304 is the payload, which contains the user data and is immutable. That is, any update of the payload causes a new record version to be created, rather than editing the content of the payload field 304 of the current record version.

[0045] Normal Processing

[0046] Figures 4A through 4C together illustrate a method (hereinafter referred to as "method 400") for performing a transaction. In this case, the method 400 includes three different phases 400A, 400B and 400C of processing (illustrated in Figures 4A through 3C respectively). The three phases 400A through 400C are bracketed by four events. The method 400 may be performed by, for example, the transaction module 201 of Figure 2.

[0047] In Figure 4A, a begin transaction event 401A triggers the normal processing phase 402A. The begin transaction event 401A causes the creation of a transaction object
with a new unique transaction identifier (ID). In an example embodiment, the transaction object has a state that is set to be an active state. Furthermore, the transaction reads the current timestamp from the timestamp generator 203, which timestamp represents the transaction's logical read time (and will also be referred to herein as the transaction's "begin time"). Only record versions whose valid time interval includes the transaction's logical read time are visible to the transaction. All other record versions are ignored.

[0048] After having created the transaction object, the transaction does its normal processing 402A, in which the transaction might perform zero or more read operations, zero or more write operations, and zero or more scan operations. During normal processing 402A, the transaction object tracks the transaction's read set, write set and scan set. A transaction's read set contains a reference (e.g., a pointer) to all record versions read by the transaction. The write set contains a reference (e.g., a pointer) to all new record versions (hereinafter referred to as "new record versions" or "newly created record versions") created by the transaction and all updated record versions (hereinafter "rendered old record versions") rendered no longer current by the transaction.

[0049] As an example, newly created record versions may be created by the transaction with a surrogate BeginTS (field 301) that is the transaction ID of the creating transaction. Rendered old record versions (i.e., a record version that no longer represents the newest version of a record due to a new record version created by the transaction) have their EndTS (field 302) changed from infinity to a surrogate timestamp that is the transaction ID of the transaction.

[0050] In Figure 4B, a pre-commit event 401B triggers a pre-commit phase 402B. The pre-commit event 401B occurs when the transaction causes the timestamp generator 303 to advance the timestamp and the transaction advances from the active state to a pre-commit state. If the transaction commits, the timestamp obtained as part of this event will be its commit timestamp (also called herein "CommitTS") and will determine the transactions position in the commit sequence of all transactions.

[0051] The pre-commit phase 402B consists of two acts - namely validation 403B and logging 404B. In order to validate 403B, the transaction validates its read set and scan set. The transaction checks whether it would see exactly the same record versions if all of its reads were performed as of the commit timestamp as compared to the logical read time (represented by the timestamp obtained by the transaction at the beginning of the transaction at event 401A). The degree of validation required depends on the transaction's isolation level.
As for logging 404B, if validation 403B fails, nothing is logged. If validation 403B succeeds, the transaction saves post-commit processing information into a log buffer including the transaction identifier, a commit record including a timestamp, and other information that can be used to perform post-commit processing. It then writes the log buffer to the persistent system and if the write completes successfully, the transaction has been irrevocably committed.

The method 400C of Figure 4C is initiated by a commit/abort event 401C. If validation 403B and logging 404B complete successfully, the transaction changes its state from the pre-commit state to the committed state. Otherwise, if validation 403B or logging 404B does not complete successfully, the transaction changes its state from the pre-commit state to an aborted state.

The commit/abort event 401C initiates a post-processing phase 402C. If the transaction is aborted, the transaction marks each new record version that it created as garbage by setting its BeginTS to infinity and/or its EndTS to zero. The transaction sets the EndTS of each record version that it would have rendered not current back to infinity, so that the old record version can again be considered current.

If the transaction committed, in which case the post-processing phase 402C may be referred to as the "post-commit processing phase", the transaction scans the write set and finalizes the timestamp of each record version that it has inserted, updated or deleted.

In new record versions created by the transaction, the transaction sets BeginTS (field 301) to CommitTS. In record versions that are rendered not current by the addition of new record versions created by the transaction, the transaction sets EndTS (field 302) to CommitTS.

The termination event 403C occurs when the post-processing 402C completes. In this event, the transaction switches from the committed or aborted state to a terminated state. A read-only transaction does not need to validate its read set, so it skips the validation phase, commits immediately, and skips the post-processing phase.

A record version is no longer needed and can be logically removed from the database as soon as its valid time interval no longer overlaps the lifetime of any active transaction. In this context, a transaction is considered active until it has completed all of its post-processing and its state has been changed to terminated.

Figure 5 illustrates a flowchart of a method 500 for performing pre-commit processing of a transaction on a database in a persistent system. For instance, the method 500 may be performed by the processor 210A in the context of computing environment
200. The pre-commit processing phase involves a validation process 403B and a logging process 404B.

[0059] The validation process 403B validates the scans and the read set to the extent required by the isolation level of the transaction. If validation is successful, the transaction begins its logging process 404B. The logging 404B consists of persisting the transaction's changes to a persistent system (e.g., persisting system 220A), building the log buffer, and persisting the log buffer also to the persistent system. In Figure 5, the validation process 403B is represented by the acts within brackets 510.

[0060] The validation process 510 validates reads and scans to the extent required by the transaction's isolation level. For instance, referring to Figure 5, the method 500 validating one or more read operations of the transaction (act 511). For instance, the transaction verifies that the record versions read in each read operation remains visible to the transaction if the read operation were repeated at the commit time of the transaction as compared to the begin time (i.e., the logical read time) of the transaction.

[0061] The method 500 also validates one or more scan operations of the transaction (act 512). For instance, the transaction verifies that the record versions visible to each scan operation are the same, regardless of whether the scan is performed at commit time of the transaction or the begin time (i.e., the logical read time) of the transaction.

[0062] If the validation fails ("No" in decision block 513), the transaction is aborted (act 514). If the transaction is aborted, the transaction marks each new record version created by the transaction so that the valid interval indicates that the record version is no longer valid. For instance, the BeginTS could be set to zero and the record slot returned to its free list. The transaction also marks each old record version rendered no longer current by the transaction, so that the old record version is again current. For instance, the transaction might set the EndTS of such record versions back to infinity, so that the old record version can again be considered current.

[0063] On the other hand, if the validation succeeds ("Yes" in decision block 513), the pre-commit processing method 500 enters the logging process represented by the acts encompassed by the brackets 520, and represented by element 404B of Figure 4. In the logging process, for each record version that is created by the transaction, the newly created record version is provided to the persistent system 220A (act 521) in the manner described in the next paragraph. For each record version that is updated by the transaction (i.e., each record version that is rendered not current by the transaction), a portion of the record version is provided to the persistent system (act 522).
For instance, the processor 210A might operate on data in units of "cache lines" in the cache 213. When creating a new record version, the entire record version is created within the cache 213. If that newly created record version is distributed across multiple cache lines, all of those cache lines are transferred from the processor 210A to the persistent system 220A. When updating an old record version to reflect that it is no longer current, only the valid time interval need be changed, and in fact only the EndTS (field 302) need change. Accordingly, there might perhaps only be one portion of the record version being operated upon within the processor cache 213. This EndTS might be present even in a single cache line. Accordingly, only that cache line that contains EndTS would be transferred to the persistent system 220A.

In this description and in the claims, when an item of data (such as a record version, a log buffer, or portion(s) thereof) is transferred or provided to the persistent system 220A, this does not necessarily mean that the item of data is persisted right away in the persistent system 220A. For instance, when providing an item of data to the persistent system, the item of data might be provided to a store buffer of a memory controller for the persistent system 220A. Thus, if a system failure occurs between the time that the item of data is provided to the persistent system 220A and the time that the item of data is made durable in the persistent system 220A, the item of data will not be available upon recovery.

In addition, a log buffer is associated with the transaction (act 523). In one implementation, a pool of log buffers are made available to assist with transactions that are pending so that post-commit processing information may be included to help wind up the transaction to be properly terminated. Each log buffer might have one of three states; a free state, a filling state, and a filled state. The transaction locates a log buffer that has a free state, and changes the state to filling.

The transaction then stores post-commit processing information in the log buffer (act 524). This includes a commit marker (e.g., Commit(TS) for the transaction, and a pointer for each record version that is created by the transaction and for each record version that is updated by the transaction. The post-commit processing information contains information needed to complete post-commit processing during recovery if this becomes necessary.

The post-commit processing information is then provided to the persistent system 220A (act 525). For instance, the log buffer (e.g., more specifically, the one or more cache lines constituting the log buffer) is then provided to the persistent system.
The logging process then confirms that the record versions (and portions thereof) provided to the persistent memory and the post-commit processing information have been persisted in the persistent system (act 526). As previously mentioned, there is an embodiment in which items of data provided to the persistent system are not necessarily persisted right away in the persistent system 220A. However, the transaction may issue a command causing any data provided to the persistent system that has not yet been made durable, to in fact be made durable (or persisted) in the persistent system. For instance, such a command might cause any data within a store buffer of the persistent system 220A to be persisted in the persistent system 220A. Once this persisting occurs, the command returns, allowing the transaction to conclude that all of the data (including the record versions and log buffer) has been made durable in the persistent system 220A. In this description, this command will be referred to as a "Persist" command.

The transaction then commits as represented by the acts bracketed by brackets 530. For instance, the transaction changes a status field of the post-commit processing information so that it is not further added to (act 531). This might be accomplished by the transaction changing the status of the log buffer containing the post-commit processing information from filling to filled.

The transaction then persists the closed state of the post-commit processing information to the persistent system. For instance, this may be accomplished by providing the closed state (e.g., the cache line containing the log buffer status) of the post-commit processing operation to the persistent system (act 532), and again issuing the Persist command to thereby confirm that the closed state has been persisted in the persistent system (act 533). The transaction has been committed once the log buffer status has been persisted.

Figure 6 illustrates a flowchart of a method 600 for post-commit processing of the transaction. The method 600 may be performed by the transaction after, for example, performing the method 500 of Figure 5. During post processing, the time interval changes are finalized and the log buffer is freed.

For each record version that is newly created or rendered old by the transaction, the transaction updates the valid interval using the post-commit processing information (act 601). As an example, in the context of Figure 3, for each newly created record version, the transaction updates the valid interval beginning boundary (e.g., field 301) (act 611) using the post-commit processing information to reflect the commit time (CommitTS) of the transaction. In the context of Figure 3, for each old record version that
is rendered not current by the transaction, the transaction updates a valid interval end boundary (e.g., field 302) (act 612) using the post-commit processing information.

[0074] The updated valid interval is then provided to the persistent system (act 613). The transaction then confirms that the updated valid interval for each of the written record versions has been persisted to the persistent system (act 614). For instance, the transaction might again issue the Persist command. The valid interval changes are now durable so the log buffer is no longer needed.

[0075] Accordingly, the log buffer status is changed from filled to free (act 621), and the changed state of the log buffer is provided to the persistent system (act 622). For instance, the cache line containing the log buffer state might then be provided to the persistent system 220B. The transaction then confirms that the altered stated of the log buffer has been persisted (act 623), for instance, using the Persist command. The transaction then terminates (act 624). Specifically, the transaction module 201 may mark the transaction object terminated and remove the transaction object from the transaction map.

[0076] Thus, what has been described is a method for processing a transaction from beginning to end, when the transaction performs processing on record versions within a persistent system. Although not required, the persistent system could be a persistent main memory.

[0077] In the method 500 and 600, the total number of Persist commands is four. However, an alternative method will now be described in which the number of Persist commands is reduced to two. In particular, the Persist commands of the post-processing method 600 are eliminated. The transaction still updates valid intervals and provides those updated valid intervals to the persistent system during the post-commit processing. However, the transaction does not persist the updated time intervals immediately. Instead, the persisting of the updated time intervals for the present transaction is deferred until the next transaction on the same worker thread.

[0078] When a worker thread has completed post-processing of a transaction T1, it will pick up a new transaction T2 and start processing it. Eventually T2 will begin its commit processing and issue Persist commands (reference acts 526 and 533). The idea is to have transaction T2's Persist commands (reference acts 526 and 533) also do the work that would have been done by transactions T1's post-commit processing Persist Commands (reference acts 614 and 623).
To implement this, the concept of a previous log buffer (or PrevLogBuffer) is added to the worker thread's local storage. PrevLogBuffer stores a pointer to the log buffer of the previous transaction executed by the thread.

The algorithm also assumes that the cleanup of transaction T1's log buffer is done by the next transaction on the same worker thread. This is not crucial. It is simply a piece of maintenance work that could be picked up by any update transaction that is about to commit.

This alternative requires slight changes in the pre-commit processing of method 500 and the post-commit processing of method 600. Furthermore, the termination event is delayed until post-commit processing has been persisted. The information stored in the log buffer is also the same.

Referencing Figure 5, the method 500 may be the same in this alternative all the way through the Persist command of act 526. The manner of issuing the Persist command is the same, but the result is different. As a result of this Persist command, the record versions created and rendered old by the current transaction (provided to persistent system in acts 522) and the post-commit processing information created by the current transaction (provided to persistent system in act 524) are persisted. However, not only this, but also the updated valid intervals (provided in act 613) by the prior transaction, and the freed log state (provided in act 622) by the prior transaction. After all, with the elimination of the Persist commands associated with acts 614 and 623, this is the first instance of the Persist command in this thread since the prior transaction provided the updated valid intervals and freed log status to the persistent system.

There is a further change to the method 500 in this alternative embodiment. In particular, inbetween act 523 and 533, if there is a previous log buffer (in the case of there having been a prior transaction), then the state of that previous log buffer is changed from filled to free. Furthermore, this freed state of the previous log buffer is provided to the persistent system. Thus, the Persist command of act 533 also ensures that the freed state of the prior log buffer has been made durable in the persistent system. After act 533, the prior transaction is terminated by closing the corresponding prior transaction object, and removing the prior transaction object from the transaction map. This does represent a delay in the termination of the prior transaction as compared to the embodiment of Figures 5 and 6 unaltered. Because the freeing of the log buffer from the prior transaction is deferred to this point, acts 621 and 622 may also be removed from the method 600.
This alternative still preserves the property that when a transaction T2 commits, all its changes to the database and its log buffer have been persisted. The log buffer from the previous transaction T1 is also guaranteed to be free. However, the filled log buffer for T2 contains pointers to old and new versions that may be used during recovery. These pointers should remain valid until the log buffer state has been set to free and persisted. This can be accomplished in several ways. In the embodiment described herein, this may be accomplished by keeping the transaction object for transaction T2 in the transaction map until its log buffer has been freed.

A worker thread may execute multiple read-only transactions between two update transactions. Read-only transactions do not change the database and issue no persist operations. This has the effect that filled log buffers and the corresponding transaction objects may linger around and block space reclamation for a long time. This can be avoided by having read-only transactions whose PrevLogBuffer pointer is not null do the necessary cleanup work including issuing persists operations. This will only affect the first read-only transaction after an update transaction.

Recovery Processing

Recovery may consist of three phases. First, post-commit processing is completed for committed transactions that were alive when the crash occurred. This may be done using the post-commit processing information generated (and included within the log buffer) for that transaction. Next, the log buffer pool is cleaned up. Finally, each record slot is evaluated to determine which record slots contain valid records, and which record slots are free, and the indexes and free list for the database are rebuilt.

While the principles described herein are not limited to the particular recovery mechanism, an example recovery method will now be described with respect to Figures 7 and 8. Figure 7 illustrates a flowchart of a method 700 for a first part (corresponding to the first two phases of recovery) of recovering in a computing system that has one of more persistent systems coupled via a system bus to one or more processors. Figure 8 illustrates a flowchart of a method 800 for a second part (corresponding to the last of the three phases of recovery) of recovering in a computing system that has one of more persistent systems coupled via a system bus to one or more processors. For instance, the methods 700 and 800 may be performed the recovery module 202 in the context of the computing environment 200 of Figure 2.

The method 700 includes finding post-commit processing information for each committed transaction that was alive when the crash occurred (act 701). The context of
box 710 involves the first phase of recovery, namely, performing post-commit processing for each committed transaction that was alive when the crash occurred. For instance, in the case of the post-commit processing information being within a log buffer, the log buffer would be marked as having a filled status (reference acts 532 and 533 of Figure 5).

[0090] For each of the identified complete sets of post-commit processing information (e.g., for each log buffer marked as filled), each newly written record version that was created by the transaction or rendered old by the transaction are also identified (act 711) using, for example, the pointers to such record versions in the post-commit processing information. For each of such record versions, the valid time interval of the record version is updated (act 712) using the commit marker such as, for example, the CommitTS from the post-commit processing information. For instance, for each rendered old record version that is rendered not current by the transaction, the valid interval end boundary (e.g., field 302) is updated using the commit marker (act 713). As example, the valid interval end boundary may be replaced with CommitTS. For each newly created record version created by the transaction, the valid interval begin boundary (e.g., field 301) is updated using the commit marker (act 714).

[0091] The updated valid interval for each of the written record versions is then provided to the persistent system (act 715). For instance, at least the cache line that includes the valid time interval is provided to the persistent system 220A. Recall again that providing data to the persistent system 220A alone does not guarantee that the data is persisted in the persistent system 220A. Rather, the updated valid interval is thereafter confirmed to have been persisted to the persistent system (act 716) via a subsequent act (such as a Persist command).

[0092] This completes the first phase of recovery, which is performing the post-processing of each of the transactions to thereby update their valid time interval. The next step is to clean up the log buffer pool. The content of box 720 is performed for each log buffer that is marked as filling or filled. In the case of a filling log buffer, the log buffer was associated with a transaction during normal processing in act 523, but normal processing had not reached the point where the log buffer status changed from filling to filled (act 531), or at least had not reached the point where the filled log buffer status had been persisted in the persistent system (act 533). Accordingly, log buffers that have a filling status may be freed since the post-commit processing information, if any, within such log buffers will not be used to commit a transaction. As for the log buffers having the
filled status, the contents of box 710 have already taken care of post-commit processing for the committed transaction, and thus those log buffers may also be freed.

Accordingly, each of the filling or filled log buffers are freed so that the log buffer may be made available to be associated with another transaction (act 721). For instance, the log buffer may be changed from a filling or filled status to a free status. The updated free log buffer status is then provided to the persistent memory (act 722). For instance, for each cache line that contains a free log status for each of the log buffers, those cache lines may be provided to the persistent memory. The free log buffer status is then confirmed to be persisted in the persistent system (act 723) using, for example, the Persist command.

In the final phase of recovery, the database is recovered to the last valid state. This is accomplished by performing three tasks: 1) identify all record versions that are current and thus should be part of the database state, 2) identify all record portions (also called herein "slots" or "record slots") that are empty or contain record versions that should not be part of the database state, and 3) rebuild the indexes of the database. Figure 8 thus illustrates a flowchart of a method 800 for recovering the database to the last valid state in a manner that performs these three tasks. Method 800 may be performed for each of at least some portions corresponding to the database 221 in the persistent system 220A. In one embodiment, the portions constitute record slots. A record slot could be indicated to be empty, and without record version, if the valid interval begin boundary indicates, for example, zero. A record slot can also contain a corresponding record version otherwise. Each of the pages corresponding to the database 221 are identified, and are updated so that the list of free record slots is empty. The method 800 is then performed for each record slot of each page corresponding to the database.

The valid interval begin boundary (e.g., field 301) is accessed for the corresponding record slot (act 811). Flow then branches depending on whether the valid interval begin boundary indicates that the record slot is not part of a transaction ("Zero" in decision block 812), is part of an uncommitted record ("TID" in decision block 812), or otherwise ("TS" in decision block 812).

The valid interval begin boundary may be concluded to not be part of any transaction at all if, for instance, the valid interval begin boundary indicates a zero ("Zero" in decision block 812). In that case, the record slot is added to the free list of the corresponding page (act 813).
[0097] The valid interval begin boundary may be concluded to be part of an uncommitted transaction if, for instance, the valid interval begin boundary indicates a transaction ID ("TID" in decision block 812). In that case, the record slot may then be added to the free record slot list of the corresponding page (act 813).

[0098] The valid interval begin boundary (e.g., field 301) may also be evaluated to conclude that valid interval end boundary (e.g., field 302) should be evaluated since the begin boundary includes a timestamp ("TS" in decision block 812). In this case, the record slot corresponds to a record version that was created through a committed transaction.

[0099] In this case, the valid interval end boundary is accessed for the record slot (act 815), and then processing flow branches depending on the nature of the valid interval end boundary (decision block 816). For instance, if the valid interval end boundary indicates infinity ("Infinity" in decision block 816), this means that the record slot corresponds to a record version that is current. Accordingly, the recovery identifies which table of the database the current record version belongs to (act 817), and adds the record version to the identified table (act 818), including inserting the version into all indexes associated with the table.

[00100] If the valid interval end boundary indicates a transaction ID ("TID" in decision block 816), this means that a transaction attempted to render the corresponding record version as old, but that the transaction did not commit. Accordingly, the valid interval end boundary is updated (act 819) to make the record version current again (by making the valid interval end boundary equal to infinity). Furthermore, the recovery identifies which table of the database the current record version belongs to (act 817), and adds the record version to the identified table (act 818), including inserting the version into all indexes associated with the table.

[00101] If the valid interval end boundary indicates a timestamp ("TS" in decision block 816), this means that the version was rendered old by a committed transaction. Accordingly, the record version may be freed (act 820). For instance, the valid interval begin boundary may be reset to zero, indicating availability of the record slot for use in creating a future record version. The record slot may then be added to the free list of record slots.

[00102] Accordingly, the principles described herein provide an effective mechanism for performing transactions in a database that is persisted in a persistent system, and recovery of a system failure in the context of the same.
[00103] The present invention may be embodied in other specific forms without departing from its spirit or essential characteristics. The described embodiments are to be considered in all respects only as illustrative and not restrictive. The scope of the invention is, therefore, indicated by the appended claims rather than by the foregoing description. All changes which come within the meaning and range of equivalency of the claims are to be embraced within their scope.
CLAIMS

1. A method for performing a transaction on a collection of records in a persistent system coupled to one or more processors via a bus, the method comprising:
   for each record version that is created by the transaction, an act of providing the record version to the persistent system;
   for each record version that is updated by the transaction, an act of providing at least a portion of the record version to the persistent system;
   an act of logging post-commit processing information including at least a commit marker for the transaction, a representation for each record version that is created by the transaction and for each record version that is updated by the transaction;
   an act of providing the post-commit processing information to the persistent system; and
   an act of confirming that the record versions provided to the persistent memory and the post-commit processing information have been persisted in the persistent system.

2. The method in accordance with Claim 1, wherein for each record version that is updated by the transaction, the portion of the record version provided to persistent system includes a valid interval end boundary for the corresponding record version.

3. The method in accordance with Claim 1, further comprising:
   an act of associating a log buffer with the transaction, and preparing the log buffer for filling,
   wherein the act of logging comprises an act of providing the post-commit processing information into the log buffer that has been prepared for filling, and
   wherein the act of providing the post-commit processing information to the persistent main memory comprises an act of providing the log buffer to the persistent system.

4. The method in accordance with Claim 1, further comprising:
   an act of committing the transaction after the act of confirming.
5. The method in accordance with Claim 4, wherein the act of committing comprises:
   an act closing a status of the post-commit processing information so that it is not further added to; and
   an act of persisting the closed state of the post-commit processing information to the persistent system.

6. The method in accordance with Claim 5, wherein the act of persisting the closed state comprises:
   an act of providing the closed state of the post-commit processing operation to the persistent system; and
   an act of confirming that the closed state of the post-commit processing operation has been persisted in the persistent system.

7. The method in accordance with Claim 6, wherein the post-commit processing information is located in a current log buffer, wherein the act of persisting the closed state of the post-commit processing information comprises:
   an act of providing the closed state of the post-commit processing operation to the persistent system by providing a filled state of a current log buffer to the persistent system;
   an act of freeing up a prior log buffer in which post-commit processing information from a prior transaction was located;
   an act of providing the freed state of the prior log buffer to the persistent system;
   an act of confirming that the filled state of the current log buffer and the freed state of the prior log buffer have been persisted to the persistent system; and
   an act of terminating the prior transaction after the act of confirming that the filled state of the current log buffer and the freed state of the prior log buffer have been persisted to the persistent system.

8. The method in accordance with Claim 7, further comprising:
   for each written record version that is created or updated by the transaction, an act of updating a valid interval using the post-commit processing information; and
   an act of providing the updated valid interval for each of the written record versions to the persistent system, wherein the current transaction is not removed from a transaction map until after the method is again begun for a subsequent transaction.
9. The method in accordance with Claim 1, further comprising:
   for each record version that is created by the transaction, an act of updating a valid
   interval begin boundary using the post-commit processing information; and
   for each record version that is updated by the transaction, an act of updating a valid
   interval end boundary using the post-commit processing information.

10. A system comprising:
    one or more processors;
    a persistent system capable of persisting data;
    a bus coupling the one or more processors to the persistent system, wherein the
        persistent system has an addressing system that is addressable by the one or more
        processors via the system bus; and
    a transaction system configured to complete a transaction by performing the
        following:
        for each record version that is created by the transaction, an act of
        providing the record version to the persistent system;
        for each record version that is updated by the transaction, an act of
        providing at least a portion of the record version to the persistent system;
        an act of logging post-commit processing information including at least a
        commit marker for the transaction, a representation for each record version that is
        created by the transaction and for each record version that is updated by the
        transaction;
        an act of providing the post-commit processing information to the
        persistent system; and
        an act of confirming that the record versions provided to the persistent
        memory and the post-commit processing information have been persisted in the
        persistent system.
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