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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

TITLE: MODULAR BACKUP AND RETRIEVAL SYSTEM WITH AN
INTEGRATED STORAGE AREA FILE SYSTEM

SPECIFICATION

CROSS-REFERENCES TO RELATED APPLICATIONS
This application claims the benefit of U.S. Provisional Patent Application Serial Nos.
00/143,744, and 60/143,743, both filed July 14, 1999, pending, and U.S. Patent Application
entitled “Modular Backup and Retrieval System With An Integrated Storage Area File

System”, filed July 5, 2000, Serial No.

INCORPORATION BY REFERENCE
This application hereby incorporates by reference, in their entirety, U.S. Provisional
Patent Application Serial Nos. 60/143,744, and 60/143,743, both filed July 14, 1999,
pending, and U.S. Patent Application entitled “Modular Backup and Retrieval System With

An Integrated Storage Area File System”, filed July 5, 2000, Serial No.

BACKGROUND
1. Technical Field.

The present invention is directed towards backup systems for computer networks. In
particular, the present invention is directed towards the implementation of a distributed,
modular backup system with a storage area network (SAN) system, and the use of the modular

backup system under the SAN file system.
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2. Related Art.

Conventional backup devices usually employ a monolithic backup and retrieval
system servicing a single server with attached storage devices. These systems usually control
all aspects of a data backup or retrieval, including timing the backup, directing the files to be
backed up, directing the mode of the archival request, and directing the storage process itself
through attached library media. Further, these backup and retrieval systems are not scalable,
and often direct only one type of backup and retrieval system, whether it is a network backup
or a single machine backup.

Further, especially in a network environment, a user on an archived network has no
easy and readily understandable way to access archived data for informational or retrieval
purposes. The archived backups and their information are not easily accessible in a
meaningful and clear manner over a network.

The operation of a backup and retrieval system across a network containing several
different types of hardware and operating systems presents other challenges to displaying and
using the archived data. The possibility of differences in the hardware components, operating
systems, and file structures of different components in the network complicate the
accessibility of files and data.

Many other problems and disadvantages of the prior art will become apparent to one

skilled in the art after comparing such prior art with the present invention as described herein.
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SUMMARY OF THE INVENTION

Various aspects of the present invention may be realized through a storage system
having a computing device for storing information in the storage system. The computing
device includes a management component that directs the storing of information in the
storage system, and at least one client component operating on at least one other computing
device. The management component coordinates the storing of information in the storage
system by interaction with the at least one client component.

In certain embodiments, the management component of the storage system manages
backup and retrieval of information according to predetermined storage policies. For
example, the storage policies of the storage system may consist of the following: scheduling
policies, aging policies, index pruning policies, drive cleaning policies, configuration
information, tracking all running and waiting jobs, allocating drives, selecting a type of
backup, tracking different applications running on each client, and tracking media types. In
other embodiments, the management component contains scheduling information for a
timetable of backups for the computing devices and the computing devices may be

_interconnected. In still other embodiments, the storage system may include a modular
backup system that works in conjunction with a storage area network (SAN) system. Of
course, the information in the storage system may be data or files and the computing device
may include an attached data storage device, to which it can store data and files locally. The
computing devices of the storage system may be connected to the SAN system via a direct
fiber channel connection, a SCSI connection, or another equivalent type connection.

The storage system may also archive information on a library media managed by the
media component, which maintains an index to easily locate the particular information that
has been archived. At least one of the media component, the client component, or the

management component may use the indices created during each backup and retrieval request

~
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to create a logical file system extension based on the contents of the library media, which
contains all the archived information. Further, at least one of the media component, the client
component, or the management component may create a pathname to any particular archived
information, the pathname indicating to the file processor that the information is stored as an
archive in the media library. In this case, the at least one of the media component or the
client component use the pathname information to correlate the pathname with the actual
storage location in the library media by reconverting the pathname to the index as created by

the media component at the time of backup.

Various aspects of the present invention may also be found in a method for storing
information in a storage system. The method includes configuring a computing device for
storing information in the storage system; directing the storing of information in the
computing device of the storage system with a management component; and coordinating the
storing of information in the storage system by interaction with at least one client co'mponent,
the at least one client component operating on at least one other computing device.

Other aspects of the present invention will become apparent with further reference to

the drawings and specification which follow.
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BRIEF DESCRIPTION OF THE DRAWINGS
Fig. 1 is a schematic block diagram of a modular backup and retrieval system built in

accordance with principles according to the present invention.

Fig. 2 i1s a schematic block diagram of a modular backup system working in
conjunction with a storage area network (SAN) system according to principles of the present

invention.

Fig. 3 is a schematic block diagram of the interaction of the library media of Fig. 2
with the SAN system.

Fig. 4 is a tree diagram of a network file system maintained by the SAN system

implementing a path extension to data archived by the modular backup system, all of Fig. 2.
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DETAILED DESCRIPTION OF THE DRAWINGS

Fig. 1 is a schematic block diagram of a modular backup system. A modular backup
system 100 comprises three components, a management component 110, one or more client
components 120, and one or more media components 130.

Typically, the three components comprising the management component 110, the
client component 120, and the media component 130 may reside on several different
machines. For example, the management component 110, the client component 120, and the
media component 130 may all reside on a single computing device. Or, the management
component 110 and one of the media components 130 may reside on a single computing
device with a client component 120 residing on a different computing device. Or, the
management component 110 and one of the client components 120 may reside on a single
computing device with a media component 130 residing on a different computing device. Or,
a media component 130 and a client component 120 may reside on the same computing
device with the management component 110 residing on a different computing device. Or,
the management component 110, the client component 120, and the media component 130
may all reside on different computing devices. Of courses, other arrangements in accordance
with principles of the present invention are contemplated and upon viewing the present
disclosure will become apparent to those of ordinary skill in the art.

As shown in Fig. 1, the management component 110 is coupled to the client
components 120 and the media components 130. The media components 130 are also
coupled to the client components 120.

These components of the management component 110, client component 120, and the
media component 130 are typically software programs running on the respective computing
devices. The computing devices may not be the same devices, but communication should

exist between these components, as demonstrated.
-6-
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The client component 120 controls the actions and parameters of a backup or retrieval
for a particular client computing device. A client computing device is the computing device
in need of backup and retrieval assistance. The client components 120 can each reside on a
client computing device, or is in active communication with the client computing device.
The particular client component 120 for a particular client computing device communicates
with a management director component 110 regarding such parameters as backup schedules,
types of files in the backup schedule, the method of backup or retrieval, and other broad
scope archival management functions for the client computing device. The particular client
component 120 communicates with a particular media component 130 responsible for the
actual backup or retrieval function.

The media component 130 controls the actions and parameters of the actual physical
level backup or retrieval at the library media containing the archived data. Each media
component 130 is responsible for one or more physical backup media devices. As shown in
Fig. 1, the media component 130 may be responsible for a single backup device 140, or for a
plurality of backup devices 150 through 160. The particular media component 130 directs
the data that is the subject of an archival type request to or from, as the case may be, the
particular backup devices 140, 150, or 160 that it is responsible for. In the case of a retrieval
type archival request, the particular media component 130 directs the retrieved data to a
requesting client component 120.

The particular media component 130 also creates a library index for the data
contained on the particular backup devices 140, 150, or 160 for which it is responsible for
operating. Additionally, the particular media component 130 indexes the location of the
archived data and files on the particular associated backup media devices 140, 150, or 160
that it is responsible for operating, and allows the management component 110 and the client

component 120 access to certain information about the index entries. The media component
-7-
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130 uses this library index to quickly and easily locate a particular backed up file or other
piece of data on the physical devices at its disposal.

The particular media component 130 resides on a computing device physically
responsible for the operating the library media which the particular media component is
responsible for, or it must be in active communication with that computing device. The
media component also communicates with the management component 110, since the
management component is responsible for the allocation of physical media for archival
purposes.

The backup devices 140, 150, and 160 can comprise many different types of media,
such as massively parallel fast access magnetic media, tape jukebox media, or optical
jukebox media devices. The determination of which backup device is to be implemented is
determined by several parameters. = These include time related frequency of accesses,
importance of the backup file or data and urgency of its retrieval, or how long ago the backup
was made.

The management component 110 directs many aspects of a backup and a retrieval,
including scheduling policies, aging policies, index pruning policies, drive cleaning policies,
configuration information, keeping track of all running and waiting jobs, allocation of drives,
type of backup (i.e. full, incremental, or differential), tracking different applications running
on each client, and tracking media. First, for storage, the management component 110
contains the scheduling information for a timetable of backups for the computing devices. It
should be noted that any number of computing devices might be involved, and that the
computing devices may be interconnected.

Fig. 2 is a schematic block diagram of a modular backup system working in
conjunction with a storage area network (SAN) system 250. A computing device 200

contains and operates a management component 202, which is responsible for the
-8-
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coordination of backup, storage, retrieval, and restoration of files and data on a computer
network system 290. The management component 202 coordinates the aspects of these
functions with a client component 212, running on another computing device 210, and a
client component 222 running on yet another computing device 220. The computing device
220 also has an attached data storage device 214, to which it can store data and files locally.

The computing devices 210, 220, and 230 are connected to the SAN system 250 via a
connection 264, such as a direct fiber channel connection, or a SCSI connection. However, it
should be realized that any type of network connection is possible.

The SAN system 250 environment comprises the connection media 264, routers, and
associated hubs for the actual data communication functions of the network, and a file
processor 252. The elements of the SAN system 250 not explicitly numbered are implied in a
remainder of the SAN system 250.

Another computing device 230 contains another client component 232. However, the
computing device 230 is connected, through a network 270, to a file processor 252 for
interaction with the SAN system 250 through another network 265. This network could be
any type of network, such as a LAN operating under a TCP/IP protocol.

The client components 232, 222, or 212 coordinate and direct local backup and
retrieval functions on the computing devices 230, 220, and 210, respectively. The
management component 202 coordinates and directs the overall network backup of the
computer network 290.

The computing devices 210, 220, and 230 can all be different architectures of
machines running different operating systems. Hardware systems could include those made
by SUN, Hewlett/Packard, Intel based families of processors, and machines based on the

RS6000 and PowerPC families of processors, to name a few. Operating systems can include
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the many flavors of UNIX and UNIX-like operating systems, such as HP/UX, Solaris, AIX,
and Linux, to name a few, as well as Windows NT by Microsoft.

The file processor 252 of the SAN system 250 contains a client component 262 and a
media component 260. Storage media 257, 258, and 259 are communicatively coupled to the
file processor 252 for storage of network files from the computing devices 210, 220, and 230.
These storage devices can be magnetic media for fast retrieval, tape media for longer term
storage, or optical media for much longer term storage.

The overall SAN system 250 acts as a block access device to the computing devices
210, 220, and 230. Thus, the overall SAN system 250 acts as a virtual media device and
centralizes the network file system from the computing devices 210, 220, and 230. As such,
true dynamic sharing of the data and files through the SAN system 250 is possible. These
data and files are available to the computing devices 210, 220, and 230. The computing
devices 210, 220, and 230 present their network file and data requests to the file processor
252 over the SAN network media 264 remainder of the SAN system 250 as they would any
other storage media available to that computing device. The file processor 252, working in
accordance with its software, interprets the data and file requests from the external computing
devices. The file processor 252 then performs the file or data request based on the
information it is given, and responds accordingly to the file or data request. The network file
system 1s maintained and operated on solely by the file processor 252 of the SAN system
250. All accesses, writes, reads, and requests for information on any files and/or data under
the network file system is handled by the SAN system 250, and in particular the file
processor 252.

The file processor 252 keeps track of all the stored files and/or data stored on the
media devices 257, 258, and 259. The file processor 252 maintains and presents a file system

view of the stored data and/or files to the computing devices 210, 220, and 230 over the
-10-
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remainder of the SAN system 250 and the SAN network media 264. The computing devices
210, 220, and 230, when accessing or inquiring about portions of the network file system,
perform these functions by requesting them through the file processor 252 of the SAN system
250.

The SAN system 250 allows access to the files and/or data stored in its storage media,
and actually performs all the function of a file system to the attached computing devices 210,
220, and 230. Opening, closing, reading, and writing of data to files and of files themselves
actually look and perform like a normal file system to the attached computing devices 210,
220, and 230. These actions are transparent to the computing devices. As such, the SAN
system 250 acts and performs as a file system to the rest of the computing devices connected
to the file processor 252. Also, from the perspective of the computing devices, each
computing device can access and view the data and/or files stored by the file processor 252 of
the SAN system 250 as part of a large, monolithic file system.

A client component 262 and a media component 260 can be part of the SAN system
250. These components work in conjunction with other components present in the network
environment, including the file processor 252 itself, to make up a network backﬁp and
retrieval system for the computer network 290.

In the case of a local storage type archival request, the files and/or data, as stored on
the media devices 257, 258, and 259, are routed by the file processor 252 to the media
component 260. This request can be made by either the client component 262 local to the file
processor 252, or the management component 202 overseeing the network backup as a
whole. The files and/or data are then archived on a library media 275 managed by the media
component 260, which maintains an index to easily locate the particular data and/or file that

has been archived.
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As such, the data and/or files stored on the network file system can be archived to the
library media 275 through the interaction of these components. When archived, the media
component 260 maintains an index to the locations of the stored files and/or data. In the
present invention, the media component 260, the client component 262, or the management
component 200 may use the indices created during each backup and retrieval request to create
a logical file system extension based on the contents of the library media 275, which contains
all the archived data and/or files.

The media component 260, the client component 262, or the management component
202 may create a pathname to any particular archived data or file, and this pathname specially
indicates to the file processor 252 that the data and/or file is stored as an archive in the media
library 275. Specifically, the media component 260 or the client component 262 can use this
information to correlate the pathname with the actual storage location in the library media
275 by reconverting the pathname to the index as created by the media component 260 at the
time of backup.

This pathname information can be made available to the file processor 252, which
integrates the file extensions and the information to the existing network file system that it
currently maintains. In one embodiment, given a filename, the file processor 252 can query
the client component 262 to access the archived file as directed in the requested manner. It
may also query the management component 202 to do the same. The client component 262
or the management component 202, as the case may be, then translates the pathname to the
appropriate index as stored by the media component 260, and requests that the media
component 260 access the file as requested. The media component 260 then accesses the
requested entry and returns the result of the query, whether that is information about the data
or file, or the data or file itself. The client component 262 or the management component

202, as the case may be, then directs the data or the file itself to the file processor 252. If an
-12-
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external device, such as the computing device 212, initially requested the information, the file
processor 252 would direct the result to that particular computing device.

Fig. 3 1s schematic block diagram of the interaction of the library media and the media
component in the file processor of Fig. 2 as implemented in a SAN system. As shown, a
library media 310 controlled by a media component 320 may comprise a number of different
storage media, or may just comprise one. In Fig. 3, the library media 310 comprises a fast,
alterable random access device 312, a fast, non-alterable random access device 314, a serial
device 316, a slow, alterable random access device 318, and a slow, non-alterable random
access device 319.

An example of the fast, alterable random access device 312 includes various magnetic
media, such as a disc drive, that could include multiple writing surfaces. An example of the
fast, non-alterable random access device 314 includes a multi disc magneto-optical system.
An example of the slow, non-alterable random access device 318 includes jukeboxes
containing CD-ROM disc drive cartridges. An example of the slow, non-alterable random
access device 319 includes jukeboxes containing WORM optical discs. An example of the
serial device 316 could include a magnetic tape cartridge jukebox. Upon viewing the present
disclosure, one skilled in the art will realize that the media storage devices can include many
other types of storage devices adapted to store data from such a system, and are not limited to
those listed.

The media component 320 would control the placement of files, sectors, and other
archival information on the appropriate library media. This placement could be controlled
according to the parameters of the backup, such as proximity in date, or whether the archived
data 1s alterable in the archived form. Other parameters to consider could be the relative
frequency of requests to the data or to importance of the data as determined by a client

component or a management component directing those parameters.
-13-
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Thus, in the case of differential backups, portions of the archived file may reside
across several different media. Older portions may be contained in the device 314, while
newer updated versions of that block may be contained in the device 312. Portions that have
not changed may still be in other library devices.

Fig. 4 is a tree diagram of a network file system maintained by the file processor of a
SAN system implementing a path extension to data archived by the modular backup system,
all of Fig. 2. The normal network file system has a root directory “/”, with various partitions
relating to different functions and or different data sets as determined by the functions and
configurations of the computing devices 210, 220, and 230, all of Fig. 2. In this embodiment,
the archived portion of the network file system resides in the subdirectory "Backups/”.

As each archive backup is performed, or as each archive cleanup and erasing occurs,
the network file structure would change to reflect those additions or deletions. For example,
the subdirectories to the backup directory could be grouped by machine, by date, or by
combination, just to name a few schemes.

Thus, according to the example shown, when the media component 260 performs an
archival backup of the computing device 210, both of Fig. 2, the media component 260 would
perform an index conversion of the backup index to a filename reflecting the relationship. In
the case presented, the archived data and/or files are grouped by machine first, then by
archive data. The files backed up on a given day from computing device 210 are given a
name corresponding to that particular machine. In one example, detailed in Fig. 4, the name
of the computing device 210 corresponds to “Computerl.” Thus, the media component 260
derives a filename for each file backed up to the library media 275 from the computing
device 210 and would take the form of “/Backups/Computer #1/<date>/<filename>" in the

network file system.

-14-



WO 01/04755 PCT/US00/19363

In the example as depicted in Fig. 4, the file system indicates that the file “File_A”,
“File_B”, and “File_C” on the computer corresponding to “Computerl” were backed up on
January 1, 1999. It should also be noted that the file system also indicates that these same
files were backed up on January 2, as well as the “File_D”, a sector of data indicated by
“Sector_E”, and a portion of another file, “File_F”. It should be noted that the client
component 260 or the management component 202 might perform this naming function
based on the backed up items, as well from the indexing functions of the media component
260.

The media component 260, the client component 262, or the management component
202, as the case may be, relays this pathname to the file processor 252, which can then
modify the file system view as presented to the other computing devices. In this way,
versions of the file system, which are in effect snapshots of the file system image, are
preserved with each backup.

As such, the complete information about archived data and/or files is readily visible
and accessible to any of the computing devices 210, 220, all of Fig. 2, presently using the
network file system.

It should be noted that an archival backup could take several forms. A backup can
target data and files on a sector or block write basis, or can be used in a file basis. In the case
of an incremental backup, for example, only those blocks or files that have been altered
would be stored for backup and retrieval purposes. In the case of a differential backup, only
those changed blocks as contained within an altered file would be stored. Or, criteria, such as
file size, can be used to determine a hybrid backup strategy wherein both files and blocks are
saved, depending on the criteria employed. The media component 260, Fig. 2, can readily

incorporate these forms of backups into the scheme.
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In the case of an incremental backup, the data and/or file is displayed as part of the
file system as relayed to the file processor 252, Fig. 2. Or, should a differential backup be
used, the media component 260 can maintain internally a linked list of the actual blocks or
sectors that make up a file or a chunk of data for each modification. The file system can
display the file and/or data individually as grouped by modification date, and the media
component 260 would coordinate in pulling the appropriate sectors or blocks out of the media
library 275, Fig. 2 that make up that particular file or data set as of the modification as shown
in the network file system.

In view of the above detailed description of the present invention and associated
drawings, other modifications and variations will now become apparent to those skilled in the
art. 1t should also be apparent that such other modifications and variations may be effected

without departing from the spirit and scope of the present invention as set forth in this

specification.
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CLAIMS

1. A storage system comprising:

a computing device for storing information in the storage system, the computing
device having a management component that directs the storing of information in the storage
system,

at least one client component operating on at least one other computing device;

the management component coordinating the storing of information in the storage

system by interaction with the at least one client component.

2. The storage system of claim 1 wherein the management component manages

backup and retrieval of information according to predetermined storage policies.

3. The storage system of claim 2 wherein the storage policies consist of the

following:
scheduling policies, aging policies, index pruning policies, drive cleaning policies,
configuration information, tracking all running and waiting jobs, allocating drives, selecting a

type of backup, tracking different applications running on each client, and tracking media

types.

4. The storage system of claim 1 wherein the management component contains

scheduling information for a timetable of backups for the computing devices.
5. The storage system of claim 4 wherein the computing devices are interconnected.

6. The storage system of claim 1 further comprising a modular back.up system that

works in conjunction with a storage area network (SAN) system.

-17-
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7. The storage system of claim 1 wherein the information 1n the storage system

comprises data.

8. The storage system of claim 1 wherein the information in the storage system

comprises files.

9. The storage system of claim 1 wherein the computing device further comprises an

attached data storage device, to which it can store data and files locally.

10. The storage system of claim 6 wherein the computing devices are connected to

the SAN system via a direct fiber channel connection.

11. The storage system of claim 6 wherein the computing devices are connected to

the SAN system via a SCSI connection.

12.

The storage system of claim 1 wherein the information is archived on a library
media managed by the media component, which maintains an index to easily locate the

particular information that has been archived.

13. The storage system of claim 12 wherein at least one of the media component, the
client component, or the management component use the indices created during each backup
and retrieval request to create a logical file system extension based on the contents of the

library media, which contains all the archived information.

14. The storage system of claim 12 wherein at least one of the media component, the
client component, or the management component create a pathname to any particular
archived information, the pathname indicating to the file processor that the information is

stored as an archive in the media library.
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WO 01/04755 PCT/US00/19363

15. The storage system of claim 14 wherein at least one of the media component or
the client component use the pathname information to correlate the pathname with the actual
storage location in the library media by reconverting the pathname to the index as created by

the media component at the time of backup.

16. A mcthod for storing information in a storage system comprising;:

configuring a computing device for storing information in the storage system;

directing the storing of information in the computing device of the storage system
with a management component;

coordinating the storing of information in the storage system by interaction with at
least one client component, the at least one client component operating on at least one other

computing device.

-19-
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