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(57) Abstract

A multiprocessor computer system includes processing element nodes interconnected by physical communications links in a
n-dimensional topology, which includes at least two global partitions. Routers route messages between processing element nodes and
include ports for receiving and sending messages, and lookup tables having a local router table having directions for routing between
processor element nodes within a global partition, and a global router table having directions for routing between processor element nodes
located in different global partitions. The directions from the local table are selected for routing from the next router along a given route
if the current processing element node is in a destination global partition or if the current processing element node is one plus or minus
hop from reaching the destination global partition and the route is exiting on a port that routes to the destination global partition, else the
directions from the global router table are selected for routing from the next router.
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ROUTER TABLE LOOKUP MECHANISM

Field of the Invention

The present invention relates generally to the field of high-speed
digital data processing systems, and more particularly, to routers for routing
messages in multiprocessor computer systems.

Background of the Invention

Multiprocessor computer systems comprise a number of
processing element nodes connected together by an interconnect network. Each
processing element node includes at least one processing element. The
interconnect network transmits packets of information or messages between
processing element nodes. Multiprocessor computer systems having up to
hundreds or thousands of processing element nodes are typically referred to as
massively parallel processing (MPP) systems. In a typical multiprocessor MPP
system, every processing element can directly address all of memory, including
the memory of another (remote) processing element, without involving the
processor at that processing element. Instead of treating processing element-to-
remote-memory communications as an I/O operation, reads or writes to another
processing element's memory are accomplished in the same manner as reads or
writes to the local memory.

In such multiprocessor MPP systems, the infrastructure that
supports communications among the various processors greatly affects the
performance of the MPP system because of the level of communications required
among processors.

Several different topologies have been proposed to interconnect
the various processors in such MPP systems, such as rings, stars, meshes,
hypercubes, and torus topologies. Regardiess of the topology chosen, design
goals include a high communication bandwidth, a low inter-node distance, a high

network bisection bandwidth and a high degree of fault tolerance.
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Inter-node distance is defined as the number of communications
links required to connect one node to another node in the network. Topologies
are typically specified in terms of the maximum inter-node distance or network
diameter: the shortest distance between two nodes that are farthest apart on the
network.

Bisection bandwidth is defined as the number of links that would
be severed if the network were to be bisected by a plane at a place where the
number of links between the two halves is a minimum. In other words, bisection
bandwidth is the number of links connecting two halves of the network where
the halves are chosen as the two halves connected by the fewest number of links.
It is this worst-case bandwidth which can potentially limit system throughput
and cause bottlenecks. Therefore, it is a goal of network topologies to maximize
bisection bandwidth.

In a torus topology, a ring is formed in each dimension where
information can transfer from one node, through all of the nodes in the same
dimension and back to the original node. An n-dimensional torus, when
connected, creates a n-dimensional matrix of processing elements. A bi-
directional n-dimensional torus topology permits travel in both directions of each
dimension of the torus. For example, each processing element node in the 3-
dimensional torus has communication links in both the + and - directions of the
X, ¥, and z dimensions. Torus networks offer several advantages for network
communication, such as increasing the speed of transferring information.
Another advantage of the torus network is the ability to avoid bad
communication links by sending information the long way around the network.
Furthermore, a toroidal interconnect network is also scalable in all n dimensions,
and some or all of the dimensions can be scaled by equal or unequal amounts.

In a conventional hypercube network, a plurality of
microprocessors are arranged in an n-dimensional cube where the number of
nodes £ in the network is equal to 2". In this network, each node is connected to

each other node via a plurality of communications paths. The network diameter,
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the longest communications path from any one node on the network to any other
node, is n-links.

Conventional hypercube topology is a very powerful topology
that meets many of the system design criteria. However, when used in large

5  systems, the conventional hypercube has some practical limitations. One such
limitation is the degree of fanout required for large numbers of processors. As
the degree of the hypercube increases, the fanout required for each node
increases. As a result, each node becomes costly and requires larger amounts of
silicon to implement.

10 Variations on the basic hypercube topology have been proposed,
but each have their own drawbacks, depending on the size of the network. Some
of these topologies suffer from a large network diameter, while others suffer
from a low bisection bandwidth. What is needed is a topology that is well suited
to applications requiring a large number of processors; is scalable; and provides

15 ahigh bisection bandwidth, a wide communications bandwidth, and a low
network diameter.

Moreover, as systems increase the number of processors, the
number of physical connections required to support the hypercube topology
increases significantly, resulting in higher system costs and manufacturing

20 complexities. Therefore, it is desired that systems could be scaled to take
advantage of more than one type of topology so that smaller systems and larger
systems having divergent design goals related to topology architecture could be
accommodated in one system design. Such design goals include a desire to
optimize system performance while attempting to minimize overall system costs

25  and to minimize manufacturing complexities.

Programmable tables have been utilized for routing packets along
preferred routes in communication networks to accommodate faults or network
reconfiguration. For example, a method of performing distributed
programmable routing using programmable routing tables is described in U.S.

30 Patent Application Serial No. 08/435,452 entitled “Programmable, Distributed
Network Routing,” filed on May 5, 1995. In this application, the router tables
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are implemented in a hierarchical fashion to more effectively accommodate large
networks. The network in this application has a scalable hierarchical topology of
two or more levels corresponding to the hierarchical router tables. The first level
utilizes conventional n-dimensional hypercube topologies for implementing a
multiprocessor infrastructure. Each of the n-dimensional hypercubes are
interconnected at a second level which can be one of p dimensions, where p does
not have to equal n.

For reasons stated above and for other reasons presented in
greater detail in the Description of the Preferred Embodiments section of the
present specification, there is a need to for programmable routing tables in
routers which permit systems to be scaled to take advantage of more than one
type of topology so that smaller systems and larger systems having divergent
design goals related to topology architecture could be accommodated in one
router design.

Summary of the Invention

The present invention provides a method and a multiprocessor
computer system including a plurality of processing element nodes. Each
processing element node has at least one processor and memory. Physical
communication links interconnect the processing element nodes in a n-
dimensional topology, which includes at least two global partitions of processing
element nodes. Routers route messages between the plurality of processing
element nodes on the physical communication links. Each router including ports
for receiving and sending messages, and lookup tables associated to ports and
holding entries having directions for routing from a next router along a given
route. Each lookup table includes a local router table having directions for
routing between processor element nodes within a global partition, and a global
router table having directions for routing between processor element nodes
located in different global partitions. The directions from the local table are
selected for routing from the next router if the current processing element node is
in a destination global partition or if the current processing element node is one

plus or minus hop from reaching the destination global partition and the route is
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exiting on a port that routes to the destination global partition, else the directions
from the global router table are selected for routing from the next router.

In one embodiment, each router includes a programmable register
having a force local table bit, that, when set, causes the directions from the local
table to be selected for routing from the next router. In one embodiment, each
router includes programmable registers having a plus global valid bit and a
minus global valid bit. The directions from the local table are selected for
routing from the next router if the current processing element node is in the
destination global partitions or if the current processing element node is one plus
hop from reaching the destination global partition and the plus global valid bit is
set and the route is exiting on a port that routes to the destination global partition
or if the current processing element node is one minus hop from reaching the
destination global partition and the minus global valid bit is set and the route is
exiting on a port that routes to the destination global partition, else the directions
from the global router table are selected for routing from the next router.

In one embodiment, the local table includes local table entries,
wherein each local router table entry includes a - global direction field, a +global
direction field, and a local direction field. The local direction field is selected for
routing from the next router if the current processing element node is in the
destination global partitions. The -global direction field is selected for routing
from the next router if the current processing element node is one minus hop
from reaching the destination global partition and the route is exiting on a port
that routes to the destination global partition. The +global direction field is
selected for routing from the next router if the current processing element node is
one plus hop from reaching the destination global partition and the route is
exiting on a port that routes to the destination global partition.

In one embodiment, the topology is a torus topology where at
least one of the n dimensions has a radix greater than four. In one embodiment,
when the topology is a six or less dimensional hypercube, only the local router

table is used to obtain the directions for routing from the next router.
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Brief Description of the Drawings

Figure 1 is block diagram of a multiprocessor computer system.

Figure 2 is a block diagram of one embodiment of the interface
between a scalable interconnect network and two nodes, each having two
processors.

Figure 3 is a block diagram of one embodiment of the interface
between a scalable interconnect network and two nodes, each having four
processors.

Figure 4 is a model of a two dimensional (2D) hypercube
topology multiprocessor system.

Figure 5 is a model of a three dimensional (3D) hypercube
topology multiprocessor system.

Figure 6 is a model of a four dimensional (4D) hypercube
topology multiprocessor system.

Figure 7 is a model of a five dimensional (5D) hypercube
topology multiprocessor system.

Figure 8 is a model of a six dimensional (6D) hypercube topology
multiprocessor system.

Figure 9 is a diagram of a 2 x 2 x 2 three dimensional (3D) torus
topology.

Figure 10 is a diagram of an example X dimension configuration
for one embodiment of a multiprocessor computer system.

Figure 11 is a physical layout diagram for one embodiment of a
multiprocessor computer system having 256 nodes.

Figure 12 is a physical layout diagram for one embodiment of a
multiprocessor computer system having 128 nodes.

Figure 13 is a physical layout diagram for one embodiment of a
multiprocessor computer system having 512 nodes.

Figure 14 is a physical layout diagram for one embodiment of a

multiprocessor computer system having 1024 nodes.
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Figure 15 is a physical layout diagram for one embodiment of a
multiprocessor computer system having 2048 nodes.

Figure 16 is a physical layout diagram for one embodiment of a
multiprocessor computer system having 264 nodes.

Figure 17 is a physical layout diagram for one embodiment of a
multiprocessor computer system having 544 nodes

Figure 18 is a block diagram of a router chip according to the
present invention.

Figure 19A is a diagram of a router table lookup mechanism
according to the present invention.

Figure 19B is a diagram of an example entry for a local router
table employed in the router lookup mechanism of Figure 19A.

Figure 20 is a diagram of an example set of routes through a
network where a set of destination addresses all have the same local destination
address, but have different global destination addresses.

Figure 21 is another diagram of an example set of routes through
a network where a set of destination addresses all have the same local destination
address, but have different global destination addresses.

Figure 22 is a diagram of a mechanism according to the present
invention to accomplish the appropriate virtual channel assignment.

Figure 23 is a diagram illustrating the operation of the mechanism
of Figure 22.

Description of the Preferred Embodiments

In the following detailed description of the preferred
embodiments, reference is made to the accompanying drawings which form a
part hereof, and in which is shown by way of illustration specific embodiments
in which the invention may be practiced. It is to be understood that other
embodiments may be utilized and structural or logical changes may be made
without departing from the scope of the present invention. The following
detailed description, therefore, is not to be taken in a limiting sense, and the

scope of the present invention is defined by the appended claims.
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A representative multiprocessor computer system according to the
present invention is indicated generally at 20 in Figure 1. As indicated in Figure
1, multiprocessor computer system 20 includes up to n nodes, such as indicated
by a first node 22, a second node 24, and an nth node 26. The nodes are
interconnected by a scalable interconnect network 28, which permits
multiprocessor computer systems 20 to be scale from desk side systems to very
large supercomputer configurations.

As illustrated in detail for first node 22, each node in
multiprocessor computer system 20 includes at least one processor, such as a
first processor 30 and a second processor 32 for node 22. An interface circuit 34
interfaces with scalable interconnect network 28 and communicates with a
memory and directory 36 and an input/output crossbar subsystem 38.

Although the multiprocessor computer system 20 illustrated in
Figure 1 provides one example environment to implement the below-described
hypercube/torus scalable architecture according to the present invention, the
present invention is in no way limited to this particular application environment.
In fact, many alternative environments using alternative node and interface
circuit configurations can be utilized. To a large extent, the topology according
to the present invention, as implemented in scalable interconnect network 28, is
independent of the complexity of the nodes, such as nodes 22, 24, and 26,
interconnected by that topology.

Figure 2 illustrates, in block diagram form, one embodiment of
the interface between scalable interconnect network 28 and two nodes 22 and 24.
In this embodiment, scalable interconnect network 28 includes router chips, such
as indicated at 50. Router chip 50 includes eight ports 52, 54, 56, 58, 60, 62, 64
and 66. Router ports 52 and 54 are respectively coupled to +X dimension
physical communication link 70 and - X dimension physical communication link
72. Router ports 56 and 58 are respectively coupled to +Y dimension physical
communication link 74 and -Y dimension physical communication link 76.
Router ports 60 and 62 are respectively coupled to +Z dimension physical

communication link 78 and -Z dimension physical communication link 80.
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Router port 64 communicates with node 22 and router port 66 communicates

| with node 24.

As indicated, router port 64 communicates with node 22 via
interface chip 34. Similarly, router port 66 communicates with node 24 via
interface chip 34'. In node 22, interface chip 34 communicates with processors
30 and 32. In node 24, interface chip 34' communicates with processors 30" and
32"

Therefore, as illustrated in Figure 2, this implementation of
scalable interconnect network 28 transmits packets of information between the
processor nodes in the + and - directions of three dimensions and routes packets
to two nodes which both include two processors. In other words, one router chip
50 communicates directly with four processors (30, 32, 30' and 32') and six
physical communication links (70, 72, 74, 76, 78 and 80).

Figure 3 illustrates, in block diagram form, another embodiment
of the interface between a scalable interconnect network 128 and two nodes 122
and 124. In this embodiment, scalable interconnect network 128 includes router
chips, such as indicated at 150. Router chip 150 includes eight ports 152, 154,
156, 158, 160, 162, 164 and 166. Router ports 152 and 154 are respectively
coupled to +X dimension physical communication link 170 and -X dimension
physical communication link 172. Router ports 156 and 158 are respectively
coupled to +Y dimension physical communication link 174 and -Y dimension
physical communication link 176. Router ports 160 and 162 are respectively
coupled to +Z dimension physical communication link 178 and -Z dimension
physical communication link 180. Router port 164 communicates with node 122
and router port 166 communicates with node 124.

As indicated, router port 164 communicates with node 122 via
interface chip 134. Similarly, router port 166 communicates with node 124 via
interface chip 134". In node 122, interface chip 134 communicates with
processors 130, 131, 132, and 133. In node 124, interface chip 134'

communicates with processors 130', 131', 132', and 133"
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Therefore, as illustrated in Figure 3, this implementation of
scalable interconnect network 128 transmits packets of information between the
processor nodes in the + and - directions of three dimensions and routes packets
to two nodes which both include four processors. In other words, one router chip
50 communicates directly with eight processors (130, 131, 132, 133, 130, 131/,
132', and 133') and six physical communication links (170, 172, 174, 176, 178
and 180).

As will be better understood by the following discussion, the
router chips according to the present invention, such as router chips 50 and 150,
can easily scale and accommodate various topologies. In the embodiments
illustrated in Figures 2 and 3 the networks are double bristled in that two nodes
are connected to a single router 50/150. In other alternative embodiments,
additional ports are added to the router chip to permit additional bristling of
nodes or the adding of additional dimensions. For example, if two additional
ports were added to make a total of ten router ports, + and - directions of a
fourth dimension could be added to the interconnect network. Alternatively, the
two additional ports could be used to make a quadruple bristled network where
four nodes are connected to a single router. In addition, other modification can
be made, such as implementing a single bristled network where only one node is
connected to a single router. For example in eight-port router chip 50 having a
single bristled implementation, there could be the + and - directions for the X, Y
and Z dimension for connecting a torus, plus an additional single direction fourth
dimension for connecting a mesh network. In addition, as illustrated in detail
below, the eight router ports of router 50 can be used to create up to six-
dimensional hypercube topologies.

Example Hypercube Topologies

Multiprocessor computer system 20 employs eight-port router 50
to form up to six-dimensional hypercube systems. The hypercube topology
minimizes average hop counts, provides physical link redundancy and maintains

linear bisection bandwidth salability.
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An example two dimensional (2D) hypercube topology
multiprocessor system is modeled in Figure 4. In Figure 4, four router chips 50
are employed and are numbered 0 through 3. There are two processor ports from
each router, such as those labeled PP from router 0, to couple each router to two
nodes to create a double bristled topology. Thus, the doubled bristled 2D
topology produces an eight node multiprocessor system having 16 processors in
a two processor per node system or 32 processors in a four processor per node
system. The router links, such as those labeled RL from node 0 to nodes 1 and 3,
form the 2D hypercube topology. In addition, extra ports of each router are used
to form express links, such as those labeled EL from node 0 to node 2, resulting
in a doubling of the bisection bandwidth of the system.

An example three dimensional (3D) hypercube topology
multiprocessor system is modeled in Figure 5. In Figure 5, eight router chips 50
are employed and are numbered 0 through 7. There are two processor ports from
each router, such as those labeled PP from router 0, to couple each router to two
nodes to create a double bristled topology. Thus, the doubled bristled 3D
topology produces an 16 node multprocessor system having 32 processors in a
two processor per node system or 64 processors in a four processor per node
system. The router links, such as those labeled RL from node 0 to nodes 1, 3,
and 7 form the 3D hypercube topology. In addition, extra ports of each router
are used to form express links, such as those labeled EL from node 0 to node 5,
resulting in a doubling of the bisection bandwidth of the system.

An example four dimensional (4D) hypercube topology
multiprocessor system is modeled in Figure 6. In Figure 6, 16 router chips 50
are employed. There are two processor ports from each router, such as those
labeled PP from router 0, to couple each router to two nodes to create a double
bristled topology. Thus, the doubled bristled 4D topology produces a 32 node
multprocessor system having 64 processors in a two processor per node system
or 128 processors in a four processor per node system. The router links, such as

those labeled RL from node 0 form the 4D hypercube topology.
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An example five dimensional (5D) hypercube topology
multiprocessor system is modeled in Figure 7. In Figure 7, 32 router chips 50
are employed. There are two processor ports from each router, such as those
labeled PP from router 0, to couple each router to two nodes to create a double
bristled topology. Thus, the doubled bristled 5D topology produces a 64 node
multprocessor system having 128 processors in a two processor per node system
or 256 processors in a four processor per node system. The router links, such as
those labeled RL from node 0 form the 5D hypercube topology. For clarity, only
the node 0 links in the fourth and fifth dimensions are shown in Figure 7.

An example six dimensional (6D) hypercube topology
multiprocessor system is modeled in Figure 8. In Figure 8, 64 router chips 50
are employed. There are two processor ports from each router, such as those
labeled PP from router 0, to couple each router to two nodes to create a double
bristled topology. Thus, the doubled bristled 6D topology produces a 128 node
multprocessor system having 256 processors in a two processor per node system
or 512 processors in a four processor per node system. The router links, such as
those labeled RL from node 0 form the 6D hypercube topology. For clarity, only
the node 0 links in the fourth, fifth, and sixth dimensions are shown in Figure 7.
Torus Topologies for Larger System Configurations

Multiprocessor computer system 20 scales from desk size systems
to very large super computer configurations. Scalable interconnect network 28
connects multiple nodes via a very high speed, reliable interconnect system.
Eight port router 50 can be employed to scale systems beyond 128 nodes in three
dimensional (3D) torus topologies. Non-power-of-two systems can also be
configured simply by adding additional cables and reconfiguring routing tables
as described below. The below description describes example large scale system
configurations and the corresponding system topologies for example systems
from 128 to 2048 nodes. Router 50 preferable uses differential signaling to
enhance its ability to scale as system sizes grow. As with the multiprocessor
topologies described above, two of the eight ports are typically dedicated to

connecting from the routers to two separate nodes, such as indicated in Figures 2
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and 3. Also as illustrated in Figures 2 and 3, the six remaining ports are
employed to form + and - direction connections in three dimensions (X, Y, and
7).

For illustrative purposes, Figure 9 illustrates a 2 x 2 x 2 3D torus
topology network in the X, Y, and Z dimensions. Each node in a 3D torus has
communication links in both the + and - directions of the X, Y and Z
dimensions. A tours topology forms a ring each dimension where information
can transfer from one node, through all the nodes in the same dimension, and
back to the origin node.

It isbinteresting to note that a 4 x 4 x 4 bi-directional 3D torus
topology is equivalent to the 6D multiprocessor topology illustrated in Figure 8
having 128 nodes. Thus, as indicated above, the 3D torus topology is utilized for
systems having more than 128 nodes, because a double bristled 60
multiprocessor contains 128 nodes.

Global Partitions

As discussed below, each port on router 50 has two router tables
(shown in Figures 18 and 19) referred to as a local router table and a global
router table. In one embodiment of multiprocessor computer system 20 which is
scalable to 2048 nodes, the local router table contains 128 locations and the
global router table contains 16 locations. If a packet’s source processor is in the
same global partition as the destination processor, local tables will describe all of
the routes required for the requests to reach their destination and for the response
to return to the source. If the destination is in a different global partition, the
global tables are used to describe how to get from one partition to the next. As is
described below, because the router tables indicate which output port to take on
the next router chip, the router chips which are one hop from the destination
global partition also use the local table.

Example X Dimension Configuration

An example X dimension configuration for one embodiment of

multiprocessor computer system 20 is illustrated in Figure 10. A router PC

board 86 includes four routers, such as router 50, which are labeled R and
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numbered 0, 1, 2 and 3. In this configuration, the X dimension does not scale as
system sizes grow. In this implementation, the X dimension connections are
implied in all system topologies greater than 128 nodes. Each of the four routers
50 on router PC board 86 is coupled to two nodes which are labeled N. Each
node in the embodiment illustrated in Figure 10 comprises two processors
labeled P.

In this embodiment, four routers are connected on the router PC
board 86 to form a torus connection of four routers in the X-dimension. The X-
dimension does not scale beyond four connections. The four remaining ports of
each router chip 50 are connected between router chips to form the Y and Z
dimensions for the torus topologies used in larger systems.

Example Torus Topologies

Figure 11 illustrates one embodiment of a system having 256
nodes interconnected with 128 router chips 50 in a double bristled torus
topology. In this embodiment there are four X dimension PC router boards 86 in
each of eight cabinets 88. Thus, in this embodiment, there are eight nodes
coupled to each X dimension router board 86 and 32 nodes within each cabinet
88. The + directions of the Y and Z dimensions are indicated with arrows. As
indicated, there are four locations within the X dimensions, eight locations
within the Y dimension, and four locations within the Z dimension resulting in a
4 x 8 x 4 torus topology. Also, as illustrated in Figure 11, there is a global
partition GPO and a global partition GP1, where each global partition comprises
four cabinets 88.

Figure 12 illustrates one embodiment of a system having 128
nodes interconnected with 64 router chips 50 in a double bristled torus topology.
In this embodiment there are four X dimension PC router boards 86 in each of
four cabinets 88. Thus, in this embodiment, there are eight nodes coupled to
each X dimension router board 86 and 32 nodes within each cabinet 88. The +
directions of the Y and Z dimensions are indicated with arrows. As indicated,
there are four locations within the X dimensions, four locations within the Y

dimension, and four locations within the Z dimension resultingina 4 x4 x 4
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torus topology. There is only one global partition in the embodiment of Figure
12 having four cabinets 88. This 4 x 4 x 4 torus topology is equivalent to the 6D
hypercube topology illustrated in Figure 8.

Figure 13 illustrates one embodiment of a system having 512
nodes interconnected with 256 router chips 50 in a double bristled torus
topology. In this embodiment there are four X dimension PC router boards 86 in
each of 16 cabinets 88. Thus, in this embodiment, there are eight nodes coupled
to each X dimension router board 86 and 32 nodes within each cabinet 88. The
+ directions of the Y and Z dimensions are indicated with arrows. As indicated,
there are four locations within the X dimensions, eight locations within the Y
dimension, and eight locations within the Z dimension resultingina4 x 8 x 8
torus topology. Also, as illustrated in Figure 13, there are global partitions GP0
through GP3. In this embodiment, global partitions GP0O and GP3 each comprise
four cabinets 88, while global partitions GP2 and GP3 are interleaved within a
total of eight cabinets.

Figure 14 illustrates one embodiment of a system having 1024
nodes interconnected with 512 router chips 50 in a double bristled torus
topology. In this embodiment, there are four X dimension PC router boards 86
in each of 32 cabinets 88. Thus, in this embodiment, there are eight nodes
coupled to each X dimension router board 86 and 32 nodes within each cabinet
88. The + directions of the Y and Z dimensions are indicated with arrows. As
indicated, there are four locations within the X dimensions, 16 locations within
the Y dimension, and eight locations within the Z dimension resulting ina 4 x 16
x 8 torus topology. Also, as illustrated in Figure 14, there are global partitions
GPO through GP7, where each global partition comprises eight half portions of
cabinets 88.

Figure 15 illustrates one embodiment of a system having 2048
nodes interconnected with 1024 router chips 50 in a double bristled torus
topology. In this embodiment, there are four X dimension PC router boards 86
in each of 32 cabinets 88. Thus, in this embodiment, there are eight nodes

coupled to each X dimension router board 86 and 32 nodes within each cabinet
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88. The + directions of the Y and Z dimensions are indicated with arrows. As
indicated, there are four locations within the X dimensions, 16 locations within
the Y dimension, and 16 locations within the Z dimension resulting ina 4 x 16 x
16 torus topology. Also, as illustrated in Figure 15, there are global partitions
GPO through GP15, where each global partition comprises eight half portions of
cabinets 88.

Figures 11 through 15 illustrate power-of-two systems. However,
as systems scale and size according to the present invention, the systems are not
limited to power-of-two configurations. For example, Figure 16 illustrates one
embodiment of a 264 node system comprising a first portion 89 which is 4 x 4 x
8 torus within eight cabinets, and a second portion 91 which is 4 x 1 x 1 torus
within one cabinet. The 264 node system of Figure 16 comprises global
partitions GPO, GP1, and GP3. Global partitions GP0 and GP1 each include four
cabinets 88 with 32 nodes within each cabinet. Global partition GP3 includes
one cabinet 88, which has 8 nodes.

Another example of a non-power of system having 544 nodes is
illustrated in Figure 17. This 544 node system comprises a first portion 93
which is 4 x 8 x 8 torus within 16 cabinets, and a second portion 95 which is a 4
x 2 x 2 torus within one cabinet. The 544 node system of Figure 17 comprises
global partitions GPO through GP7. Global partitions GP0 and GP1 each include
five half portions of cabinets 88, while GP2 through GP7 each include four half
portions of cabinets 88.

Router Chip

Router chip 50 (or 150) according to the present invention is
illustrated in block diagram form in Figure 18. Router chip 50 includes eight
differential ports 52, 54, 56, 58, 60, 62, 64, and 66 for coupling to up to eight
pairs of unidirectional physical links per router. Four virtual channels, such as
indicated at 90, 92, 94, and 96 for port 52, are assigned to each physical channel,
where two virtual channels are assigned to requests and two virtual channels are
assigned to responses. A more detailed discussion of virtual channels is

provided below.
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A source synchronous driver/receiver (SSD/SSR) block 98
creates and interprets high-speed, source synchronous signals used for inter-chip
communication. A link level protocol (LLP) block 100 interfaces to SSD/SSR
block 98 and provides transmission of data between router chips. A router
receive block 102 accepts data from LLP block 100, manages virtual channels,
and forwards data to router tables 104 and 106 and a router send block 108.
Router receive block 102 includes virtual channel management logic,
dynamically allocated memory queues, bypass logic, and fairness logic which
ages packets when they fail to make progress. Router send block 108 drives data
into LLP block 102 for transmission to other router chips.

Global router table 104 and local router table 106 together form a
two level routing table which provides routing information for messages as they
pass through the network. Router tables 104 and 106 are indexed by the
message destination and direction, and provide a new message direction via an
exit port ID. Since routing is pipelined with link arbitration, the routing tables
must include instructions as to how to traverse to the next router chip.

For clarity, only port 52 is shown in detail, but all of the eight
ports of router chip 50 comprise: virtual channels 90, 92, 94, and 96 a source
synchronous driver/receiver (SSD/SSR) block 98; a link level protocol (LLP)
block 100; a router receive block 102 ; router tables 104 and 106; and a router
send block 108.

A router arbiter block 110 executes two levels of arbitration for
the router chip. The first level arbiter performs a wavefront arbitration to selects
a near-optimal combination of grants for a given arbitration cycle and informs
receiver block 102 which requests won. Ports which are not used during the first
level arbitration have a second chance to be granted by the second level or
bypass arbiter. Fairness via age comparison is contained within the arbiter
block.

A router crossbar block 112 includes a series of multiplexers
which control data flow from receiver ports to sender ports. Once arbiter block

110 decides on the winners, arbiter block 110 forwards this information to
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crossbar block 112 which provides connections from receivers to senders. A
router Jocal block 114 is a control point of router chip 50. Router local block
114 provides access to all router controls and status registers including router
tables 104 and 106 , error registers (not shown), and protection registers (not
shown). Router Jocal block 114 also supports special vector message routing,
which is used during system configuration. In one embodiment, router local
block also supports hardware barrier operation.

Message Flow

Messages vary from one to several micropackets in length.
Router chip 50 does not assume any particular message length based on header
information, but routes a message according to header information until a tail bit
is detected. The message header contains all routing and priority information
required to complete the message route. Several other fields in the message
header are used for memory, processor, and I/O operations. However, only a few
fields are decoded by router chip 50. The remaining fields are passed along
unchanged as data. Network and node operations are separated as much as
possible to permit future networks or future nodes to be interchanged with
minimal compatibility problems.

Message header packets follow tail micropackets. Once a
micropacket is detected by router chip 50 with its tail bit set in a sideband
(discussed below), the next micropacket to the same virtual channel is assumed
to be a header. After reset, the first micropacket received by router chip 50 is
assumed to be a header. Message body packets are treated as all data, except for
sideband information.

A sideband is a field of information that accompanies each
micropacket. In one embodiment, router 50 employs the sideband to tag each
micropacket with a virtual channel, to communicate virtual channel credits, and
to indicate error and tail conditions. Error bit encoding indicates that the
micropacket accompanying the error bit indicator encountered a memory ECC
error or other type of source error. It is necessary to encode the bit error for

every micropacket because, for example, an error might not be detected until the
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end of a block read and the header of a message will already be routed through
the network and cannot indicate an error state.
Message Aging

In one embodiment, each message has an age associated with it
and message age influences internal arbitration in router chip 50, where priority
is given to older messages. Thus, as a message travels across the network, it
ages each time it is stored in a virtual channel buffer. The longer a message
waits in a virtual channel buffer, the more it ages. The aging process will
continue until the aging limit is reached. In one embodiment, the upper age
values are reserved for fixed high priority packets.
Message Routing

In one embodiment, routing chip 50 supports two types of routing
which are: 1) table-driven routing for standard, high-speed routing based on
internal routing tables; and 2) vector routing for initialization, based on routing
instructions included in the message header. Table-driven routing messages are
injected into the network with a destination address and an initial direction (i.e.,
exit port ID), and the routing tables contain the information necessary to deliver
the message to its destination. Vector routing requires the source node to
completely specify the routing vector when the message is injected into the
network.
Vector Routing

The vector routing feature of router chip 50 is used to for access
to router registers and some interface circuit registers. Vector routing provides
network exploration and routing table initialization and is a low performance
routing. The vector routing function permits software to probe the network
topology and set up routing tables and ID fields through uncached reads and
writes. Once software programs a vector route in a vector route register,
software may execute uncached reads and writes which initiate vector route
packets.

In one embodiment, vector route messages are always two

micropackets in length. The first micropacket is a standard header, with
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command encoding indicating read or write, and direction field indicating router
core. Whenever a vector route header enters a router chip 50, the vector route
header is routed directly to router local block 114. Once inside router local block
114, the second micropacket is examined for the vector route data. Vector route
data consists of a vector having vector elements, which each comprise a direction
pointer. Direction pointers may include either an output port ID or a vector
terminator.

At each hop during the request phase of the vector route, local
block 114 examines the current vector and routes according to the right-most
vector element. The entire route vector is then shifted right by the number of
bits in a vector element, and a return direction port ID is shifted in as the most
significant bits. A vector request routed message has reached its destination
when the right-most vector element contains binary some indicator, such as for
example, 0000 for a four bit vector element.

Once the request packet reaches its destination (the current
request vector is all 0s), a response header is formulated and the message is sent
back to the port it entered on, but on the reply virtual channel. The new vector is
generated such that the least significant nibble becomes the most significant
nibble. As a response makes its way through the network, the right-most vector
elements are used to route the message and the vector is shifted right. The
message eventually reaches the originating node via the same route on which it
left.

Table-Driven Routing

All message packets routed by scalable interconnection network
28 during normal operation are routed via routing tables, such as routing tables
104 and 106. Routing tables 104 and 106 are distributed across scalable
interconnection network 28 each port of each router and provide a high-speed,
flexible routing strategy which can be adapted through software. Routing tables
104 and 106 determine the path taken by messages between any two nodes in the
system. Routing tables 104 and 106 must be programmed in a way which does

not introduce any cycles in the directed routing graphs. As dictated by routing
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tables 104 and 106, the physical message paths are static. The message paths are
programmed into routing tables 104 and 106 by software. In the event that a
fault develops in scalable interconnection network 28, the static routes dictated
by routing tables 104 and 106 can be modified during system operation.
However, this software manipulation of routing tables 104 and 106 can be used
only for fault avoidance, not for congestion control. Thus, one embodiment
scalable interconnection network 28 never routes a message adaptively through
the network by “skipping” a desired route when a necessary link is unavailable
due to congestion.

Unless noted otherwise, the following routing table discussion
refers to a system having two processors per node, such as the system illustrated
in Figure 2 above. A router table is indexed by a network destination
identification (ID) and provides the next direction a message should travel.
Optimally, a router table has a unique entry for each other node in the system.
Since this solution is not typically feasible due to the size of the table required,
the routing tables, according to the present invention, are broken into a two-level
hierarchy. In one embodiment of this two-level hierarchy, there is one router
table entry for each of 128 nodes (64 routers) to a given local subnetwork or
global partition, as well as a router table entry for each of up to 16 local
subnetworks.

Table I at the end of this Description of the Preferred
Embodiments section provides one specific example of a TLB mapping showing
how the node destination address is broken into global portions for addressing
into the global and local tables for a system scalable from 2 to 2048 nodes. The
specific example TLB mapping of Table I show how the global and local address
bits can be interleaved if desired to accommodate certain physical
configurations.

Table II at the end of this Description of the Preferred
Embodiments section provides another specific example of a TLB mapping
showing how the node destination address is broken into global portions for

addressing into the global and local tables for a system scalable from 2 to 256
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nodes. The specific example TLB mapping of Table II shows how the global
and local address bits are not interleaved for accommodating certain other
physical configurations. The specific example TLB mapping of Table II also
shows that this system embodiment of up to 256 nodes includes two extra local
bits and one extra global to permit future expansion from 272 to 4096 nodes.

In one embodiment, the global destination ID portion must have
exactly one bit in the least significant five bits of the destination for systems with
greater than 512 nodes. This ensures that an invalidate engine (not shown) maps
out nodes appropriately in systems greater than 512 nodes. Without this, the
upgrade path would require a 32 node increment to be spread across two half
populated cabinets. For systems having less than or equal to 128 nodes, the
global bits are preferably avoided all together. This allows for more routing
flexibility and less required configuration, as all routing comes from the local
table. It should, however, be noted that the scheme used for greater than 128
nodes may also be used for less than or equal to 128 nodes.

A given router chip 50 in the scalable interconnect network 28
must decide whether to use the global or Jocal table to look up a direction to
take. The value looked up is not used immediately, but is attached to the packet
header and used on the next router chip.

Figure 19A illustrates a router table lookup mechanism illustrated
generally at 200. As indicated in Figure 19A, a physical destination ID indicated
at 202 includes a global destination ID portion 204 and a local destination ID
portion 206. In the embodiment illustrated in Figure 19A, global destination ID
204 includes four bits, while the local destination ID 206 includes seven bits.
Global destination ID 204 indexes global routing table 104 having entries 208.
Local destination ID 206 indexes local routing table 106 having entries 210.
Global destination ID 204 is compared, as indicated at decision point 212, to a
current node’s global address stored in register 214. Global destination ID 204 is
also compared at decision point 216 to a next -global address stored in register
218. Global destination ID 204 is also compared at decision point 220 to a next

+global address stored in register 222.
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A direction field from the message header is indicated at 224 and
is four bits in the embodiment illustrated Figure 19A. Direction field 224 from
the message header 224 is compared at decision point 224 to - global direction
bits stored in register 226. Direction field 224 from the message header is also
compared at decision point 228 to +global direction bits stored in register 230.
The output from decision points 220 and 228 and a +global valid bit stored in
register 232 are logically AND’d by an AND gate 234. Similarly, the output of
decision points 216 and 224 and a -global valid bit stored in register 236 are
logically AND’d by an AND gate 238. The outputs of AND gates 234 and 238,
the output of decision point 212, and a force local table bit stored in register 240
are logically OR’d by an OR gate 242.

Figure 19B illustrates an example entry 210 for local router table
106. Local router table entry 210 includes a -global direction field, a +global
direction field, and a local direction field. In the embodiment illustrated in
Figure 19A, local router table 106 provides the -global direction field on a line
244, the +global direction field on a line 246, and the local direction field on a
line 248 to a multiplexer 250. Multiplexer 250 provides one of the direction
fields 244, 246, or 248 to one input of a multiplexer 254 based on the state of the
outputs of AND gates 234 and 238. Global table 104 provides a global direction
field on a line 252 to a second input of multiplexer 254. Multiplexer 254
provides either the global direction field from line 252 or the selected direction
field from multiplexer 250 to an output line 256 based on a force local signal
provided from OR gate 242. The selected four bit direction field from
multiplexer 254 provided on line 256 includes an exit port ID of three bits to
determine through which one of the eight ports of the next router chip 50 the
message is to be routed, and includes a virtual channel least significant bit (Isb).

In the operation of the embodiment of the router table lookup
mechanism of Figure 19A, local router table 106 provides an exhaustive list of
local destinations within a local subnetwork, and global router table 104 provides
an exhaustive list for each global destination. Local router table 106 is used to

determine the next direction when the global bits of the destination ID match the
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global address of the current router or they match that of the plus or minus
neighboring local subnetwork and the output port is the one designated as that
which connects directly to that neighboring local subnetwork. When the global
bits of the destination ID do not match the global address of the current router

5 chip 50, global router table 104 is used to determine the next direction. In one
embodiment, the global ID/port registers 214, 218, 222, 226, 230, 232, and 234
and the force local table register 240 in each router chip 50 are software
programmable via a global port definition register (not shown) in router local
block 114.

10 An Example set of routes through a network where a set of
destination addresses all have the same local destination address, but have
different global destination addresses is illustrated in diagram form in Figure 20.
In this example, three routes are performed. All of the three routes only use the
local router table entries. The dashed lines represent hops in a given route that

15 carry the local direction field of the local router table; the dotted lines represent
hops in a given route that carry the +global direction field in the local router
table; and the dotted/dashed lines represent hops in a given route that carry the
—global direction field. This particular example does not illustrate any hops that
carry the global router table entries.

20 In Figure 20, the first route passes through an input port 300 of
router 12, as indicated by solid line 302. The first route is then routed from
router 12 in global partition 2 to router 13 in global partition 3 carrying the
+global direction field in the local router table, as indicated by dotted line 304.
The first route is then routed from router 13 in global partition 3 to the router 3

25  (the destination) in global partition 3 carrying the local direction field in the local
router table, as indicated by dashed line 306.

In Figure 20, the second route passes through input port 300 of
router 12, as indicated by solid line 302. The second route is then routed from
router 12 in global partition 2 to the router 2 (the destination) in global partition

30 2 carrying the local direction field in the local router table, as indicated by
dashed line 308.
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In Figure 20, the third route passes through input port 300 of
router 12, as indicated by solid line 302. The third route is then routed from
router 12 in global partition 2 to router 11 in global partition 1 carrying the
- global direction field in the local router table, as indicated by dotted/dashed
line 310. The third route is then routed from router 11 in global partition 1 to the
router 1 (the destination) in global partition 1 carrying the local direction field in
the local router table, as indicated by dashed line 312.

Another example set of routes through a network where a set of
destination addresses all have the same local destination address, but have
different global destination addresses is illustrated in diagram form in Figure 21.
In this example, two routes are performed. The dashed lines represent hops in a
given route that carry the local direction field of the local router table; the dotted
lines represent hops in a given route that carry the +global direction field in the
local router table; the single dotted/single dashed lines represent hops in a given
route that carry the - global direction field; and the double dotted/single dashed
lines represent hops in a given route that carry the global router table entry.

In Figure 21, the first route passes through an input port 400 of
router 12, as indicated by solid line 402. The first route is then routed from
router 12 in global partition 2 to router 13 in global partition 3 carrying the
global entry in the global router table, as indicated by double dotted/single
dashed line 404. The first route is then routed from router 13 in global partition
3 to router 14 in global partition 4 carrying the +global direction field in the local
router table, as indicated by dotted line 406. The first route is then routed from
router 14 in global partition 4 to the router 4 (the destination) in global partition
4 carrying the local direction field in the local router table, as indicated by
dashed line 408.

In Figure 21, the second route passes through input port 400 of
router 12, as indicated by solid line 402. The second route is then routed from
router 12 in global partition 2 to router 11 in global partition 1 carrying the
global entry in the global router table, as indicated by double dotted/single

dashed line 410. The second route is then routed from router 11 in global
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partition 1 to router 10 in global partition 0 carrying the - global direction field in
the local router table, as indicated by single dotted/single dashed line 412. The
second route is then routed from router 10 in global partition 0 to the router 0
(the destination) in global partition 0 carrying the local direction field in the local
router table, as indicated by dashed line 414.

Virtual Channels

Four virtual channels, such as indicated at 90, 92, 94, and 96 for
port 52, are assigned to each physical channel, where two virtual channels are
assigned to requests and two virtual channels are assigned to responses. The
scalable interconnect network 28 utilizes the virtual channels to perform
deadlock-free routes, create separate request and reply networks, and provide
reserved buffers for congestion relief for certain messages. Each message is
associated with one of the four virtual channels. In one embodiment, when a
message enters a router port, the message is written into the virtual channel
buffer indicated by a virtual channel field in the sideband. Congestion control is
achieved by allowing messages to switch between the two virtual channels.

In one embodiment, a single physical router link supports
interleaving of messages on different virtual channels, but within one virtual
channel a message must remain continuous. For example, after router chip 50
sends four micropackets across a physical link on virtual channel 0, router chip
50 can choose to send any number of packets on virtual channels 1-3 before
returning to virtual channel 0 to complete the first message. This feature allows
router chip 50 to maximize utilization of virtual channel buffers by sending
partial messages when only a small amount of space is available at the
destination.

In one embodiment, high priority messages can also cut through
lower priority messages across a given physical link, assuming the messages do
not share the same virtual channel. In order to implement this virtual channel
cut-through, each micropacket must be tagged with its virtual channel number in
a sideband. This is why virtual channel identification is not contained in the

message header in this embodiment.
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Deadlock Avoidance

Scalable interconnect network 28 must break cycles of
dependencies, as these would cause the network to deadlock. The three types of
cyclic dependencies that scalable interconnect network 28 is designed to break
are: 1) request-response cycles; 2) turn cycles; and 3) physical cycles. The latter
two may only have a semantic difference, but they are differentiated below.

Requests trigger responses which means that cycles are
introduced if they use dependent resources. This cycle is broken through the use
of virtual channels. All requests travel on one class of virtual channel and all
responses on another class of virtual channel. In one embodiment, cache
coherency mechanisms in interface circuit guarantee that all traffic fits into one
of these two classes, and that no dependencies are introduced from requests to
responses or from responses to requests.

As to turn cycles, if turns are not restricted, traffic can loop back
on itself. Restrictions to avoid turn cycles are implemented through appropriate
loading of the router tables. In one embodiment, the restrictions are as follows:
[Z, = Vne» ~Xnels [Y> ~Xnel> [X]. The subscript “nc” indicates “no crossing.” That is,
do not cross a dateline in that dimension. The concept of datelines is described
in detail in the Thorson et al. U.S. Patent 5,659,796, which is assigned to Cray
Research, Inc. In other words, the above restrictions cause routing to be
performed in three phases as follows:

1. +z, -z, -y, and -x can be routed in any order, but the

dateline cannot not be crossed in x or y;

2. +y, -y, and -x can be routed in any order, but the dateline

cannot be crossed in x; and

3. x can be completed.

In one embodiment, router chip 50 does not support reflections
(i.e., same entrance and exit port). This scheme, combined with the system
growth path, provides deadlock avoidance, full use of bisection bandwidth, and

multiple paths between nodes.
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As to physical cycles, in one embodiment virtual channels are
used to break physical cycles in double bristled systems with greater than 128
nodes, such as for a 4 x 8 x 4 double bristled torus topology 256 node system.
Physical cycles are only a concern for cycles with greater than four vertices, such
as for the Y dimension of the 4 x 8 x 4 torus topology system.

A mechanism according to the present invention to accomplish
the appropriate virtual channel assignment is illustrated in diagram form in
Figure 22. In this mechanism, the six inter-router ports, such as ports 52, 54, 56,
58, 60, and 62 of router chip 50 illustrated in Figure 2, are divided into three
pairs, where each pair defines a dimension. In one embodiment, this pairing is
accomplished via a port_mate field 500 stored in a port information register 502
in router chip 50. Port mate field 500 is a three bit field that matches the lower
three bits of the direction field, indicated at 504, on an incoming header packet.
The three bit port_mate field 500 is relative to the input port. Table III at the end
of this Description of the Preferred Embodiments section provides one
embodiment of each input port’s relative mate.

The least significant bit (Isb) of the first word of the header
micropacket is defined as the “V” bit, indicated at 506, which becomes the Isb of
the output virtual channel (nxt_vch_Isb). The next router chip 50 in a given
route employs the nxt_vch_Isb to determine which type of virtual channel should
be used for routing from the next router chip 50. A virtual channel select enable
(vch_sel_en) bit 508 stored in a global information register 510 in router chip 50
is used to control a multiplexer 512. If the vch_sel en bit 508 is cleared, the
nxt_vch_Isb bit is used to indicate the Isb of the next link on line 514 from
multiplexer 512. In smaller systems (e.g., less than or equal to 128 nodes in one
embodiment), the vch_sel_en bit 508 is cleared, which causes packets to route
from source to destination on the same virtual channel.

On larger systems (e.g., greater than 128 nodes in one
embodiment), the vch_sel en bit 508 is set and the Isb of the virtual channel on
line 514 is set using virtual channel Isb on line 256b from the indexed entry from

router table 104 or 106 and the port_mate field 500. The indexing of router
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tables 104 and 106 is described above and illustrated in Figures 19A-B. A
comparator 516 compares the direction field on line 256a from the indexed entry
from router table 104 or 106 to the port_mate field 500 from port information
register 502 to determine whether the output port of the next router chip is the
mate to the input port of the next router chip. The output of comparator 516
controls a multiplexer 518, which provides its output to multiplexer 512.

If the vch_sel_en bit 508 is set and the output port is the mate to
the input port, the virtual channel Isb on line 256b from lookup table 104 or 106
is logically OR’d with the incoming nxt_vch_Isb bit 506 by an OR gate 520, and
this OR’d value is provided as the nxt_vch_Isb on line 514. If the vch_sel_en bit
is set and the output port is not the mate to the input port, the nxt_vch_Isb on line
514 is the virtual channel Isb on line 256b from lookup table 104 or 106.

The above mechanism according to the present invention to
accomplish the appropriate virtual channel assignment for larger torus systems
having at least one radix greater than four can be expressed as follows:

1. Determine if route is straight (i.e, within one dimension)

or if route is turning corner (i.e, switching dimensions);

2. If route is turning corner then the nxt_vch_Isb is the

virtual channel bit from the routing tables;

3. If route is straight, then the nxt_vch_Isb is obtained by

logically ORing the virtual channel bit from routing tables with

the virtual channel bit from message header.

The operation of this mechanism for appropriate virtual channel
assignment for larger torus systems having at least one radix greater than four is
illustrated in diagram form in Figure 23. In Figure 23, only the Y and Z
dimensions are illustrated, because in the embodiment of Figure 10, the X
dimension is held at a radix of four. Figure 23 illustrates a route starting on
virtual channel 0 from (Y,Z) source (0,0) to (Y,Z) destination (4,1). As
illustrated, virtual channel 0 is used to route from router chip (0,0) to router chip
(1,0). Virtual channel 0 is used to route from router chip (1,0) to router chip

(2,0).
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However, in router chip (1,0) the virtual channel bit from the
router tables is a one, because of a dateline crossing. The virtual channel bit
from the router tables in router chip (1,0) is logically OR’s with the incoming V
bit, which produces a one. Thus, virtual channel 1 is used to route from router
chip (2,0) to router chip (3,0). Once on virtual channel 1, the route stays on
virtual channel 1, until a corer is turned. Thus, virtual channel 1 is used to
route from router chip (3,0) to router chip (4,0). However, in router chip (3,0),
the virtual channel bit from the router tables is a zero, which determines the
virtual channel to be used on the corner turn route from router chip (4,0) to
router chip (4,1). Thus, virtual channel 0 is used to route from router chip (4,0)
to router chip (4,1).

This design approach permits virtual channel switches at a
dateline crossing or at all corner turns (i.e., switching dimensions). The Isb of
the virtual channel field is used to prevent deadlock in the torus topology in large
systems having more than four locations in at least one dimension, such as for a
4 x 8 x 4 torus topology. This allows deadlock free and virtual channel balanced
network to be implemented in software. It also allows smaller systems which are
deadlock free by nature, to assign certain reference types. For example in one
embodiment of a smaller system, I/O references are assigned to virtual channels
1 and 3, while normal processor-to-processor communication are assigned
virtual channels 0 and 2.

Resiliency

With the hypercube and torus topologies described above, router
chip 50 achieves the goal of always having at least two non-overlapping paths
connecting every pair of nodes connected to a router chip 50. Typically, there
are multiple paths available. This permits the system to bypass broken router
chips or network links. In addition, in one embodiment, each network link is
protected by a check code and link-level logic which retries any corrupted
transmissions and provides tolerance of transient errors.

In this way, the hypercube and torus topologies described above

can sustain multiple faults and still be reconfigured in a fully connected fashion.
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In addition, the two-level router table (router tables 104 and 106), when properly
implemented, contains only a few models which are connected but cannot be

routed, and these typically are unlikely and degenerate cases.
CONCLUSION

The present invention, as described above, permits small systems
to be constructed in a hypercube topology which offers high bandwidth
connections, low latencies, and physical link redundancy while maintaining
linear bisection bandwidths as systems scale. Nevertheless, as systems increase
the number of processors, the number of physical connections required to
support the hypercube topology increases significantly, resulting in higher
system costs and manufacturing complexities. To this end, larger systems
according to the present invention can be constructed in a torus topology having
more than four locations in at least one dimensions. Such torus topologies
according to the present invention permit system performance to be maintained
at a relatively high level, yet reduce the number of physical connections between
processors. With fewer physical connections between processors, system costs
are significantly reduced. Since the torus connection is a ring of processors
which grows as systems become larger, multiple torus rings can be formed in the
system to keep interconnect bandwidth high and latencies between processors
low.

Although specific embodiments have been illustrated and
described herein for purposes of description of the preferred embodiment, it will
be appreciated by those of ordinary skill in the art that a wide variety of alternate
and/or equivalent implementations calculated to achieve the same purposes may
be substituted for the specific embodiments shown and described without
departing from the scope of the present invention. Those with skill in the
mechanical, electro-mechanical, electrical, and computer arts will readily
appreciate that the present invention may be implemented in a very wide variety
of embodiments. This application is intended to cover any adaptations or

variations of the preferred embodiments discussed herein. Therefore, it is
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manifestly intended that this invention be limited only by the claims and the

equivalents thereof.
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WHAT IS CLAIMED IS:

1. A multiprocessor computer system comprising:
a plurality of processing element nodes, each processing element node
having at least one processor and memory;
physical communication links interconnecting the processing element
nodes in a n-dimensional topology, which includes at least two global partitions
of processing element nodes;
routers for routing messages between the plurality of processing element
nodes on the physical communication links, each router including:
ports for receiving and sending messages, and
lookup tables associated to ports and holding entries having
directions for routing from a next router along a given route, each lookup
table including a local router table having directions for routing between
processor element nodes within a global partition, and a global router
table having directions for routing between processor element nodes
located in different global partitions, wherein the directions from the
local table are selected for routing from the next router if a current
processing element node is in a destination global partition or if the
current processing element node is one plus or minus hop from reaching
the destination global partition and the given route is exiting on a port
that routes to the destination global partition, else the directions from the

global router table are selected for routing from the next router.

2. The multiprocessor computer system of claim 1 wherein the topology is a
torus topology, wherein at least one of the n dimensions has a radix greater than

four.

3. The multiprocessor computer system of claim 1 wherein each router

further includes a programmable register having a force local table bit, that,
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when set, causes the directions from the local table to be selected for routing

from the next router.

4. The multiprocessor computer system of claim 1 wherein each router
further includes programmable registers having a plus global valid bit and a
minus global valid bit, such that the directions from the local table are selected
for routing from the next router if the current processing element node is in the
destination global partitions or if the current processing element node is one plus
hop from reaching the destination global partition and the plus global valid bit is
set and the route is exiting on a port that routes to the destination global partition
or if the current processing element node is one minus hop from reaching the
destination global partition and the minus global valid bit is set and the route is
exiting on a port that routes to the destination global partition, else the directions

from the global router table are selected for routing from the next router.

5. The multiprocessor computer system of claims 1 wherein the local table
includes local table entries, wherein each local router table entry includes a

—global direction field, a +global direction field, and a local direction field.

6. The multiprocessor computer system of claim 5 wherein the local
direction field is selected for routing from the next router if the current
processing element node is in the destination global partitions, the - global
direction field is selected for routing from the next router if the current
processing element node is one minus hop from reaching the destination global
partition and the route is exiting on a port that routes to the destination global
partition, and the +global direction field is selected for routing from the next
router if the current processing element node is one plus hop from reaching the
destination global partition and the route is exiting on a port that routes to the

destination global partition.
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7. The multiprocessor computer system of claim 1 wherein when the
topology is a six or less dimensional hypercube, only the local router table is

used to obtain the directions for routing from the next router.
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