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&\ services include data, voice, video, and others, and are typically implemented and/or initiated via an interconnection from a network
= node operated by the service provider to customer premises equipment (CPE 26) operable to receive the service. Service provisioning
includes identifying the service to be provided, identifying the CPE to receive the service, and determining the manner in which the
service is to be provided. In an execution environment such as a hybrid fiber-coax (HFC) network, service deployment time and cost,
and maintenance are reduced, and reliability increased, by an executable element generator operable to generate workflow definition
files, such as an XML (Extensible Markup Language) script. A plurality of services are defined according to a workflow model,
in which each of the services corresponds to one or more of the executable scripts. A service provisioning engine (22) such as a
workflow manager is operable to execute the executable scripts for providing the corresponding service via the network (16). The
% service provisioning engine (22) reads the executable scripts from a common repository such as an LDAP directory, and provides or
initiates the service by communicating, via the network (16), with the CPE (26).
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EXTENSIBLE SERVICE PROVISIONING ENGINE

BACKGROUND OF THE INVENTION

In a network system, services are provided to users via network
interconnections from a service provider. Such services include data, voice, video,
and others, and are typically implemented and/or initiated via an interconnection
from a network node operated by the service provider to customer premises
equipment (CPE) operable to receive the service. Customer premises equipment
may include, for example, PCs, TVs, wired and wireless phones, mass storage
devices, or other service, or network elements operable to be interconnected over the
network. Service provisioning in this manner includes identifying the service to be
provided, identifying the CPE, or network node, to receive the service, and
determining the manner in which the service is to be delivered to the end-user. A
provisioned service is then available to be provided and utilized by a user on
demand by a simple discrete operation such as a mouse click or infrared remote
selection.

One method of providing services to an end user includes so-called hybrid
fiber coax (HFC) networks. Physically extending the network into the home of each
user would be cumbersome, however many homes are already interconnected by
coaxial cables employed for carryiﬁg legacy cable television signals. Such HFC
networks employ a high speed networking device, such as an optical networking unit
(ONU), at a point which is capable of accessing 500-1000 end user homes via the
existing coax cable plant. Tapping into the tree-and-branch topology of the legacy
coax network allows high speed ONUs to be installed only once for every 500-1000
homes, rather than in every home. This approach allows the high-speed optical
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network to be employed for much of the physical distance, and employs the existing
legacy coax for the so-called “last mile” run to individual users. By employing
frequencies on the coax typically above the frequency already employed for cable
TV, HFC networks utilize unused bandwidth to overcome the “last mile” problem
and provide services to users efficiently and economically.

Service provisioning, therefore, typically involves identifying a number of
network nodes and instructions, for example machine instructions for configuring a
particular hardware element, concerned with providing a particular service, and
directing the nodes by transmitting appropriate instructions to which the nodes are
responsive. In order for the service to be properly provisioned, concerned nodes
must be accurately identified and the proper instructions transmitted accordingly.
Often, however, there are many different types of nodes on such a network, each
responsive to a different set of instructions. Further, each service typically requires a
specific corresponding set of instructions to be transmitted. Still further, new
services and new nodes are frequently added or upgraded, requiring additional
instructions or modification of existing instructions, in order to provision the
service.

In a typical prior art service provisioning system, multiple sets of instructions
are maintained for each of the various services, and for each of the hardware element
types which may be invoked in providing the service. Each provision of the service
requires identifying a set of the concerned instructions, often called an adaptor, and
performing an aggregation, such as a compilation or interpretation, of the set of
instructions concerned with the particular instantiation, thereby resulting in a
specific build of the service. Frequently, multiple builds are maintained to
correspond to different customer sites and different services which are to be
provided to that site. However, maintaining multiple builds and multiple adaptors
raises maintenance and development issues. Such adaptors are often written in a
low level language specific to a particular platform. In a non-monolithic system, i.e.
a system having rﬁany platforms, a different adaptor may be required for each

supported platform. The need for multiple adaptors can result in increased
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deployment time and increased cost as custom adaptors and builds are deployed to
adapt to new or upgraded services and hardware to be provisioned.

Therefore, service provisioning has typically been performed by manually
configuring the provisioning objects concerned with providing the desired service.
Further manual steps are required to update databases such as service availability,
accounting, and usage repositories which define a particular service plan. System
upgrades such as new provisioning objects and revisions to service plans must also
be manually retrofitted across the network to update existing provisioned services.
Such manual deployment of services increases the time required to deploy the
service, increases cost because of multiple manual operations which must be
applied, and can tend to be error prone from a need to ensure that all manual

operations are complete.

SUMMARY OF THE INVENTION

In a network services delivery environment, service deployment time, cost
and maintenance are reduced, and reliability increased, by a system for provisioning
services over a network which includes an executable element generator operable to
generate executable scripts recognized across an execution environment. A plurality
of services are defined, in which each of the services corresponds to one or more of
the executable scripts. The services are provided via a network in }communication
with, and operable to provide the services to, each of a plurality of users. A service
provisioning engine (SPE) is operable to execute the executable scripts for providing
the corresponding service via the network. The SPE reads the scripts and associated
parameters from a common repository such as a knowledge base, and provides or
initiates the service by transmitting information signals, via the network, to one or
more customer premises equipment units, such as PCs, televisions, and telephones at
the customers site.

A workflow manager may be employed by the SPE for provisioning services
in an automated, modular manner. A workflow is defined to correspond to a
particular service provisioning request. The workflow is defined in executable

scripts called workflow definition files. Each workflow includes a series of tasks
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executed according to the sequence, conditions, and states specified by the
workflow. The workflow definition files incorporate such tasks via additional
executable scripts which define each task and are stored as task definition files. The
workflow manager may therefore process and apply the workflow in a modular
manner by executing the workflow definition files. The modular structure of the
workflow definition files allows for extensions, modifications, and upgrades through
the individual workflow and task definition files.

The network as employed herein therefore defines an execution environment
upon which the executable scripts are executed. Provisioning objects such as
hardware devices are deployed and interconnected by the network. The provisioning
objects are configured by configuration parameters for the particular provisioning
object. The configuration parameters coordinate the provisioning object for a
particular service, such as assigning ports and buffers within a device. Services such
as voice, video, and data are defined and employ the provisioning objects through
manipulation of element parameters of the provisioning objects concerned with
providing the service, for example, bit rate or QOS (Quality of Service). Each of the
services, further, is implemented by instantiations of service plans, each service plan
enumerating service parameters for identifying variables and aspects associated with
the particular instantiation of the service, such as price and duration.

The executable element generator employed in the service provisioning
system is operable to produce executable scripts, such as an XML conformant file,
for a particular network entity, such as provisioning objects, services, and service
plans. In a particular embodiment there are three types of executable scripts
generated by the executable element generator, also called a module builder. These
executable scripts are employed, or consumed, by three types of script processors. A
network pre-provisioning generator (NPP) is operable to define the configuration
parameters corresponding to each of the provisioning objects. A service plan, or
creation, manager (SPM) is operable to define the element parameters corresponding
to each of the services with respect to a provisioning object. A service provisioning
manager (SM) is operable to define service plans for deploying an instance of the

service. Each of the script processors is preferably a graphical user interface (GUI)
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directed to seamlessly guiding an operator through processing an executable script to
define the desired provisioning parameters (parameters) in the executable script for
the concerned provisioning object.

The system further includes a knowledge base, which may be for example an
LDAP (Lightweight Directory Access Protocol) directory, for storing the executable
scripts and related parameters. The service provisioning engine accesses the
knowledge base via an indicator, and provisions the service by reading the
provisioning parameters defined from executable scripts by the script processors,
and deploying the service at the particular CPE via the network.

The network as defined herein includes an access network, a metro area
network, and a wide area network. The service provisioning engine employs at least
the access network in provisioning the service, the access network including a hybrid
fiber-coax network which may also be employed for providing non-provisioned, or
legacy, signals to a user.

In this manner, executable scripts, such as XML conformant files, are
generated by the executable element generator, and recognized by the service
provisioning engine via the script processors. Further, since the executable scripts
are XML conformant, they are capable of being recognized and applied on behalf of
each of the provisioning objects with which the service provisioning engine
communicates. The use of the executable element generator allows the executable
scripts to be regenerated on demand to correspond to changes in the provisioning
objects, services, or service plans, without redesigning or manually recoding adaptor
routines to correspond to the new provisioning objects, services, or service plans. In
alternate embodiments, other forms of executable script files may be employed to
accommodate various deployment and compatibility issues. The system therefore
provides a rapidly customizable and configurable service provisioning
implementation.

In a particular embodiment, the service provisioning engine comprises a
workflow manager and the executable scripts comprise workflow configuration files,
workflow definition files, and task definition files. The workflow manager is

configurable by loading a workflow configuration file defining network provisioning



WO 02/091194 PCT/US02/14588

10

15

20

25

-6-

objects. The workflow definition files define a workflow comprising: a workflow
name, a workflow state, a workflow mode, a workflow task name, workflow task
arguments and a workflow task failure process, each workflow being associated with
a network provisioning object. The task definition files define workflow tasks
executed by a workflow engine as part of the workflow, and include a workflow task
name, a workflow task description, a workflow task object class and workflow task
arguments, such that the workflow manager fulfills a network service provisioning
request by selecting an appropriate workflow and causing the associated workflow
tasks to be executed by the workflow engine to provide automated network service

provisioning.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects, features and advantages of the invention
will be apparent from the following more particular description of preferred
embodiments of the invention, as illustrated in the accompanying drawings in which
like reference characters refer to the same parts throughout the different views. The
drawings are not necessarily to scale, emphasis instead being placed upon

illustrating the principles of the invention.

Fig. 1 is a context diagram of the present invention;

Fig. 2 shows the local broadband access networks of Fig. 1;

Fig. 3 shows a block diagram of a service provisioning system;

Fig. 4 shows the service provisioning system of Fig. 3 in greater detail;

Figs. 5a-5d show flowcharts of service provisioning as defined by the present
invention; and

Fig. 6 shows a particular embodiment including a workflow manager.

DETAILED DESCRIPTION OF THE INVENTION
A description of preferred embodiments of the invention follows.
A hybrid fiber-coax network is employed for provisioning services to users.

Services are provided through a service provisioning system via a network as
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described below. Fig. 1 shows a context diagram of the present invention.
Referring to Fig. 1, a plurality of services 10 are available for provisioning to users
14a-14c via anetwork 12. The users 14a-14c are shown as exemplary. A plurality
14a-14n of users can be supported. The network 12 may include a public access
network such as the Internet and other networks described further below. The
services include video 10a, such as pay-per-view, video on demand, and digital
cable; IP telephony 10b, such as voice-over-IP (VIOP) and digital telephones;
Internet access via a web browser 10c, and Virtual Private Networks (VPN) 10d.
Other services can be similarly provisioned.

Fig. 2 shows the network 12 in more detail. Referring to Fig, 2, the network
12 includes a plurality of local broadband access networks (LBANS) 16,
interconnected across a metro area network 18. Each of the LBANs 16 includes at
least a portion of a hybrid fiber-coax (HFC) network connected to individual users
14n generally. The metro area network is typically a public access network such as
the Internet, and may be connected to other metro area networks via a wide area
network (WAN, not shown). As indicated above, the use of an LBAN 16 allows
services to be provisioned (provided) directly to the end users 14n using existing
coax cables comprising the coax part of the HFC network. The metro area network
18 provides a high bandwidth connection from the network 12 to the LBAN 16 via
an optical or other node serving each LBAN 16. In a typical embodiment, services
are provisioned from a service delivery center (not shown), operated by the service
provider, via the LBAN 16 in conjunction with the network 12.

In a particular embodiment, the LBAN is a Narad Broadband Access
Network (NBAN) provided by Narad Networks Inc., of Westford, MA, assignee of
the present application, and as described in copending U.S. patent application
09/952,482, filed September 13, 2001, entitled “Network Architecture for Intelligent
Network Elements,” (Attorney Docket No. 3070.1000-003), incorporated herein by
reference. As disclosed above, each LBAN serves approximately 500-1000 homes
from a high speed optical unit such as an optical network distribution switch,
employing the LBAN for the “last mile” connection from the high-speed trunk

provided by the optical unit to the user via the legacy coax network.
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Fig. 3 shows a block diagram of the service provisioning system. Referring
to Fig. 3, an executable element generator 19 is connected to a service provisioning
engine 22. The executable element generator 19 generates executable scripts which
are interpreted by the service provisioning engine 22. The executable element
generator 19 is typically driven by a graphical user interface (GUI) invoked by a
human operator. A knowledge base 24 stores the executable scripts and associated
parameters. The service provisioning engine 22 is in communication with the
LBAN 16, either directly or via other portions of the network 12 (Fig. 1), and
provides the service via the LBAN 16. A user 14' receives the service via one or
more units of customer premises equipment (CPE) 26 also connected to the LBAN.
CPE:s 26 include PCs, telephones, TVs, and other devices adapted to be connected to
the LBAN 16. The executable element generétor 19 generates executable scripts
directing the service provisioning engine 22 how to provide a particular service. In a
particular embodiment, the executable scripts are XML conformant scripts
structured as a workflow, described further below. As described above, XML is a
generic, platform independent syntax which may be interpreted by multiple
platforms. The exécutable scripts as defined herein are therefore applicable to a
plurality of platforms which recognize the XML language. In alternate
embodiments, other script or language formats may be employed. The service
provisioning engine 22 reads the executable scripts and may read associated
executable scripts and parameters from the knowledge base 24. The service is then
provisioned, or provided to the user, via the LBAN 16, typically by sending
messages to the CPE 26 and other provisioning objects concerned with providing the
service. In a particular embodiment, the services are provisioned on a network as
defined in copending U.S. patent application entitled “System and Method for
Network Service Provisioning,” filed concurrently, Attorney Docket No. 3070.1003-
001, incorporated herein by reference in its entirety.

Fig. 4 shows the service provisioning system of Fig. 3 in more detail. Before
describing Fig. 4, some background on service provisioning may prove beneficial.
Services are provided in the form of network transmissions and interactions which

are selectively enabled for users who have subscribed to the service. The services as
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employed in the present system are an enumerated collection of network-based
operations and/or transmissions initiated by a service provider, typically on a
revenue-generating fee-for-services basis. An example is video-on demand
transmitted from the service provider to the user’s CPE 26. A service is typically,
but not necessarily, associated with one or more provisioning objects for providing
the service. A provisioning object may be, for example, a router operable to provide
QOS based throughput sufficient for video-on-demand. Each provisioning object
associated with a service has configuration parameters which are used to configure
the provisioning obj ect for providing the service according to the requirements of the
service provider. Configuration parameters are directed to a particular hardware
provisioning object for provisioning a particular service, such as assigning ports and
buffers within a device.

Similarly, each service also has element parameters which direct the
provisioning object in providing the service. The element parameters direct the
provisioning object how to provide at least a portion of the service. For example,
service parameters for a video-on-demand service may direct a router to deliver at a
QOS level of guaranteed variable bit rate real-time.

Additionally, each service has one or more service plans. A service plan is
an instantiation of a service offered by a particular service provider. For example, a
video-on-demand service provider may have one service plan providing ten movies a
month and another service plan providing twenty movies a month.

Referring to Fig. 4, the executable element generator includes a module
builder 20 for initially generating the executable scripts. The script processors
which consume the executable scripts and generate provisioning parameters include
anetwork pre-provisioning (NPP) generator 23, a service plan manager (SPM) 25,
and a service provisioning manager 28 (SM). The module builder 20 is a graphical
user interface which generates executable scripts indicative of provisioning
parameters for a particular provisioning object, such as network elements, services,
and service plans. This tool allows a vendor to describe a provisioning object as it
relates to the system in the syntax employed by the executable scripts. The module

builder 20 can be employed, for example, by a vendor manufacturing hardware to be
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interconnected over the LBAN, such as a router manufacturer for routing video-on-
demand or a laptop manufacturer on which the video-on-demand is to be received.
The executable script is then stored in the knowledge base 24 along with an
indicator so that it may be employed by the script processors to provide the service
10, (Fig. 1).

The NPP 23 generator allows a service provider to process executable scripts
including defining configuration parameters corresponding to a particular network
element. The configuration parameters allow the service provider to configure the
network element provisioning object for a service, and would be invoked by the
service provider, such as a network operator, to whom the network element was
supplied. The NPP 23 receives an executable script generated by the module builder
20 for each network element concerned with providing the service. The NPP 23
then allows a network engineer at the service provider to configure the network
element by defining the element parameters.

The SPM 25 allows a service provider to process executable scripts
including element parameters corresponding to a particular service 10 (Fig. 1). The
element parameters allow the service provider to direct the provisioning object how
to perform the service, and would be invoked by the service provider to which the
provisioning object was supplied. The SPM 25 receives an executable script
generated by the module builder 20 for each provisioning object concerned with
providing the service. The SPM 25 then allows a network engineer at the service
provider to describe their service as it relates to a provisioning object in the syntax
of the executable script. In the example above, the SPM 25 would be employed by
the video-on-demand service provider to generate a script to direct the router and the
laptop accordingly, for example to transmit and receive at a particular number of bits
per second or frames per second. Other exemplary element parameters include
maximum frame error rate, retry timeout and rate, port number (application type),
and TCP/IP error recovery variables such as the slow start window and fast
retransmit.

A service provisioning manager (SM) 28 allows generation of an executable

script defining a particular instantiation of a service (10, Fig. 2), or service plan, to
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be defined. Service parameters are defined within each of the service plans via the
GUI of the SPM 28, The SPM defines an instantiation of the service in terms of
service parameters, including variables specific to a particular user, such as price,
duration, billing options, and others. In the above example, a particular service plan
might specify that the video-on-demand service provides a movie for a 24 hour
period, or, for example, a service plan applicable to subscribers in Westford, MA
which encompasses knowledge of the local cable provider’s coax network. The
SPM 25, therefore, allows an operator to process executable scripts for specifying
service parameters corresponding to each service plan.

The three types of script processors NPP 23, SPM 25, and SPM 28 each
receive, or consume the executable scripts from the module builder (executable
element generator). Each script processor processes the scripts to define
provisioning parameters for a provisioning object. Each script processor is operable
to receive service provisioning input from a particular type of client, and defines a
particular type of provisioning parameters such that the service provisioning engine
22 may receive the provisioning parameters and direct the corresponding
provisioning object accordingly. Specifically, the NPP 23 defines configuration
parameters applicable to network elements, and would typically be invoked by a
network operator (NOP) responsible for maintaining the network elements in
running order. The SPM 25 defines element parameters applicable to services, and
would be invoked by a service provider to set up a service. The SPM 28 defines
service parameters applicable to a service plan, and would be invoked by a telephone
operator or web interface responsive to an end user request for a specific service to
be provisioned, described further below.

Each of the provisioning parameters from the executable scripts is written to
the knowledge base 24 for later retrieval by the service provisioning engine 22. An
indicator corresponding to the service and the service provider is also written so that
the executable scripts may be indexed and retrieved. In a particular embodiment, the
knowledge base is an LDAP directory.

The service provisioning manager 28 initiates provisioning of a service in

response to a request from a user 14. By employing the executable script or scripts



WO 02/091194 PCT/US02/14588

10

15

20

25

30

-12-

corresponding to a service 10 (Fig. 1), a user may select from among available
service plans and relevant service parameters associated with the plan. The service
provisioning manager 28 employs both an operator interface 30 aﬁd a-web-based
interface 32. The operator interface 30 is staffed by a human operator who initiates
the service in response to a telephone call, email, hardcopy mail, or other indirect
request, and is ideal for a user unfamiliar with GUIs. Such an interface may be
employed at a service delivery center comprising the service provider’s servers and
equipment. The web-based interface 32 may be accessed directly by a user who
enters information specifying the service plan and service parameters desired, along
with other pertinent personal and billing information.

The service provisioning manager 28 then directs the service provisioning
engine 22 to provide the service to the CPE 26 of the user via the LBAN 16. The
service provisioning engine 22 retrieves the applicable provisioning parameters
resulting from the processing of the executable scripts, including the service
parameters, the element parameters, and the configuration parameters from the
knowledge base 24. In this manner, a general purpose service provisioning system is
established which can provision a plurality of services for a plurality of users across
multiple platforms supporting XML conformant files by employing the executable
element generator to generate executable scripts concerned with provisioning the
services.

Figs. 5a-5d show flowcharts of the service provisioning system. Referring to
Fig. 5a, a flowchart of the operation of the network pre-provisioning (NPP) manager
23 (Fig. 4) is shown. A network element provisioning object (80, Fig. 6) is defined
which is to be employed in providing one or more services, as depicted at step 100.
An executable script file corresponding to the provisioning object 80 is opened, as
described at step 102. The network element device parameters or settings concerned
with providing one or more services are identified, as shown at step 104. For each
device parameter, the operator determines a configuration parameter (provisioning
parameter) setting or value for the device parameter, as depicted at step 106. An
entry having the configuration parameter indicative of the determined parameter

setting is written to the executable script, as disclosed at step 108. A check is
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performed to determine if there are more device parameters for this provisioning
object, as shown at step 110. If there are more device parameters, control reverts to
step 106. If there are no more device parameters for this provisioning object, an
identifier for the processed executable script is computed, as disclosed at step 112.
The processed executable script is then stored in the knowledge base 24 (Fig. 4)
along with the identifier, as depicted at step 114.

Fig. 5b shows a flowchart of the service plan manager (SPM) generator 25
(Fig. 4). Referring to Fig. 5b, a service is selected for pre-provisioning, as disclosed
at step 120. An executable script file corresponding to the service is opened, as
described at step 122. The executable script processed by the network pre-
provisioning manager (NPP) 23 for any provisioning objects concerned with
provisioning the service may also be fetched from the knowledge base (Fig. 4), as
shown at step 124. For each provisioning object concerned with provisioning the
service, element settings for the provisioning object are determined from the
executable script, as depicted at step 126. For each element setting, the operator
determines the element parameter (provisioning parameter) for the element setting,
as depicted at step 128. An entry having the element parameter corresponding to the
element setting is written to the executable script, as disclosed at step 130. A check
is performed to determine if there are any more element settings for the current
pro'visioning object, as shown at step 132. If there are, control reverts to step 128. If
there are no more element settings for the current provisioning object, a check is
performed to see if there are any more provisioning objects concerned with
provisioning this service, as depicted at step 134. If there are, control revetts to step
126, otherwise an identifier for the service and the corresponding processed
executable script are computed, as disclosed at step 136. The processed executable
script and the corresponding identifier are then written to the knowledge base, as
shown at step 138.

Fig. Sc shows a flowchart of the executable scripts created for processing by
the service provisioning manager (SM) 28. Referring to Fig. 5c, a service is selected
for instantiation, as shown at step 140. An executable script file corresponding to

this instantiation, or service plan, is opened, as depicted at step 142. Executable
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scripts created on behalf of the NPP generator 23 for this service may be fetched
from the knowledge base, as shown at step 144. For each NPP processed executable
script associated with this service, service variables are identified, as shown at step
146. An operator determines the proper service parameter for this service variable
depending on the service plan desired, as shown at step 148. An entry having the
service parameter (provisioning parameter) is written to the executable script, as
depicted at step 150. Other service parameters not specific to the NPP executable
script may be entered as well. A check is performed to determine if there are more
service parameters corresponding to this NPP processed executable script, as
disclosed at step 152. If there are, control reverts to step 148, otherwise a check is
performed to determine if there are any more NPP executable scripts for this service
plan, as shown at step 154. If there are more NPP executable scripts, then control
reverts to step 146, otherwise, an identifier for this service plan is computed, as
shown at step 156. The processed executable script including associated
provisioning parameters and the identifier are then written to the knowledge base, as
depicted at step 158.

Fig. 5d shows a flowchart of the service provisioning flow comprising the
flows shown in Figs. 5a-5¢. Referring to Fig. 5d and Fig. 4, a service provider
identifies a service 10 (Fig. 1) for provisioning via the LBAN 16, as depicted at step
200. A hardware vendor is identified to develop or provide a provisioning object for
providing the service, as shown at step 202. An executable script corresponding to
the provisioning object is processed by the vendor employing the NPP 23, including
the sequence shown in Fig. 5a, as disclosed at step 204. A check is performed to
determine if there are additional provisioning objects concerned with providing the
service, as shown at step 206. If there are additional provisioning objects, control
reverts to step 202. Otherwise an NPP 23 script corresponding to the service is
developed, including the sequence shown in Fig. 5b, as disclosed at step 208. The
service plan manager 25 is then invoked to develop an executable script
corresponding to service plans corresponding to the service, as described in Fig. 5¢

and depicted at step 210. Processed executable scripts for providing an instantiation

-of the service are now stored in the knowledge base from each of steps 204, 208 and
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210, as shown at step 212. A user requests an instantiation of the service by
accessing the service provisioning manager 28, as disclosed at step 214. As
indicated above, the service provisioning manager 28 may be accessed directly via
the web or indirectly via a human operator at the service operations center. The
service provisioning manager 28 receives the user request, and invokes the service
provisioning engine 22 to provision the service, as depicted at step 216. The service
provisioning engine 22 then retrieves the processed executable scripts corresponding
to the service from the knowledge base, as shown at step 218. The provisioning
objects concerned with provisioning the service are then identified and configured
by the service provisioning engine 22 by executing, by the service provisioning
engine 22, the executable scripts processed by the NPP 23, as described at step 220.
If required, executable scripts concerning the service and proceséed by the SPM 25
are executed by the service provisioning manager 28, as shown at step 222, to
initialize the provisioning objects. The executable scripts processed by the SPM 28
comprising the service plan are then executed by the service provisioning engine to
provision the service, as described at step 224. The LBAN is accessed to determine
the CPE of the target user of the provisioned service, as disclosed at step 226, and
the service provisioned by accessing the CPE at the user site. In this manner,
services are scalably and dynamically provisioned for each user over the LBAN by
employing the executable scripts concerned with providing the service.

In a particular embodiment, shown in Fig. 6, a workflow manager is
employed. Referring to Fig. 6, the service provisioning engine 22 includes a
workflow manager 70 and a workflow engine 72. The executable scripts further
include workflow definition files 74, task definition files 76, and workflow
configuration files 78. The workflow manager 70 reads the executable scripts, and
directs the workflow engine 72 to execute the executable scripts to complete a
provisioning request 82 for a particular provisioning object 80 on the LBAN 16.

The workflow manager 70 reads a workflow configuration file 78, which
may be stored separately or may be stored in the KB 24 (Fig. 4). The workflow
configuration file contains a hash table 86 indicative of a mapping of a provisioning

object 80, an action operable to be performed on the object (task), and the
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corresponding workflow. A name 86a corresponds to a particular provisioning
object 80 for which a provisioning request 82 was received for. A value 86b is
indicative of a particular workflow to be performed or applied. An action 86¢
indicafes the particular action or task to be applied. Each workflow definition file 74
corresponds to a particular workflow. A workflow definition file 74 encompasses
one or more tasks 76a-76n. A workflow typically executes several tasks 76 in the
course of completing a provisioning request 82 for a particular provisioning object
80. The tasks are stored in task definition files which may each include one or more
tasks.

The workflow manager 70 receives a provisioning request 82 from a user
interface (UI) client such as the service provisioning manager 28. The workflow
engine executes the corresponding workflow to apply the workflow tasks 76 to the
provisioning object 80. The workflow engine 72 executes the workflow definition
file 74 and the corresponding task definition files 74 for the particular provisioning
request 82. The task definition files 76 are invoked in a particular order according to
the workflow, such that the output of one task 76a, for example, can be an input to a
subsequent task 76b, as shown by arrows 84. The corresponding operations are
applied to the affected provisioning object 80, and the provisioning results 88
returned to the service provisioning manager 28.

The workflow definition file 74 defines a state machine that contains the
various states relevant to completion of the provisioning request 82. Various task
definition files 76 are executed in a particular state, according to state transition
rules encapsulated in the workflow definition file 74. Further, task definition files
76 may be executed in a serial or parallel mode depending on the state. Fault
detection and correction states may be defined to ascertain success or failure of a
provisioning request 82 or portion thereof. A reload operation may be employed to
refresh the workflow from the workflow configuration file to allow for new
provisioning objects to be deployed. In this manner, the workflow manager allows
dynamic integration of additional provisioning objects using a modular approach to

facilitate such items as billing and fault management.
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In this particular embodiment, the workflow definition files 74, task
definition files 76, and workflow configuration files may be implemented as XML
files. The workflow manger may be implemented as a session bean in an enterprise
Javabeans (EJB) container. Alternatively, other embodiments may employ alternate
implementations without departing from the workflow task sequence.

Those skilled in the art should readily appreciate that the programs for
service provisioning and workflow definition as defined herein are deliverable to a
computer in many forms, including but not limited to a) information permanently
stored on non-writeable storage media such as ROM devices, b) information
alterably stored on writeable storage media such as floppy disks, magnetic tapes,
CDs, RAM devices, and other magnetic and optical media, or ¢) information
conveyed to a computer through communication media, for example using baseband
signaling or broadband signaling techniques, as in an electronic network such as the
Internet or telephone modem lines. The operations and methods may be
implemented in a software entity executable by a processor or as a set of instructions
embedded in a carrier wave. Alternatively, the operations and methods may be
embodied in whole or in part using hardware components, such as Application
Specific Integrated Circuits (ASICs), state machines, controllers or other hardware
components or devices, or a combination of hardware, software, and firmware
components.

While this invention has been particularly shown and described with
references to preferred embodiments thereof, it will be understood by those skilled
in the art that various changes in form and details may be made therein without
departing from the scope of the invention encompassed by the appended claims.
Accordingly, the present invention is not intended to be limited except by the

following claims.
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CLAIMS
What is claimed is:
1. A system for providing services over a network comprising:

at least one executable element generator, the executable element
5 generator operable to generate executable scripts;
a plurality of services, each of the services corresponding to at least
one of the executable scripts;
anetwork in communication with a plurality of users; and
a service provisioning engine (SPE) operable to execute the
10 executable scripts for provisioning the corresponding service via the

network.

2. The system of claim 1 further comprising script processors, the script
processors operable to process the executable scripts and the service
provisioning engine responsive to the script processors for executing the

15 executable scripts.

3. The system of claim 2 wherein the script processors further include a
network pre-provisioning (NPP) manager, a service plan manager (SPM),

and a service provisioning manager (SM).

4. The system of claim 2 further comprising provisioning parameters, the
20 provisioning parameters defined by the script processors in response to the

executable scripts.

5. The system of claim 4 wherein the provisioning parameters further comprise

configuration parameters, element parameters, and service parameters.
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6. The system of claim 4 further comprising provisioning objects, each of the
provisioning objects responsive to provisioning parameters corresponding to

the particular provisioning object.

7. The system of claim 1 wherein the executable element generator further
5 comprises a module builder, the module builder operable to generate
executable scripts indicative of provisioning parameters for at least one of

the provisioning objects.

8. The system of claim 1 wherein the executable script further comprises
configuration parameters applicable to network elements, wherein the

10 network elements are responsive to the executable script.

9. The system of claim 8 further comprising a network pre-provisioning
generator (NPP), the NPP further operable to define configuration parameters

corresponding to each of the network elements.

10.  The system of claim 9 wherein the executable script includes the
15 configuration parameters and the network elements are responsive to the

configuration parameters for providing at least a portion of the service.

11.  The system of claim 1 further comprising a service configuration manager
(SPM), the SPM  further operable to define element parameters

corresponding to each of the services.

20 12.  The system of,claim 11 wherein the executable script includes the element
parameters and further comprising provisioning objects responsive to the

element parameters for providing at least a portion of the service.
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13.  The system of claim 1 further comprising service plans, each of the service
plans including service parameters corresponding to a particular

corresponding service.

14.  The system of claim 13 wherein the executable script includes the service
5 parameters and the service provisioning engine is responsive to the service

parameters for providing the service.

15.  The system of claim 13 wherein the executable element generator further
comprises a service provisioning manager (SM) operable to define the

service parameters.

10 16.  The system of claim 1 wherein the executable element generator is a

graphical user interface (GUI).

17.  The system of claim 1 further comprising a knowledge base, the knowledge
base operable to store the executable scripts and related parameters, the
related parameters including at least one of configuration parameters,

15 element parameters, and service parameters.

18.  The system of claim 17 wherein the knowledge base is further operable to
store an indicator corresponding to a provisioning object associated with the

corresponding configuration parameters.

19.  The system of claim 17 wherein the knowledge base is further operable to
20 store an indicator corresponding to each of the services associated with the

corresponding element parameters.

20. The system of claim 17 wherein a knowledge base is further operable to store
an indicator corresponding to each of the service plans associated with the

corresponding service parameters.
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21.  The system of claim 17 wherein the knowledge base further comprises an
LDAP directory. -
22.  The system of claim 17 wherein the service provisioning engine is in

communication with the knowledge base for providing the service.

5 23.  The system of claim 1 further comprising an access network in
communication with the service provisioning engine for providing the

service.

24.  The system of claim 23 further comprising customer premises equipment
(CPE) in communication with the service provisioning engine via the access
10 network, the customer premises equipment for providing the services to an

end user.

25.  The system of claim 24 wherein the access network further comprises a

hybrid fiber-coax (HFC) network.

26.  The system of claim 25 wherein the access network further comprises a local

15 broadband access network (LBAN).
27.  The system of claim 23 further comprising an execution environment, the
execution environment including at least one of a metro area network, wide

area network, and access the network.

28.  The system of claim 27 wherein the execution environment further

20 comprises a public access network.

29. The system of claim 28 wherein the public access network is the Internet.
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The system of claim 27 wherein the services are provided via the execution

environment.

The system of claim 30 wherein the execution environment is operable on a

plurality of platforms.

A method for provisioning a service over a network comprising:

providing a network, the network interconnecting a plurality of users;

enumerating at least one service adapted to be provided via the
network, the network operable to provide the services to each of the plurality
of users;

generating at least one executable script corresponding to the service
via an executable element generator; and

executing, via a service provisioning engine, the at least one

executable script to provision the service via the network.

The method of claim 32 wherein executing further comprises processing, via
a script processor, the executable script, the service provisioning engine

responsive to the script processor for executing the executable script.

The method of claim 32 further comprising providing a plurality of
provisioning objects, the provisioning objects operable to be interconnected
via the network, each of the provisioning objects having configuration

parameters corresponding\to the particular provisioning object.

The method of claim 34 wherein generating the executable script further
comprises generating the configuration parameters applicable to the
provisioning objects, the provisioning objects being responsive to the

executable script.
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36.  The method of claim 35 further comprising a network pre-provisioning
generator (NPP) responsive to the executable element generator wherein
processing the executable script further comprises defining a set of
configuration parameters for each of the provisioning objects via the network

5 pre-provisioning generator (NPP).

37.  The method of claim 32 further comprising a service plan manager (SPM)
responsive to the executable element generator wherein processing the
executable script further comprises generating element parameters

corresponding to each of the services via the service plan manager (SPM). -

10 38.  The method of claim 37 wherein the executable script includes the element
parameters, the provisioning objects responsive to the element parameters for

providing at least a portion of the service.

39.  The method of claim 32 further comprising providing service plans, wherein
generating the executable script further comprises generating service

15 parameters corresponding to a particular service.

40.  The method of claim 39 wherein the executable script includes the service
parameters and the execution engine is responsive to the service parameters

for providing the service.

41.  The method of claim 40 wherein generating the service parameters further
20 comprises invoking a service provisioning manager operable to define the

service parameters.

42.  The method of claim 32 wherein generating the executable script further
comprises invoking an executable element generator via a graphical user

interface (GUI).
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43. The method of claim 32 wherein generating the executable script further
comprises referencing a knowledge base, the knowledge base operable to
store executable scripts and related provisioning parameters concerned with

providing the service.

5 44.  The method of claim 43 wherein the knowledge base is further operable to

store an indicator corresponding to each of the executable scripts.

45. The method of claim 43 wherein referencing the knowledge base further

comprises accessing an LDAP directory.

46.  The method of claim 43 wherein executing the executable script further

10 comprises referencing the knowledge base for providing the service.

47. The method of claim 32 wherein executing the executable script further
comprises transmitting via an access network in communication with the

service provisioning engine for providing the service.

48.  The method of claim 47 wherein executing the executable script further
15 comprises accessing customer premises equipment in communication with
the service provisioning engine via the access network, the customer

premises equipment for providing the services to an end user.

49.  The method of claim 47 wherein providing a network further comprises
providing an execution environment, the execution environment including at
20 least one of a metro area network, wide area network, and the access

network.

50. The method of claim 49 wherein the execution environment further

comprises a public access network.
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The method of claim 50 wherein the public access network is the Internet.

The method of claim 49 wherein provisioning the service further comprises

provisioning via the execution environment.

The method of claim 52 wherein the execution environment is operable on a

plurality of platforms.

A system for providing dynamically re-configurable, file driven, workflow
support for automated network service provisioning, comprising:

a workflow manager configurable by loading a workflow
configuration file defining network provisioning objects;

a workflow definition file defining a workflow, each workflow being
associated with a network provisioning object, the workflow manager
responsive to the workflow definition file;

at least one task definition file defining workflow tasks executed as
part of the workflow defined in the workflow definition file, the workflow
manager operable to fulfill a network service provisioning request by
selecting a particular workflow and operable to invoke the associated
workflow tasks to be executed by a workflow engine to provide automated

network service provisioning.

The system of claim 54 wherein the workflow configuration file is re-loaded,
while the workflow manager is executing, to re-configure the workflows

available for network service provisioning.

The system of claim 54 wherein the workflow definition file is operable to be
reloaded, while the workflow manager is executing, to re-configure the

workflow tasks associated with the workflow.
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57.  The system of claim 54 wherein the task definition file is operable to be
reloaded, while the workflow manager is executing, to re-configure the

workflow task object class associated with the workflow task.

58. The system of claim 54 wherein the workflow configuration file, the
5 workflow definition file and the task definition file are formatted using

XML.

59. The system of claim 54 wherein the workflow task arguments are configured
such that an output argument of a first workflow task is the input argument to

a second workflow task.

10 60.  The system of claim 54 wherein the workflow tasks further comprise a
workflow state, the workflow state including a workflow state name and a

workflow state mode.

61.  The system of claim 60 wherein the workflow state mode directs the

workflow tasks to execute serially or in parallel.

15 62.  The system of claim 54 wherein the workflow tasks are implemented on a

heterogeneous platform.

63.  The system of claim 62 wherein the workflow tasks further comprise Java

objects.

64.  The system of claim 62 wherein the workflow tasks are implemented as

20 Enterprise Java Beans.

65.  The system of claim 64 wherein the Enterprise Java Beans contain state

information.
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The system of claim 64 wherein the Enterprise Java Beans are stateless.

The system of claim 60 wherein the workflow tasks are organized by the

workflow state.

The system of claim 54 wherein the workflow manager provides an interface

for integration of external systems.

The system of claim 65 wherein the external systems include at least one of a
billing system, a fault management system and an element management

system.

The system of claim 54 wherein automated network service provisioning
dynamically realizes and executes a newly formed service as part of a service

creation process.

The system of claim 54 wherein various states of the workflow tasks are

monitored from a user interface using the Java Messaging System.

The system of claim 54 wherein detection of a failure within the workflow
causes an automatic rollback that includes rolling back predefined operations

of the workflow tasks executed as part of the workflow.

The system of claim 69 wherein the automatic rollback includes an operation
comprising at least one of: rollback all previous tasks, jump to another state

and resume execution of tasks, or abort and return status.

The system of claim 54 wherein the workflow further comprises a workflow
name, a workflow state, a workflow mode, a workflow task name, workflow

task arguments and a workflow task failure process.
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75.  The system of claim 54 wherein the task definition file further comprises the
workflow task name, a workflow task description, a workflow task object

class and the workflow task arguments.

76. A method for provisioning services over a network via a services deligfery
5 platform comprising:
providing an execution environment operable to deploy services to a
plurality of users on the network, the execution environment operable on a
plurality of platforms;
defining a plurality of provisioning objects, each of the provisioning
10 objects adapted to be interconnected over the network;
determining a set of configuration parameters corresponding to each
of the provisioning objects, the configuration parameters operable to
manipulate the provisioning object;
defining a plurality of services available over the network, each of the
15 plurality of services corresponding to at least one of the provisioning objects;
determining a set of element parameters corresponding to each of the
services, the element parameters operable to direct the provisioning objects
to perform at least a portion of the service;
defining a service plan corresponding to at least one of the services,
20 the service plan corresponding to a particular instantiation of the service;
determining a set of service parameters for each of the service plans,
the service parameters corresponding to the service plan for implementing
the particular instantiation of the service;
storing an indicator corresponding to each of the provisioning
25 objects, services, and service plans in a common repository;
storing the configuration parameters, the element parameters, and the
service parameters associated with the respective provisioning objects,
services, and service parameters in the common repository;
providing a service provisioning engine operable to read and interpret

30 the common repository; and
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executing the service via the service provisioning engine in the

execution environment.

77. The method of claim 76 wherein the common repository is a knowledge base
and generating the executable script further comprises referencing the
5 knowledge base, the knowledge base operable to store at least one of the
configuration parameters, the element parameters, and the service

parameters.

78.  The method of claim 77 wherein executing the service further comprises
reading the configuration parameters, element parameters, and service

10 parameters from the knowledge base.

79.  The method of claim 76 wherein the knowledge base is an LDAP directory

and the indicator corresponds to an entry in an LDAP directory.

80. The method of claim 76 wherein the users further comprise a customer and at

least one piece of customer premises equipment (CPE).

15 81. A computer program product having computer program code for
provisioning a service over a network comprising:
computer program code for providing interconnections over a
network, the network interconnecting a plurality of users;
computer program code for enumerating at least one service adapted
20 to be provided via the network, the network operable to provide the services
to each of the plurality of users;
computer program code for generating at least one executable script
corresponding to the service via an executable element generator; and
computer program code for executing, via a service provisioning
25 engine, the at least one executable script to provision the service via the

network.
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A computer data signal including program code for provisioning a service
over a network comprising:

program code for providing a network, the network interconnecting a
plurality of users;

program code for enumerating at least one service adapted to be
provided via the network, the network operable to provide the services to
each of the plurality of users;

program code for generating at least one executable script
corresponding to the service via an executable element generator; and

program code for executing, via a service provisioning engine, the at

least one executable script to provision the service via the network.

A system for providing services over a network comprising:

means for providing a network, the network interconnecting a
plurality of users;

means for enumerating at least one service adapted to be provided via
the network, the network operable to provide the services to each of the
plurality of users;

means for generating at least one executable script corresponding to
the service via an executable element generator; and

means for executing, via a service provisioning engine, the at least

one executable script to provision the service via the network.



WO 02/091194 PCT/US02/14588
1/7

10

Vet

Video

IP Telephony

Browser




WO 02/091194

2/7

ice
Executable Servi
Element Provisioning
Generator
9) BEngine
1

Fig. 3

Module Builder

20

/23

NPP

SPM

Service Provisioning
Manager

Operator

‘Website

o
[>e)

10
Fig. 4

Service
Provisioning

Engine

\25
(&8>
24

PCT/US02/14588




WO 02/091194

Fig. 5a

3/7

Define
Network
Element

ST~ 100

Open Executable
Scnpt File

e

Idenufy Device
Parameters

J“““f“‘“ 104

Ay

Determine Configuration
Parameter Setting

~106

/

Parameter

Write Configuration

T 108

g

Device

Compute
Identifier

o

Store Executable
Script

L\\_ﬁ“‘ 114

PCT/US02/14588



WO 02/091194

4/7

Select .

Service =l e 190
s

Open Executable .

Script File e 122
4

Fetch Network

Elements Scripts J“*’%’ ~ 124

S
’

i

Determine
Element Settings

ey
/ 74

Compute
Element Parameter [t 128

L/
Write Element
Parameter wed13()

More
Element
Settings?

More
Network
Elements? ., T 134

A
J
Compute
Identifier T 136
s
Write Executable
Script T 138

PCT/US02/14588

Fig. 5b



WO 02/091194

5/7

Select Service
For Instantiation

4740

v
Open Executable
Script File

142

L

Fetch NPP
BExecutable Scripts

I

v
42

Identify
Service Variables

wee] 44

146

s 5 )

Lo

Determines Service

Parameter o 148
N

Write Service

Parameter 150

Executable

Sl

Compute

@s? g 154

Identifier il 56

b

Write Executable

Scﬁ]ﬂ '..,.W158

PCT/US02/14588

Fig. 5¢



WO 02/091194

6/7

Identify
Service

f Identify

Hardware Vendor B 2
J

Develop NPP

Script (5a) 004

Additional
Network
Elements?

N

Develop SCM
Script (5b)

%Wf“"'" 206

A

- 208

Lm 210

212

Develop SM
Script (5¢)

e
Executable Scripts
Stored

KR
User Requests
Service

J““‘“*“ 214

Service Provisioning
Engine Invoked
2
Retrieve
Executable Scripts
sl
Identify and Configure
Network Elements  |™ 220
W
Execute SPM
Scripts
-
Execute Service
Plan (SM) Scripts 224

P~ 222

Access CPE
via LBAN

=" 206

PCT/US02/14588

Fig. 5d



PCT/US02/14588

WO 02/091194

717

@mj

ﬂmn

9 "3t

!
veiiyy| JBA | SUOENT uonem3iyuo.)
79§ D ~-B9g
8¢
~CL Nz g9 ‘ \
SuIsuy IaZrueiy \
— STy JIo8euRy
y.im 9 MOTFHIO M MOTPS[IO M BUINOISIAOY]
08 b 90IATOG
0L \ ysonbayy
smsug 8
74 SUTUOISIAOI] 9OTATOG
91 d Fa|
jsey,
/\_ oLy
V | a TOnIULa (T
Jw xmm | M MOTI[I0 K,_\.,/,/I\.w )
Fod
P sel, [




INTERNATIONAL SEARCH REPORT International application No.
PCT/US02/14588

A. CLASSIFICATION OF SUBJECT MATTER
IPC(7) :GO6F 18/00
US CL  :Please See Extra Sheet.
According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)

US. :  709/200, 201, 202, 208, 216, 217, 218, 219, 220, 221, 228; 879/201.01, 20102, 201.08, 201.05

Documentation searched other than minimum documentation to the extent that such documents are included in the fields
searched

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

CAS ONLINE
objects#, executi#t#H#H##, script#, provision#####, service#, network

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

A,P US 6,366,657 B1 (YAGEL et al.) 02 April 2002, the abstract, Fig| 1-83
1, col 2, lines 5-13, lines 64-67, col 3, lines 44-64, col 6, lines 46-
67.

A US 6,226,516 B1 (GUPTA et al) 01 May 2001, the abstarct, Fig 1, [ 1-83
col 3, lines 47-57, col 4, lines 21-67, col 5, lines 1-17, lines 29-42.

l:l Further documents are listed in the continuation of Box C. D See patent family annex.

* Special categories of cited documents: "T" later document published after the international filing date or priority
R . L. date and not in conflict with the application but cited to understand
"Al document defining the general state of the art which is not the principle or theory underlying the invention
considered to be of particular relevance
wyew ; . . . .
“E" earlier document published on or after the international filing date X document of particufar relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive step
"Lt document which may throw doubts on priority claim(s) or which is when the document is taken alone
cited to establish the publication date of another citation or other | . . X .
special reason (as specified) 'Y" document of particular relevance; the claimed invention cannot be
. considered to involve an inventive step when the document is
"o document referring to an oral disclosure, use, exhibition or other combined with one or more other such documents, such combination
means being obvious to a person skilled in the art
"p document published prior to the international filing date but later  wgy document member of the same patent family

than the priority date claimed

Date of the actual completion of the international search Date of mailing of the international search report

22 JULY 2002 %% AUG 2002

1 L
Name and mailing address of the ISA/US Authorized officer J 4
Commissioner of %’atents and Trademarks ( C’/q%‘/\ HQ)'\J
Box PCT
Washington, D.C. 20231 MOUSTAFA M. MEKY

Facsimile No.  (708) 305-8230 Telephone No.  (708) 305-9697

Form PCT/ISA/210 (second sheet) (July 1998)%



INTERNATIONAL SEARCH REPORT

International application No.
PCT/US02/14588

A. CLASSIFICATION OF SUBJECT MATTER:
USCL :

709/200, 201, 202, 208, 216, 217, 218, 219, 220, 221, 223; 879/201.01, 201.02, 201.08, 201.05

-
Form PCT/ISA/210 (extra sheet) (July 1998)%




	Abstract
	Bibliographic
	Description
	Claims
	Drawings
	Search_Report

