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(57) Abstract: An apparatus comprising: a vector generator configured to generate at least one vector of parameters defining at least
one audio signal; a lattice vector quantizer configured to sort the at least one vector of parameters according to an ordering of at least
one vector absolute tuples to generate an associated at least one ordered vector of parameters; the lattice vector quantizer configured
to select from a list of leader classes at least one potential code vector; the lattice vector quantizer contfigured to determine a distance
between the at least one potential code vector and the at least one ordered vector of parameters; the lattice vector quantizer con-
figured to determine at least one leader class associated with a potential code vector which generates the smallest associated dis -
tance; the lattice vector quantizer configured to transpose the at least one leader class to generate an output lattice quantized
codevector.
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Audio Signal Encoder

Fiald
The present application relates o a multichannel or stereo audio signal
gncoder, and in particular, but not exclusively to a multichannel or stereo audic

signal encoder for use in portable apparatus.

Background

Audio signals, like speech or music, are encoded for exampie {0 enabile efficient

transmission or storage of the audio signals.

Audio encoders and decoders {also known as codecs) are used 1o represent
audio based signals, such as music and ambient sounds {which in spesch
coding terms can be called background noise). These types of coders typically
do not utilise a speeach maodel for the coding procaess, rathar they use processes
for representing all types of audio signals, including speech. Spesch encoders
and decoders {codecs) can be considered fo be audio codecs which ars
optimised for speeach signals, and can operate at either a fixed or variable bit
rate.

Audio encoders and decoder are offen designed as low complexity source
coders. in other words able to perform encoding and decoding of audio signals
without requiring highly complex processing.

An example of which is transform coding. For music signal audio encoding
transform coding generally performs better than Algebraic Code Excited Linear
Prediction (ACELP) technology which is better suited and direcied for speech
signals. Transform coding is performed by coding transform coefficients vector
sub-band wise. In other words an audio signal is divided into sub-bands for
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which a paramester is determined and the parameters represent sub-vectors

which are vecior or latlice quantised.

Summary

According to a first aspect thers is provided a method comprising: generating at
least one vector of parameters defining at least one audio signal; sorting the at
least one vector of parameters according to an ordering of at least one veclor
absolute tuples o generate an associated at least one ordered vector of
parameters; selecting from a list of leader classes at lsast one potential code
vector; determining a distance belwesn the at least one potential code vector
and the at least one ordered vector of parameters; defermining at least one
feader class associaled with a polential code vector which generates the
smallest associated distance; transposing the at least one leader class fo

generate an oulput latlice quantized codsvector,

The method may further comprise: selecting at least one scale factor;
determining a distance between the at least one potential code veclor and the
at least one ordered vector of parameters may further comprise determining a
distance based on the at least one scale factor; determining at least one leader
class associated with a potential code vector which generates the smallest
associated distance may further comprise determining an output scale factor
associated with a potential code vector and scale factor which generates the
smallest associated distance; fransposing the at least one leader class o
generate an oulpul latlice quantized codevecior may comprise applving the
output scale factor to the output lattice quantized codevesctor.

Generating a first vector of parameters defining at least one audio signal may
comprise: dividing the at least one audio signal into time frames; determining a
vector of line spectral frequency parameters associated with the at lesast one

audio signal time frames.
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Sorting the at least one vector of parameters according to an ordering of at least
one vector absolute tuples to generale an associated at least one ordered
vecior of parametfers may comprise: determining weights for a weighted
distance determination; sorting the weights based on the ordering of the at least
ong vector absolute tuples to generate a sorted weight vector; applying the

sorted weight vector to the at least one ordered vector of parameters.

Determining a dislance between the at least one potential code vector and the
at least one ordered vector of parameters may comprise: generating a first and
second distance components based on a first scale value, the first and sscond
distance components associaled with the distance between the at least one
potential code veclor and the at least one ordered vector of parameters;
correcting the sign of the first distance component where the potential code
vector fails a parity constraint test; determining a distance between the at least
one potential code vector and the at least one ordered vactor of parameters
based on the first and second distance components.

Determining a distance between the at least one potential code vector and the
at least one ordered vector of parameters may further comprise delermining a
distance between the at ieast one potential code vector and the at least one
ordered vector of parameters based on the first and second distance

components and further scale valuss.

Determining at least one leader class associated with a potential code vector
which generates the smallest associated distance may comprise: determining
the index of the potential code veclor which generates the smallest associated
distance; determining the scale value of the potential code vector which
generates the smallest associated distance by applying scale values o only the
potential code vector which generates the smaliest assoclated distance.
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Transposing the at least one leader class 1o generale an outpul latlice
guantized codevector may comprise sorting the at least one leader class by the

reverse ordering of at least one vector absolute tuples.

According fo a second aspect there is provided an apparatus comprising:
means for generating at least one veclor of parameters defining at least one
audio signal, means for sorting the atl least one vecior of parameters according
to an ordering of at least one vector absolute tuples to generate an associated
at {east one ordered vector of parameters; means for selecting from a list of
isader classes at least one potential code veclor; means for determining a
distance between the at least one potential code vector and the at least one
ordered vector of parameters; means for determining at least one leader class
assoclated with a potential code vector which generates the smallest associated
distance; means for transposing the at least one leader class o generate an

output latlice gquantized codsvector.

The apparatus may further comprise: means for selecling at least one scale
factor; wherein the means for determining a distance between the at least one
potential code veclor and the atl least one ordered vector of parameters may
further comprise means for determining a distance based on the at least one
scale factor; the means for determining at least one leader class associated
with a potential code vector which generates the smallest associated distance
may further comprise means for determining an output scale faclor associated
with a potential code vector and scale faclor which generates the smallest
associated distance; the means for {ransposing the at least one leader class to
generate an oulpul lallice quantized codevector may comprise means for

applying the output scale factor to the output attice quantized codevector,

The means for generating 2 first vector of parameters defining at least one
audio signal may comprise: means for dividing the at least one audio signal into
time frames; means for determining a8 vector of line spectral frequency

paramaters associated with the at lsast one audio signal time frames.
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The means for sorting the at least one vector of parameters according to an
ordering of at least one vector absolute tuples o generate an associated at
least one ordered veclor of parameters may comprise: means for determining
weights for a weighled distance determination; means for sorting the weights
based on the ordering of the at least one vector absolute tuples to generate a
soried weight vector; means for applying the sorted weight vector {o the at least

one ordered vector of parameters.

The means for determining a distance between the af least one potential code
vector and the at least gne ordered vector of parameters may comprise: means
for generating a first and second distance components based on a first scale
valueg, the first and second distance components associated with the distance
between the at least one polential code vaclor and the al least one ordered
vactor of parameters; means for correcling the sign of the first distance
component where the potential code vector falls a parity constraint test; means
for determining a distance betwsen the at lsast one polential code veactor and
tha at least one ordered vecltor of parameters based on the first and second

distance componenis.

The means for determining a distance between the at least one potential code
vactor and the at lsast one ordered vector of parameters may further comprise
means for determining a distance bstween the at least one potential code
vector and the at least one ordered veclor of parameters based on the first and

second distance components and further scale values.

The means for determining at least one leader class associated with a potential
code veclor which generates the smallest associated distance may comprise:
means for determining the index of the potential code vector which generates
the smallest associated distance; means for determining the scale value of the
potential code vector which generates the smallest associated distance by
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applying scale values to only the potential code veclor which generates the

smallest associated distance.

The means for transposing the at least one leader class to generate an output
fattice quantized codevector may comprise means for sorting the at least one

leader class by the reverse ordering of at least one vector absolute tuples.

According 1o a third aspect there is provided an apparatus comprising at least
one processor and at least ong memory including computer program code, the
at least one memory and the computer program code configured to, with the at
least one processor, cause the apparatus al least to; gensrate at east one
vector of parameters defining at least one audio signal; sort the at least one
vector of parameters according {o an ordering of at least one vector absolute
tuples o generale an associaled al least one ordered vector of parameters;
select from a list of leader clagses atl least one potential code vector; determine
a distance between the atl least one polential code vector and the at least one
ordered vector of parameters; determine at least one leader class associated
with a potential code vecior which generates the smallest associated distance;
franspose the at least one leader class to generale an culput latlice quantized

codavector.

The apparatus may be further caused to: select at least one scale faclor;
wherein determining a distance between the at least one potential code vector
and the at least one ordered vector of parameters may further cause the
apparatus to determine a distance based on the at least one scale factor
whergin determining at least one leader class associated with a potential codse
vector which generates the smallest associated distance may further cause the
apparatus o determine an output scale factor associated with a potential code
vector and scale faclor which generates the smallest associated distance;
whergin transposing the at least one leader class o generate an oulput lattics
guantized codevector may cause the apparatus to apply the ouiput scale factor
o the output latlice quantized codevector.
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Generating a first veclor of parameters defining at least one audio signal may
cause the apparatus to: divide the at least one audio signal into time frames;
determine a vector of line spectral frequency parameters assoclated with the at

teast one audio signal time frames.

Sorting the at least one vector of parameters according to an ordering of at least
one vector absolute tuples to generate an associated at least one ordered
vaector of parameters may cause the apparatus {o. determine weights for a
waighted distance determination; sort the weights based on the ordering of the
at least one veclor absoluts tuples (o generate a sorted weight vector; apply the

sorted weight vector 1o the al least one ordered vector of parameters.

Determining a distance between the at least one potential code vector and the
at least one ordered vector of parameters may cause the appsaratus fo:
generate a first and second distance components based on a first scale value,
the first and second distance components associated with the distance betwesen
the at least one potential code vector and the at least one ordered vector of
parameters; correct the sign of the first distance component where the potential
code vector fails a parly constraint tast; determine a distance between the at
least one potential code vector and the at least one ordered vector of

parameters based on the first and second distance components.

Determining a distance between the at least one potential code vector and the
at least one ordered vector of parameters may further cause the apparatus to
determine a distance betwsen the at least one potential code vecior and the at
least one ordered vector of parameters based on the first and second distance
components and further scale valuss.

Determining at least one leader class associated with a potential code veclor
which generates the smallest associated distance may cause the apparatus {o:

determine the index of the potential code vector which generales the smallest
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associated distance; determine the scale value of the potential code veclor
which generates the smallest associated distance by applying scale valuss {o
only the potential code vector which generates the smallest associated
distance.

Transposing the at least one leader class to generate an oulpul laltice
guantized codevector may cause the apparatus o sort the at least one leader

class by the reverse ordering of at least one vector absolute tuples.

According to a fourth aspect there is provided an apparatus comprising: a
vector generator configured to gensrate at least one vector of parameters
defining at least one audio signal; a latlice vector quantizer configured fo sort
the at least one vector of parameters according o an ordering of at least one
vector absolute tuples to generate an associated at least one orderad vactor of
parameters; the lattice vector guantizer configured fo select from a list of leader
classes at least one potential code veclor, the laftice veclor quantizer
configured fo determine a distance between the at least one potential code
vector and the at least one ordered vector of paramsters; the latlice vector
quantizer configured o delermine at least one leader class associated with a
potential code vector which generates the smallest associated distance; the
lattice vector quantizer configured to transpose the at least one leader class to

generate an output lallice quantized codevector,

The apparatus may further comprise: the latlice vector quantizer configured to
select at least one scale factor; wherein the lattice vector quantizer configured
to determining a distance between the at least one potential code vector and
the at least one ordered vector of parameters further may be configured to
determine a distance based on the at least one scale factor; the latlice vecior
guantizer configured to determine al least one leader class associated with a
potential code vactor which generates the smaliest associated distance may be
further configured to determine an oulpul scale factor associated with a

potential code vector and scale factor which generates the smallest associated
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distance; the latlice vector guantizer configured to transpose the at least one
leader class {0 generate an ouiput latlice quantized codevector may be further
configured to apply the oulpul scale faclor fo the oulput latlice quantized

codevector.

The apparatus may further comprise a parameter determiner configured to
divide the at least one audio signal info time frames; and determing a vector of
line spectral frequency paramsters associated with the at least one audio signal

time frames.

Wherein the lallice vecior quantizer configured to sort the at least one vector of
parameters according to an ordering of al least one veclor absolute tuples o
generale an associated at least one ordered vector of parameters may be
further configured to: determine weights for a weighied distance determination;
sort the weights based on the ordering of the at lsast one vector absolute fuples
o generate a sorted weight vector; apply the sorted weight vector {o the at least
one ordered vector of parameters.

The latlice vector quantizer configured o determing a distance between the at
least one potential code veclor and the at ieast one ordersd veclor of
parameters may be further configured {o! generate a first and second distance
componenis based on a first scale value, the first and second distance
components associated with the distance between the at least one potential
code vector and the atl least one ordered vector of parameters; correct the sign
of the first distance component where the potential code vector falls a parity
constraint test; determine a distance between the at least one potential code
vector and the at least one ordered veclor of parameters based on the first and

second distance components.

The Iatlice vector quantizer configured to delermine a distance between the at
least one potential code vector and the at least one ordered vector of

parameters further may be configured {o determine a distance between the at
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least one polentisl code veclor and the al least one ordered vecltor of
parameters based on the first and second distance components and further

scale values.

The laltice vector quantizer configured o determine at least one leader class
associated with a potential code vector which generatles the smallest associated
distance may be further configured fo: determine the index of the potential code
vector which generates the smallest associated distance; determine the scale
valug of the potential code veclor which generates the smallest associated
distance by applying scale valuss to only the polential cods vector which

generates the smallest associated distance.

The lattice veclor quantizer configured to transpose the at least one leader
class o generate an oulput lattice quantized codevector may be configured fo
sort the at least one leader class by the reverse ordering of at least one veclor
absolute tuples.

A computer program product may cause an apparatus to perform the method as
described herein,

An glectronic device may comprise apparatus as described herein.

A chipsel may comprise apparatus as described herein.

Brief Description of Drawings

For better understanding of the present invention, referance will now be made
by way of example {o the accompanying drawings in which:

Figure 1 shows schematically an sleclronic device emploving some
smbodiments;

Figure 2 shows schematically an audio codec system according to some
smbodiments;
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Figure 3 shows schematically an encoder as shown in Figure 2
according to some embodiments;

Figure 4 shows a flow diagram Hlustrating the operation of the encoder
shown in Figure 3 according to some embodiments;

Figure § shows schematically a lattice vector quantizer as shown in
Figure 3 according to some embodiments; and

Figure 6 shows a flow diagram Hllustraling the operation of the lattice

vector quantizer shown in Figure § according to some embodiments;.

Dascription of Some Embodiments of the Application

The following describes in more detall possible stereo and multichannel spesch
and audio codecs, including layered or scalable variable rate speech and audio

godecs.

There can be a problem with current transform coding approaches in that the
use of compression efficient lattices can improve significantly the quantisation.
However they manage to produce such improvements at the cost of significant

codec complexity,

The concept as discussed in delall by the embodiments hersin propose an
approach allowing for significant encoding complexity reduction by evaluating

the quantization distortion in a transposed vector spacs.

in this regard reference is first made to Figure 1 which shows a schematic block
diagram of an exemplary slectronic device or apparatus 10, which may

incorporate a codec according to an embodiment of the application.

The apparatus 10 may for example ba a mobile terminal or user equipment of 3
wireless communication system. In other embodiments the apparatus 10 may
be an audico-video device such as video camera, a Television {TV) receiver,

audio recorder or audio player such as a mp3 recorder/player, a media recorder
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{also known as a mpd recorder/player), or any computer suifable for the
procassing of audio signals.

The electronic device or apparatus 10 in some embodiments comprises a
microphone 11, which is linked via an analogue-to-digital converter (ADC) 14 o
a processor 21. The processor 21 is further linked via a digital-to-analogue
{DAC) converter 32 {o loudspeakers 33, The processor 21 is further linked to a
transceiver (RX/TX) 13, to a user interface (U1} 15 and to a memory 22.

The processor 21 can in some embodiments be configured o execute various
program codes., The implemented program codes in some embodiments
comprise an audic encoding or decoding code as described herein. The
implemented program codes 23 can in some embodiments be stored for
example in the memory 22 for retrieval by the processor 21 whenever needed.
The memory 22 could further provide a section 24 for sloring data, for example
daia that has been encoded in accordance with the application.

The encoding and decoding code in embodimeants can be implemented at least

partially in hardware and/or firmware.

The user interface (U 15 enables g user to input commands to the slectronic
device 10, for example via a keypad, and/or to obtain information from the
slectronic device 10, for example via a display. In some embodiments a fouch
screen may provide both input and output funclions for the user interface. The
apparatus 10 in some embodiments comprises a transcelver (RX/TX) 13
suitable for enabling communication with other apparatus, for example via a
wirgless communication network,

The transceiver 13 can communicate with further devices by any suitable known
communications protocol, for example in some embodiments the transceiver 13
or fransceiver means can use a suilable universal mobile telecommunications

system {(UMTS) profocol, a wireless local area network (WLAN) protoco! such
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as for example [EEE 802X, a suitable shorbrange radio frequency
communication protocol such as Bluetooth, or infrared data communication
pathway {IRDA).

It is to be understood again that the structure of the apparatus 10 could be

supplemenied and varied in many ways.

A user of the apparatus 10 for example can use the microphone 11 for inputting
spaech or other audio signals that are o be transmitted to some other
apparatus or that are to be stored in the data section 24 of the memory 22. A
corresponding application in some embodiments can be activated to this end by
the user via the user interface 15. This application in these embodiments can be
performed by the processor 21, causss the processor 21 {0 execuie the
encoding code stored in the memory 22, Although in the following examples the
microphons 11 is configured o generate the audio signals for inputting it would
be understood that the input audio signals can be received from any suitable
input such as from the memory 22 and specifically within the stored data 24
section of the memary 22. In some smbodiments the input audio signal or at
least one audio signal can be received via the transceiver 13. For example the
fransceiver 13 can be configured to recelve audio signals generaied by
microphones extemal o the apparatus 10, Tor sxample a Bluetooth device

coupled to the apparatus via the transceiver 13.

The analogue-to-digital converter {ADC) 14 in some embodiments converts the
input analogue audio signal into a digtal audio signal and providaes the digitsl
audio signal to the processor 21, In some embodiments the microphons 11 can
comprise an integrated microphone and ADRC function and provide digital audio

signals directly to the processor for processing.

The processor 21 in such embodiments then processes the digital audio signal
in the same way as described with reference to the system shown in Figure 2,
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and specifically the encoder shown in Figures 3, and details of the sncoder

shown in Figures 5.

The resulting bit stream can in some embodiments be provided o the
transceiver 13 for transmission o another apparatus. Alternatively, the coded
audio data in some embodiments can be stored in the data section 24 of the
memory 22, for instance for a later transmission or for a later presentation by

the same apparatus 10,

The apparatus 10 in some embodiments can also recelve a bit stream with
correspondingly encoded data from another apparaius via the transceiver 13. In
this example, the processor 21 may exacute the decoding program code stored
in the memory 22. The processor 21 in such embodiments decodes the
recaived data, and providas the decoded dats o a digital-lo-analogue converter
32. The digital-o-analogue converter 32 converts the digital decoded data into
analogue audio data and can in some embodiments output the analogue audio
via the loudspeakers 33. Execution of the decoding program code in some
embodiments can be triggered as well by an application called by the user via
the user interface 15,

The received encoded data in some embodiment can also be stored instead of
an immediate presentation via the loudspeakers 33 in the dala section 24 of the
memory 22, for instance for later decoding and presentation or decoding and

forwarding to still another apparatus,

it would be appreciated that the schematic structures described in Figures 3
and 5 and the method steps shown in Figures 4 and & represent only a part of
the operation of an sudic codec and specifically part of an audio encoder
apparatus or method as exemplarily shown implemented in the apparatus

shown in Figure 1.



10

15

20

25

30

WO 2015/092483 PCT/IB2013/061034

15

The general operation of audio codecs as employed by embodiments is shown
in Figure 2. General audio coding/decoding systems comprise both an encoder
and a decoder, as ilustrated schematically in Figure 2. However, it would be
understood that some embodiments can implement one of elther the encoderor
decoder, or both the encoder and decoder, Hlustrated by Figure 2 is a system
102 with an encoder 104, a storage or media channel 108 and a decoder 108. it
would be understood that as described above some embodiments can comprise
or implemeant one of the encoder 104 or both the encoder 104 and decoder 108.

The encoder 104 compresseas an input audio signal 110 producing a bit stream
114, which in some embodiments can be stored or transmitted through a madia
channel 106. The encoder 104 can in some embodiments comprise a mulli-

channel encoder that encodes two or more audio signals.

The bit stream 112 can be received within the decoder 108. The decoder 108
decompresses the bit stream 112 and produces an oulput audio signal 114. The
decoder 108 can comprise a transform decoder as part of the overall decoding
operation. The decoder 108 can also comprise a mulli-channe! decoder that
decodes two or more audio signals. The bif rate of the bit stream 112 and the
guality of the cutput audio signal 114 in relation to the input signatl 110 are the
main features which define the performance of the coding system 102,

Figure 3 shows schematically the encoder 104 according o some embodiments.

Figure 4 shows schematically in a flow diagram the operation of the encoder

104 according to some embodiments.

The concept for the embodiments as described herein is to determine and apply
encading to audio signals to produce efficient high quality and low bit rate real
fife coding. To that respect with respect {o Figure 3 an example encoder 104 is
shown according to some embodiments. Furthermore with respect fo Figure 4

the opergtion of the encoder 104 is shown in further detail. In the following
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gxamples the encoder is configured to generate frequency domain paramsters
representing the audio signal and encode the generated frequency domain
parameters using a suitable veclor latlice guantization, however it would be
understood that in some embodiments the parameters used in the iatlice
guantization as described herein can be any suilable parameters defining or
representing the audio signals or other type of signals (for example image or,

video}.

The encoder 104 in some embodiments comprises a frame sectioner 201 or
suitable means for seclioning the audio signal. The frame seclioner 201 is
configured {o receive the audio signals {for example a8 mong, left and right
stereo or any multichannel audio representation) input audio signal and section
or segment the audio signal data into sections or frames suitable for frequency
or other domain transformation. The frame sectioner 201 in some embodiments
can further be configured to window these frames or sections of audio signal
data according o any suilable windowing function. For example the frame
sectioner 201 can be configured in some embodiments o generate framss of

20ms which overlap preceding and succesding frames by 10ms sach.

The operation of generating audio frames is shown in Figure 4 by step 501.

in some embodiments the audio frames can be passed {0 2 perameter

determiner 203.

In some embodiments the encoder comprises a parameter determiner 203 of
suitable means for determining at least one parameter representing the input
audio signal(s) or input audio signal frames. In the following examples the
parameter is a line spectral frequency (LSF) parameter howsver it would be
understoed that in some embodiments any sullable parameter can be

determined.
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For example in some embodiments the parameter delerminer comprises a
transformer 203 or suitable means for transforming. The transformer 203 in
some embodiments is configured to generale frequency domain {or other
suitable domain} paramster represeniations of these audio signals. These
frequency domain parameter representations can in some embodiments be

passed to the parameter encoder 205.

in some embodiments the transformer 243 can be configured to perform any
suitable time to frequency domain transformation on the audio signal data. For
example the time fo frequency domain transformation can be a discrete Fourler
transform {(OFT), Fast Fourier transform (FFT), modified discrete cosine
transform (MDCT). In the following examples a Fast Fourier Transform (FFT) is

used.

Furthermors the transformer can further be configured to generale separate
frequency band domain paramelsr representations {(sub-band parameter
rapresentations) of each input channel audio signal data. These bands can be
arrangad in any suitable manner. For example these bands can be linearly
spaced, or be perceplual or psychoacoustically allocated. The parameters

generated can be any suitable parameter.

The operation of delermining or generating parameter representations is shown
in Figure 4 by step 503,

in some smbodiments the representations, such as LSF paramsters, are

passed 10 a parameter encoder 2058,

in some embodiments the encoder 104 can comprise a parameter encoder 208,
The paramster sncoder 205 can be configured to receive the paramesier
representations of the audio signal input, for example the determined LSF
parameters. The parameter encoder 205 can furthermore in some embodiments

be configurad {0 use each of the LSF paramster values as a sub-vector and
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combine each sub-vector {o create a vector 1o input into a vector guantizer. In
other words the apparatus can comprise a veclor generator configured to
generate a first vector of paramesters (or tuples of a first veclor representing the

parameters) defining at least ong audio signal.

The oulpul of the vector guantizer is in some embodiments the encoder and
therefore the vector guantized audic signals oulput are the ‘encoded’ or
parameter encoded representations of the audio signal.

The operation of encoding or vector guantizing the parameters is shown in
Figure 4 by step 505

in some embodiments the parameter encoder 205 comprises a vector generator
451. The vector generator 451 is configured o receive the LSF parameters and

generate a N dimensional vector from these values.

The operation of generaling vectors from the input paramsters is shown in

Figure 4 by sub-step 551.

The generated vectors can in some embodiments be passed fo the lattice

vector quantizer 453,

in some embodiments the parameter encoder 205 comprises a latlice vector
quantizer 453, The lallice vector quantizer 453 receives the inpul veclor
generated from the LSF parameters and generales a nearest neighbour or NN
output which occurs within a defined lattice and thus can be decoded using a
similar lattice al the decoder.

The operation of Lattice quantizing the vector is shown in Figure 4 by sub-step
553,

The encoded signal can be ouiput.
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The operation of outputting the encoded signal is shown in Figure 4 by step
507. This for the sxample can be an operation of oulputing the quantized
lattice vector as shown in Figure 4 by sub-step 857.

With reference fo Figure § thers is shown an example latlice vector quantizer
453 according to some embodiments. The lattice quantizer 453 can in some
smbodimeants be defined by respective program code 23 of a computer program

that is stored on a fangible storage medium memory 22.

Before introducing the concapts and embodiments with respact to the invention
we shall inilially discuss conventional Iattice vector guantization. In some latlice
guantizers an initial generating or determining 2 set of potential basis code
vaciors, wherein each determined potential basis code vector of this set of
potential basis code vectors is associated with a potential basis code veclorof a
differant set of basis code vectors is performed.

Each set of potential basis code veclors comprises at least one basis code
vector. Since sach set of basis code vectors is associaled with al least one
scale representative of a plurality of scale representatives, a code vector can be
determined based on a basis code vector of a set of potential basis code
vectors and a scale representative of the at lsast one scale representative
associated with the set of polential basis code vectors. In other words the code
vecior may he represented based on a basis code vector scaled by the
respective scale representative. For instance, the scale representative may
represent a scale value, wherein a code vector may be determined based on a
multiplication of a basls code vecior and the respeclive scale valus,
Furthermore in some embodiments the codsbook is oblained by applying a
{signed) permutation of the basis vecior.

For instance, at least one set of basis code vactors is associatad with at least

two scale reprasentatives.,
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Accordingly, as an example, a codebook may comprise a set of code vectors
comprising code vectors based on the plurality of sets of basis code vectors and
based on the respective at least one scale value associated with a respective
set of basis code vectors of the plurality of basis code veclors. This set of code
veciors may comprise, for each basis code vector of each set of basis code
vaciors and for each of the at lsast one scale representative associated with a
respactive set of basis code veclors, a code vector based on the respective

basis code vector scaled by the respective scale represeniative.

For instance, sald seis of basis code vectors may represent leader classss,
wherein each leader class comprises a different leader vecior and permutations
of said leader vector. Thus, sald leader vector and the permutations of said
leader veclor may represent the basis code vectors of the respeclive set of

basis code vectors.

The plurality of sets of basis code vectors may represent a subset of a second
plurality of sets of basis code vectors. For instance, under the assumption that
each set of basis code vector represents a leader class, the plurality of leader
classes may represent a subset of a second plurality of leader classes. Thus,
the plurality of leader classes may be considered as a truncated plurality of

leader classes with respect o the second pluralily of leader classes.

For instance, the respective potential basis code vecior may be determined by
determining the basis code vector of the at least ong basis code vector of the
respective set of basis code vector which is nearest o the input vector to be
gncoded. Any kind of suilable criterion may be used for finding the nearest
basis code vector with respect to the input vector to be encoded,

As an example, a potential basis code vecior may be determined based on a
nearest basis code vector with respect o the absolute valued input vector and

based on information of signs of the values of the input vector, wherein this
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information may comprise the sign of a respective position of respective values
in the inpul vector and is used to assign signs to valuas of the determined
potential basis code vector, Furthermore, as an sxample, the basis code vector
which is nearest to the absoclute valued input vector may be determined,
wherein the absolute valued input vecltor comprises absolule values
corresponding to the values of the input vactor, wherein the polential basis code
vecior represents the determined nearest basis code vector, wherein the signs
of the values of the potential basis code veclor correspond to the signs of the
values of the input vector at the same position in the vecior, wherein this may
hold If the parity of the basis code veclors of the sst of basis code veclors is 0.
As ancther example, i the parity of the basis code vectors of the set of basis
code vectors is -1, the signs of the values of the potential basis code vector may
be assigned corresponding to the signs of the values of the input vector at the
same position in the vector, respectively, and if there are not an odd number of
negative components, the valug in the polential basis code vector having the
lowest non-null absolute value may change #is sign. Or, as ancther example,
the parity of the basis code veclors of the set of basis code veclors is +1, the
signs of the values of the polential basis code vector may be assigned
corresponding to the signs of the values of the input veclor at the same position
in the veclor, respectively, and if there are not an even number of negative
components, the value in the potential basis code veclor having the lowest non-
riull absolute value may change its sign.

The code vector for encoding the input vector is then conventionally determined
based on the set of determined potential code vaclors, wherein said set of
determined potential code veclors defines a subset of code vectors, said subsst
of code veclors comprising, for each determined potential basis code vector and
gach scale represeniative associated with the set of basis code veciors of the
respective potential basis code vector, a code vector based on the respective
potential basis code veclor scaled by the respective scale reprasentative.



10

15

20

25

30

WO 2015/092483 PCT/IB2013/061034

22

Accordingly, the search for the code veclor for encoding the input vector has
been performed in the subsel of code vectors defined by the determined
potential code veclors and defined by the respective at least one scale
representative associated with the set of basis code vectors of the respective
determined potential code veclor. Since this subset of code veciors may
represent a subset of code veclors associated with the codebook, the number
of code vectors of this subset of code vectors may be less than the number of

code veciors of the set of code vectors.

As an sxample, each scale represeniative of the plurality of scale
representatives may be associated with at least one set of code veclors,
wherein each sel of code veciors of said at least one set of code vectors
associated with a respeclive scale representative is assoclated with a set of
basis code vectors of the plurality of sets of basis code veclors such that gach
set of code vectors of said at least one set of code veclors associated with a
respective scale representative comprises code vectors oblained by scaling the
basis veclors of the associated respective set of basis veclors with the

raspective scale reprasentative.

Accordingly, the code vectors of the at least one set of basis code veclors
associated with a respactive scale representative of the plurality of scale
representatives can be determined based on scaling the basis code vectors of
each set of basis code vectors associated with the scale representative with this

scale representative.

For instance, in case said sets of basis code vectors represent leader classes,
the at least one set of basis code veclors associated with a respeclive scale
rapresentative may be considered as a union of leader classes. It would be
understood that usually the union of leader classes is independent of the scale.
Thus, the codebook may comprise at last one union of leader classes, wherein
each union of leader class is associated with one of al least one scale

reprasentatives and with at least one set of basis code veclors of the plurality of
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basis code vectors., As an example, the at least one scale representative may
represent the plurality of scale representatives which may comprise at least two

scale representatives.

Thus for example by, with x<{0, 1, ... X1}, represents a set of basis code
vectors of the plurality of sets of basis code vectors, wherein X represents the
number of sels of the plurality of sets of basis code vectors. Each set of basis
code veclors is associated or comprises at least one basis code vector by,
wherein B, represents the number of basis code vectors of a respective set of
basis code vectors by, Le. ye{0, 1, ... Be-1} holds. For instance, the number B,
of basis code vectors of a sat of basis code vectors may be different for different
sets of basis code vectors andfor f may be the same for at least two sels of

basis code vectors.

in other words a leader vector is just one vector. Togethar with all the signed
permutations of the leadser vector then this set forms the leader vector's leader
class {or as described herein the basis code vectors). When putling together
several leader classes, a union of leader classes is formed. Then {o this
union/unions one or more scales can be attached.

Thus for example it may be possible to delermine a code veclor ¢y based on
basis code vector by, and based on a scale representative s, whereln index 2
represents the index of the respective scale representative of the plurality of

scale represeniatives sq ... 8s.1, 1.8 2e{0, 1, ... §-1} holds.

For instance, in case the values by, of the basis code vectors by y=lbeyo, Beyan,
... beynal represent absolute values, wherein te{0, 1, ... n-1} holds and n
reprasents the length of the respective basis code veclor by, and if the
absolute valuaed input vector is used for determining the potential code vector of
a respective set of basis code vectors, the sign of each value by, at the (t+1}th
position of the determined nearest basis code vector b, may be assigned
based on the sign of the respective value | at the (1+1)}th position of the input
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vector |, bafore determining a code vector ¢y based on basis code vector byy

and based on a scale representative s, is performed.

As an example, if i=fip, b1, Inq] represents the input vector, the absoluls valued
input vector may be represented by [lig], il . lisl]. For instance, the sign of
egach value byy: at the ({+1}th position of the determined nearest basis code
vector by, may be assigned to the sign of the respective value | at the (t+1}th
position of the input vector, respectively, whearein this may held if the parity of
the basis code vectors byy of the set of basis code vectors by is 0. As another
example, if the parity of the basis code vectors by of the set of basis code
vectors by is -1, the signs of the values b,y of the potential basis code vector
may be assigned corresponding o the signs of the values of the input vector at
the same position in the vector, respectively, and if there are not an odd number
of negative components, the value by, in the potential basis code vector having
the lowest non-null absolute value may change iis sign. Or, as ancther
example, If the parity of the basis code vectors by, of the set of basis code
vectors by is +1, the signs of the values by of the potential basis code vector
may be assigned corresponding o the signs of the values of the input vector at
the same position in the veclor, respectively, and if there are not an even
number of negative components, the value byyy in the potential basis code

vactor having the lowsst non-null absolute value may change its sign.

As a non-imiting example, a code vector ¢y may be delermined by Gy =

oI bx,y,“&'sz; bx,ym-?'&z}e

Each of the scale representalives s, wherein ze{0, 1, ... -1} holds, is
associated with at least one set of basis code vectors. For instance, as a non-
fimiting example this respective at least one set ¢of basis code vectors may be
represented by the set of basis code vectors by, with xg{0, 1, ... -1}, wherein
1, may represent the number of ssts of basis code vectors associated with the
respective scale representative s,, wherein O<n,<X holds. Based on this linkage

between a respeactive scale representative s, and the associated at least one
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set of basis code vectors by, with xe{0, 1, ... np-1}, the associated at least one
set of code vedlors Gy, with xe{0, 1, ... 1} and ve{0, 1, ... Bell and 2 {0,
1, ... 81}, can be delermined.

Thus, as an axample, a codebook structure of the above mentioned codebook
may be defined by the plurality of scale representatives s,, the plurality of sets
of basis code veclors by, and the linkage between sach scale representative

with the associated at least one set of basis code vectors.

Since at least one set of basis code veciors, e.g. at least the set of basis code
vaclors by, is associated with al lsast two scale representatives, the same set of
basis code vectors can be used to construct code vectors of the at least one set
of code vectors associated with a first scale representative and {o construct
code vactors of the at least one set of code vectors associated with at least one

further scale repressntative.

it is possible to determine, for each set of basis code vecitors of a plurality of
sats of basis code vectors, a potential basis code vector for encoding an input

vactor in other ways.

For example determining a code vector for encoding the input vector from a
subset of code vactors is based on a determinad distortion metric or distance,

or error value.

in such examples a scale representation of the plurality of scale representations
is selected.

Furthermore the determined potential basis code vector of a set of basis code

vactors associated with the selected scale rapresentation is selectad.

A code vector may then be determined based on the selecied potential basis
code vector and on the selected scale representation, wherein this determining



10

18

20

25

WO 2015/092483 PCT/IB2013/061034

26

of a code vector may be performed as described with respect to the method

describad herein.

in some examples based on the determined code vector and the input veclor, a
distortion metric is determined. For instancs, said distorlion metric may be
based on any kind of suitable distance between the determined code vector and
the input vector. As an example, a Hamming distance or an Euclidian distance
or any other distance may be used. As an example, determining the code veclor
may be omilted and the distortion melric may be calculated by inherently
considering the respective code vector associated with the selected scale
representation and the set of basis code vectors associated with this sslected
scale reprasentation.

For instance, ¥ Cuzv® Cezyo, Oxzte ... Cxznet] represents the code vector
determined in step 430 and i=fiy, i1 . 1] represents the input veclior, a distance

d may be calculated based on

This distance d according to the equation above may be replaced with distance
d’ calculated bassd on

n—1i p~1

s 2 .
d = Zc:&m’,k o ZZ b Cozyk

k=0 fr=d)

Or, as another example, in case the distortion metric is determined based on a
weighting function, distance d according to equation above may be amended as

follows:
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w1

dw = Z Wy (zx - Cx,z,;»*,k}
k=0

wherein wy, represent weighting factors of the weighting function.

Accordingly, distance & according {o the eguation above may by weightad by

means of the weighting function in the following way:

i1

a3
P 2 : ' : "
dsv - Z M’Jﬁ: GCx,z,y,k zz M;ff Zﬂr {’x,z,y,k
k=0 k=0

For instance, the distortion metric d, or d’, or dy, or d,’ may be stored, if it is the
first determined distortion metric, or f may be compared with a stored distortion
maetric, wherein the stored distortion melric is replaced if the newly determined
distortion metric is better than the slored distortion matric. Furthermore, the
code vector associated with the stored distortion metric may be stored or an

identifier of this code vector may be stored.

Then for example the operation can chacked whether there are any further sets
of basis code vectors associated with the selected scale representation. If yes,
then the determined potential basis code vector of this further set of basis code
vectors associated with the selected scale representation is selected. if no there
is a check made against further scale representation of the plurality of scale

raprasentations.

if there is a further scale representation of the plurality of scale representations,
then the further scale representation is selecled, otherwise the code veclor
associated with the best distance metric may be selected for encoding the input

vactor.
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For instance, where the seis of basis code vectors may represent leader
classes, whersin sach leader class comprises a different leader vector and
permutations of said leader vecitor. Thus, the leader veclor and the
permutations of said leader vector may represent the basis code vectors of the
respective set of basis code veclors. As an example, a leadser vector is an n-
dimensional vector {with n denoting an inleger number}, whose {positive)
components are ordered {e.g. decreasingly). The leader class corresponding to
the leader vector then consists of the leader vector and all vectors oblained
through all the signed permutations of the leader vector {with some possible

restrictions).

A union of leader classes may be defined by the sets of basis code vectors
associated with the same scale representation of the plurality of scale
representations and the respective scale representation. For instance, a union
of leader classes may be associated with a set of code vectors obtained by
means of scaling the basis code vectors of the associated step of basis code
vaciors with the scale representative.

Such a union of leader classes may be considered as a truncation. Thus, if the
plurality of scale representations are n scale representations, n unions of leader
classes may be defined, wherein sach union of leader class is defined by
means of the respective scale representation and the sets of basis code vactors

associated with the respective scale representation.

Accordingly, the plurality of scale representations and the plurality of sets of
basis code veclors may define a plurality of union of leader classes thereby
defining a codebook, wherein, as an example, sach union of leader classes

may be considered as a union of scaled lsader classes.

Codebooks used within these speech and audio codecs may for instance be
based on lattice structures, as described in reference "Mulliple-scale leader-

lattice VQ with application to LSF quantization” by A, Vasilache, B, Dumitrescu
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and |. Tabus, Signal Processing, 2002, vol. 82, pages 563-588, Elsevier, which
is incororated herein in its entirety by reference. For instance, a D10+ {attice
may be considersd for quantization, but any other wellsuited lattice
guantization may also be considered.

For instance the sets of basis code veclors are leader classes, whersin each
leader class comprises a different leader vector and permutations of said leader
vactor, and wherein each leader vector represents an n-dimensional vector

comprising n absolute values arranged in a descending or an ascending order.

The leader vector | of the respective set of basis code vectors by may be
reprasented by =, b, k4], wherein g, 11, 1 are absolute values | In case of
a descending order lp represents the 1-highest value, |1 represents the 2-highest
valug and I represents the n-highest value. In case of an ascending order §g
represents the 1-lowest value, I represents the 2-lowest value and Iy

rapresents the n-lowest valus.

The value k.1 of the respective leader vector, which represents the valus at kth
position in the respective leader vector, can be assigned o a position in the
potential basis code vector which corresponds o the position of the k-highest
absolute value {in case of a descending ordered leader vector) or to the position
of the k-lowest absolute value {(in case of an ascending orderad leader vector)
in the input vector, For instance, this position may be denoted as position m. As

an example, the potential basis code vector may be representad by p={pg, b1,
Pa-i)

For instance, as a non-imiting example, an exemplary input vecior may be

i={-2.4, 80, -1.3, 0.2}, wherein the corresponding absolute valued input vecior

may be

ia=[2.4, 5.0, 1.3, 0.2].
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in case of the descending order of the leader veclor, the value in position k of
the leader vector, e, value k., is assigned to a position in the polential basis
code vector which corresponds to the position of the k-highest absolute valus in
the input veclor. For instance, starling with the first position represented by
courtter k=1, the position of the {1-highest absolule value in the input veclor is
position m=2, since value 5.0 is the 1-highest value in the absolule valued input
vector and is located in position m=2, Le. ia:. Accordingly, value Iy is assigned

o the position m=2 in the potential basis code vector, Le. py=ly may hold.
Furthermore, the sign {+ or -) of the assigned value in the potential basis code

veclor Pt I8 set in accordance with the sign of the value of the input veclor

associated with the k-highest absolule value. Accordingly,

Penet = Ber 8GN}

may hold.

Thus, in the non-limiting sxample of an exemplary input vector i=[-2.4, 5.0, -1.3,

0.2}, p=lp may hold since value 11=5.0 has a positive sign.

The position counter k may be incremented, and it may be checked whether
there is ancther valug in the leader vector, La. whether ksn holds.

if ves, the method proceeds and in the non-limiting example, with respect to
position k=2, value 2.4 at position m=1 represenis the 2-highest {k-highest)

absolute value in the input vector. Thus,

Pg= iysign{ig) = -y

may hold for assigning |y with the respective sign, since valus i=2.4 in the
input vector has a negative sign.
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in this way, for the non-limiling example, the loop may iterale through the

positions of the leader vector in the following way:

k=3 v w3 e Po = fpesignfie) = -k and

kg s mwd s P Eg&igﬂ(ﬁg) = g

Accordingly, the respective potential code vector oblained by the example
method may result in p={-ly, lp b, I} in case of the descending ordered

raspective leader vector L

if the leader vector | is orderad in an ascending way, then the msthod described
above may be performed with m representing the position of the k-lowest value

in the absolute valued input vector, wherein ppa = ket sign{in.g) may hold.

The oblained potential code vector p is associated with the respective set of
basis code vactors by, whersin | represents the leader vector of this respective
set of basis code vectors. For instance, with respect {o the example process of
determining a code vector based on a basis code vector by, and scale
represemntative s, and described above, the potential code vector p represents
the nearest basis code vector b,y of the set of basis code vectors b, with
respect to the input vector, wherein the absolute valusd input veclor is used for
determining the potential code vector of a respective set of basis code vectors
and wherein the sign of each value byyx 8l the kih position of the determined
nearest basis code veclor by is assigned with the sign of the respective value i

at the kih position of the input vecior §, wherein O<ksn holds.

Thus, this nearest basis code vector by represanting the potential code vector
p can be used for determining a code vector ¢y based on the nearest basis
code vector by and based on a respective scale representative s,, as described

above,
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To each truncation a different scale representative is assigned {e.q. through

fraining}, e.g.
float scalel} = {0.8, 1.2, 2.7}

Accordingly, for instance, a first set of code vectors of a plurality of code vectors
of the codebouk is defined by the first truncation scaled by the first scale
representation 0.8, a sscond set of code vectors of the plurality of code veclors
of the codebook is definad by the second truncation scaled by the second scale
representation 1.2, and a third set of code veclors of the plurality of code
vactors of the codebook is defined by the third truncation scaled by the third

scale representation 2.7, the codebook having a multiple scale latlice struciure.

As an example, the ssarch in the mulliple scale latlics structure may be seen as
having two phases: the first one may compute a potential code vector for each
leader class, Le. for each set of basis code veclors, and the second one may

calculate the distortion only for the potential codevectors.

For instance, an absolute value function may be applied to the input vecior |
such that absoclule inpul vector ia comprises the absolute values of the vector |,
and then the absclute inpul vector may be sorled in an descending {or,

alternatively, in an ascending) order.

As an sxample, an index representation may contain representatives indicating
the indexes of each input vector | in the descendingly {or ascendingly) ordered
absolute valued vector. For instance, said index representalion may be an

integer array ‘ind,

For exampile, if the input vector is [-2.4 5.0 -1.3 0.2], the absolute valued vector
is {2.4 5.0 1.3 0.2] and the ‘indx’ array is { 1 0 2 3] Since the leader veclors may
be descendingly ordered, during the nearest neighbour search algorithm, the
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first value of the leader vector may be assigned on the position corresponding

o the highest absolute value component of the input veclor and so on.

in the following non-limiting example, ‘idx_lead max’ is the maximum number of
leader classes out of all truncations, which may correspond o X, in this
example may be is 9. Accordingly 9 sels of basis code veclors are dsfined by
means of the 9 leader classer, wherein the nth leader class is defined by &plin-
1l

For instance, the array 'sign’ may store the signs of the input veclor

components.

{* First part of the search: compute all potential codevectors ¥/
pi_crt = &plCY; 7 pl contains the leader vectors ¥/
for {(u=0;u<idx_lead_max;ut++)

{
for(j=0;<LATTICE_DiM;j++, pl_ori++}
{
ot = indx{l;
F{{pl ot} » 0.)
{
cv_potiulll_crt] = ("pl_crty{float)signfi_crt];
}
else
{
cv_potfullj_crt} = 0.0f;
}
}
}

The outer loop defined by counter u may be considered fo associate sach sach
U with a respective leader vector. Thus, in accordance with counter u, a

corresponding set of basis code vectors is selected by means of the outer loop,
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since sach leader vector corresponds {o a different set of basis code vectors of

the plurality of basis code vectors.

The inner loop defined by integer value | may be considerad {o determining a
potential basis code veclor associated with the selected set of basis code
veciors, |_ort indicating the position of the {({+1}highest absoluie value in the

input vector,

Thus, the different poteniial basis code vectors ov_pot are determined by
meaans of this exemplary first part of the search.

The second part of the search may be used for determining a code vector for

encoding the input vector from a subset of code veclors.

i* Second part of the search */
for(il=0;l<no_scales;l++}

{
= gscalell];
s8d = 8'y;
for(k=0;k<LATTICE_DIMKk++)
{
ws1ik] = wiki*s*2.0Fin[k];
ws2ik] = wik]*s2;
}
for(i=0;j<no_leaders{i];j++}
{
tmp_dist = 0.0f;
for(l=0k<LATTICE _DiMk++}
{

s = ¢v_potilikl;
tmp_dist += (we2lk*s-ws1lk])'s;

}
if {tmp_dist < min_dist)
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{
min_dist = tmp_dist;
best scale =
best idx =k;
}

The outer loop may be defined by counter |, wherein | is issued {o select one
scale representation scalefl] of the plurality of scale representations.

LATTICE _DIM defines the length of the code vectors which may correspond {o
the length of the input vector {0 be encoded.

Afterwards, the values wsiikland ws2lk] for sach K in {0,.. ,LATTICE_DIM) are
caiculated, which may be considered {0 be that part of the distortion metric (X3)
which is independent of polential basis code vector. The valus wik] represents

the value of the weighting function for each kK

The example code shown above further has an nner | loop
“for(j=0;j<no_leadersfii++)’, whersin no_leadersil] defines the set of leader
vaciors associated with the selecled scale representative scalell], le.
no_leaders{l] may correspond {0 n, representing the number of sets of basis
code veciors associated with the respective scale representative scalell], and
thus this loop iterates through each set of leader vectors associated with the
selected scale rapresentative scalefl], wherein for leader veclor of this set of
leader vectors one potential basis code vector cv_pot has been delermined.
Thus, for instance, this loop Heratively selects each potential basis code vector
cv pot the set of basis code veclors associated with the seleclted scale
repraesentation, wherein cov_potfil may represent the respective jth basis code
vector of this set of basis code vectors.
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For each of these basis code veclors and the selecied scale representative, the
raspective distortion metric for the code vector being associated with the
respective basis code vecior and the selected scale representative may be

determined, €.¢g. based on distortion metric in the following way:

s--1

d = z(ws?d[k} ov podf JHk] - wsi{k}) -ev_ pot jHA]

k=0

The distortion metric having the lowest value is determined {o represent the
best distortion metric, wherein the code vector associated with this distortion
metric code vector may be used for encading the input vector. For instance, this
code vector may be defined by the best scale representalive and the baest

potential basis code vector of the set of potential basis code vectors.

The embodiments described herein reduce the complexity of the vector
quantization by not computing the polential codevector array ov_pot, but
smploying the absoclute value sorted version of the input vector and delermining

or generating the distortion calculation in a suitable fransposed spacs.

In some embodiments the latlice veclor guantizer comprises as input veclor
sorter 402, The input veclor sorter 402 or suilable means for sorting the input

vector can be configured to receive the input vector.
The operation of receiving the input vector is shown in Figure 6 by step 501,

The lattice vector quantizer and input vector sorter 402 is configured to sort the
input vector into an absolute value descending order (it would be understood
that in some embodiments the sorling can be performead in an absolute value

ascending order with suitable changes io the following operations).

Thus for example if the input vector is
P=[-2450-1.30.2]
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the absolute valued veclor is
absi=[24 5.0 1.30.2],

the sorted absolule valued vector which is defined here as
cv_pott =[50 2.4 1.30.2]

and the sorling permutation indxX’ ={1 0 2 3L

The sorting of the input vector is shown in Figure 8 by step 503.

The input vecior sorter can then pass the sorted vector and sorting permutation
{0 the code vector determiner 403,

in some smbodiments the lattice veclor quantizer 483 comprises a potential
code vector determiner 404, The polential code vector determiner or suitable
means for determining a potential code vector is configured to store or generate
the leader classes used to generate the codevectors.

For instance the leader classes may be defined as {in Q1 valus, in other words
miitiplied by 2)
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These leader classes can in some smbodiments be passed to the cods vector
determiner 403,

in some smbodiments the latlice vector quantizer 453 comprises a code vecior
determinar 403. The code vecior determiner 403 or suilable means for
determining a code vector can in some embodiments receive the leader classes
and also the sorted input vector and permutstion vector. The code vector
determiner can then from these values delermine the oulput code vector

associated with the input vacior.
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Whaere the distance to be delermined is a weighted Euclidean distance then in
soms embodiments the weighis are transposed according o the permutation
vector and an intermediary input vector produce is generated. it would be
undarstood that in some embodiments the weights are uniform or the weighting

operation is optional whers the unweighted Euclidean distance is employed.

An example of this can be shown by the following code

I calculate intermediary product between transposed weights and sorted input
vector ¥/
for{j=0; J<LATTICE DIM:;j++)
{
w transpij] = «@(indx{j]ll;

2

wx{i] = w transpiil*ov potiil;

The operation of transposing and applying weights to generate an intermadiary
product based on the sorted inpul vector and the transposed weights is shown
in Figure 6 by step 505

In some embodiments the code vector delerminer can determine distance

components sum1t and sum?2 for a first scale value scalef]

This operation can be divided into the steps of:

Firstly, initialising the scale and square of the scale values for a first scale valus

scalell]

The operation of initialising the scale and square of the scale values are shown
in Figure 8 by step 506,
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Secondly, selecting a leader vector from the leader classes matrix. This is

shown in the above matrix example as the matrix pl_crt.
The operation of selecling a leadsr vector is shown in Figure 8 by step 507.

Thirdly generating inlermediary distance valuss sumt and sum2 based on

intermediary values and the selected leader vector.

The operation of generating intermeadiary distance values based on the sslected
leader vecltor is shown in Figure 6 by step 508,

Fourthly, chacking the parity conditions where the leader vector does not reach
the 7" position and correcting the sumt value where the number of minus signs

in the input vector differ from the constranint given in the leader class parity.

The operation of checking the parity conditions where the leader vector doss
not reach the 7™ position and comrecting the sum1 value whare the number of
minug signs in the input vector differ from the constranint given in the leader

class parity is shown in Figure & by step 511,

Fifthly, determining the distance or error value from the sumt and sum 2 values
and then where tha current leader vecior distance is the smallest indicating the
index of the smallest vector.

The operation of determining the distance for the leader vectors is shown in

Figure 6 by step 513.

The operation can then loop round until all of the leader vectors have been

selectad.
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iooping back where not all of the leader vectors have been selaected is shown in
in the following cods

The operation of checking whether all leader veclors have been selecled and

WO 2015/092483
Figure 6 step 514.
These steps can be shown
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Then in some embodiments the code vector determiner can be configured o
uyse the sumt and sum? values io determine distortion distances for other

scales. A similar operation of checking for a ‘best’ scale value is further made.

The operation of delermining distortion distances for other scales is shown in
Figure & by step 518.

The operation of determining the distortion distance can for the other scales
using the sumt and sum? values can be implemented using the following

axampls code

for{k=1;kd<no_ ascales; k++]

{

HEE3
s

I

ol

&)

i

[¥5]

O

*
0

i

37

and now use the suml, sum?2 valuss calculated above

to calculate distortion for the other scales */
for{i=0;i<no leaders{il;i++}

{

e U
A N

Vo

tmp dist = sum2{jl*sd

1f {(tmp dist < min dist

~gumlijl*s;
3
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e

min dist = tmp dist;
best scale = k;
baest idx =

s F

Furthermorg In soms embodimenis the code vecior delerminer can be
configured, once the best lsader class and best scale are found, o caloulated

the resuiting codevactor 'ov_out’.

The operation of performing a reverse transpose to calculate the codevecior is
shown in Figure 8 by step 517.

In some embodiments the operation of caloulaling the codevector can be

implemsniead by the following example code.

1
H
4

in some embodiments the caiculgtion of the variables sumi and sum2 is done

up to the number of leaders from the first truncation (no_lsaders{l]), meaning
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that the number of leaders should bs decreasingly ordered and their

corresponding scales ordered accordingly.

in such embodiments an additional complexity reduction is produced because
the maximum number of leaders for one struciure nesd not be computed, but it

is known te be on the first position.

it would be understood thal most of the complexity reduction comes from the
fact that only the winning leader vector has o be transposed, not all of them.
The calculation is done on positive values {(both leader veclor and input vector
are in absolute values) which is ok as long as the input vector component and

the guantized one have the same sign.

A difference in sign infervenes when there is a parity constraint {odd or even
number of negative components) in the considered leader vector and this
constraint is not respected by the input vector. In this case the sign of guantized
value of the smallest input vector componenis has s sign flipped. The smallest
input vector component corresponds to the last component in the transposed
space. This is why the first loop for calculating sumi and sum2 is
‘while(i<LATTICE_DIM-1Y. In the real, non-transposed space this corresponds
to smallest = Indx[LATTICE_DIM-1]. LATTICE DIM is the dimension of the

considerad lattice.

Although the above examples describe embodimenis of the application
operating within a8 codec within an apparatus 10, # would be appreciated that
the invention as described below may be implemeanted as part of any audio {or
speech} codec, including any variable rate/adaptive rate audio {or spesch)
codec. Thus, for example, embodiments of the application may be implementsd
in an audio codec which may implement audio coding over fixed or wired

communication paths.
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Thus user squipment may comprise an audio codec such as those described in

gmbodiments of the application above.

it shall be appreciated that the term user equipment is intended to cover any
suitable type of wirsless user equipment, such as mobile tslephones, portable

data processing devices or poriable web browsers.

Furthermore elements of a public land mobile network (PLMN) may also

comprise audio codecs as described above.

in general, the various embodiments of the application may be implemented in
hardware or special purpose circuils, software, logic or any combination thereof,
For example, some aspects may be implemented in hardware, while other
aspects may be implemented in firmware or software which may be exscuted
by a controller, microprocessor or other computing device, although the
invention is not limited thereto. While various aspscts of the application may be
flustrated and described as block diagrams, flow charts, or using some other
pictorial representation, it is well understood that these blocks, apparatus,
systems, techniques or methods described herein may be implemented in, as
non-limiting examples, hardware, software, firmware, special purpose circuits or
fogic, genseral purpose hardware or controller or other computing devices, or
some combination thereof.

The embodiments of this application may be implementad by computer software
axsculable by a dala processor of the mobile device, such as in the processor
gntity, or by hardware, or by a combination of software and hardware. Further in
this regard it should be noted that any blocks of the logic flow as in the Figures
may represent program sieps, or interconnected logic circuits, blocks and
functions, or a combination of program steps and logic circuits, blocks and

functions.
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The memory may be of any type suitable {o the local technical environment and
may be implemented using any suitable data slorage technology, such as
semiconductor-based memory devices, magnetic memory devices and
gystems, optical memory devices and systems, fixed memory and removable
memory. The data processors may be of any type suitable {o the local technical
environment, and may include one or more of general purpose computers,
special purpose computers, microprocessors, digital signal processors {DSPs),
application specific integrated circuits {ASIC), gate level circults and processors

hased on multi-core processor architecture, as non-limiting examples.

Embodiments of the application may be practiced in various components such
as integrated circult modules. The design of integrated circuits is by and large a
highly automated process. Complex and powerful software fools are available
for converting a logic level design into a semiconductor circult design ready {o

be stched and formed on a semiconductor substirate.

Programs, such as those provided by Synopsys, Ing. of Mountain View,
California and Cadence Dasign, of San Jose, California automatically route
conductors and locate components on a semiconductor chip using well
astablished rules of design as well as libraries of pre-stored design modulss.
Once the design for a semiconductor circult has besn completed, the resultant
design, in a standardized electronic format {e.g., Opus, GOS8, or the lke) may
be transmilled {0 a semiconductor fabrication faciiity or "fab" for fabrication.

As used in this application, the term ‘clrcuitry’ refers to all of the following:

{a) hardware-only circult implementations {(such as implementations in
only analogue andfor digital circuitry) and

{b} to combinations of circuits and software (andfor firmware), such as: (i)
to a combination of processor(s) or {ii} to portions of processor{sysoftware
{including digital signal processor(s})), software, and memory{ies) that work
together {0 cause an apparatus, such as a mobile phone or server, {0 perform

various functions and



10

15

20

WO 2015/092483 PCT/IB2013/061034

47

{c} to circuits, such as a microprocessor{sy or a portion of a
microprocessar(s), that require software or firmware for operation, even if the

software or firmware is not physically present.

This definition of ‘cirouitry’ applies to all uses of this term in this application,
including any claims. As a further example, as used in this application, the temm
‘circuitry’ would also cover an implementation of merely a processor {or mulliple
procassors) or portion of 2 processor and its {or their) accompanying software
andfor firmware. The term ‘circuitry’ would also cover, for example and i
applicable to the particular claim element, 8 bassbhand integrated circuil or
applications processor integrated circuit for a mobile phone or similar inlegrated

circuit in server, a cellular network device, or other network device.

The foregoing description has provided by way of exemplary and non-limiting
gxamples a full and informative description of the exemplary embodiment of this
invention. However, various modifications and adaptations may become
apparent {o those skilled in the relevant arts in view of the foregoing description,
when read in conjunction with the accompanying drawings and the appended
claims. However, all such and similar modifications of the tsachings of this
invention will stll fall within the scope of this invention as defined in the

appended claims.
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Claims:

1. A maethod comprising:

generating at least one veclor of paramsters defining at least ong audio
signal;

sorting the at least one vecior of paramelers according o an ordering of
at least one vecior absolute tuples to generate an associated at least one
ordered vector of parameters;

selecting from a list of leader classes at least one potential code vector,

determining a distance between the at least one potential code vector
and the at least one ordered vector of paramelers;

determining at least one leader class associated with a potential code
vector which generates the smallest associated distance;

fransposing the at least one leader class {o generate an oulput lattice
guantized codevecior.

2, The method as claimed in claim 1, further comprising:

selecting at least one scale factor,

wherein delermining a distance bstween the at least one potential code
vector and the al least one ordered vector of paramsters further comprises
determining a distance based on the at least one scale factor;

wherein determining at least one leader class associated with a potential
code vector which generates the smallest associated distance further comprises
determining an output scale factor associated with a potential code vector and
scale factor which generates the smallest associated distance;

whergin transposing the at least one leader class 0 generale an oulput
{attice quantized codevecior comprises applving the output scale factor o the

output latlice quantized codevectior.

3. The method as claimed in any of claims 1 and 2, whergin generating s
first vector of parameters defining at lsast one audio signal comprises:

dividing the at least one audio signal into time frames;
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determining a vector of line spectral frequency parameters associated

with the at least one audio signal time frames.

4, The method as claimed in any of claims 1 to 3, wherein sorting the at
least one vector of paramsters according to an ordering of at least one vecior
absolule fuples 1o generale an associated at least one ordered vector of
parameters comprises:

determining weights for a weighted distance determination;

sorting the weights based on the ordering of the at least one veclor
absolute tuples o generate a sorted weight vector;

applving the sorted weight vector {0 the at least one ordered veclor of
parameters.

5. The method as claimed in any of claims 1 o 4, whersin determining a
distance between the at least one polential code vector and the at least one
ordered vecior of parameters comprises:

generating a first and second distance components based on 3 first scale
value, the first and second distance components associated with the distance
betwesn tha at lsast one potential code vector and the at least one orderad
vector of paramsters;

correcting the sign of the first distance component where the potential
code vector fails a parity constraint test;

detarmining a distance between the at least one potential code veclor
and the at least one ordered vector of paramsters based on the first and second
distance components.

8. The method as claimed in claim 5, wherein determining a distance
between the at lsast one potential code vector and the at least one ordered
vacior of parameters further comprises determining a distance betweean the at
least one potential code vector and the at least one ordered vecior of
parameters based on the first and second distance componants and further

scale values.
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7. The method as claimed in any of claims 1 1o 8, wherein determining at
least one leader class associated with a potential code vector which generates
the smallest associated distance comprises:

determining the index of the potential code vector which generates the
smallest associated distance;

determining the scale value of the potential code vector which generates
the smallest associated distance by applving scale values to only the potential

code vector which generates the smallest associated distance.

8. The method as claimed in claims 1 to 7, wherein transposing the at lsast
one leader class {o generate an oulput iatlice gquantized codevector comprises
sorting the at least one leader class by the reverse ordering of &t least one

vector absoluie fuples.

9. An apparaius comprising:

means for generating at least one vector of parameters defining at least
one audio signal;

means for sorting the at least one vector of parameters according to an
ordering of at least one vector absolute tuples 1o generale an associated at
least ong orderad vector of parameters;

means for selecting from a list of leader classes at least one polential
code vecior;

means for delermining a distance betwesen the at least one potential
code vector and the at least one ordered vector of parameters;

means for determining at least one leader class associated with a
potential code vector which generates the smallest associated distance;

means for transposing the at least one leader class {o generate an oulput

lattice quantized codevector.

10. The apparatus as claimed in claim 8, further comprising:

means for sslecting at least one scale factor;
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wharein the means for delermining a dislance between the at least one
potential code vector and the at least one ordered veclor of parameters further
comprises means for determining a distance based on the at least one scale
factor;

the means for determining at least one leader class associated with a
potential code vector which generates the smallest associated distance further
comprises means for determining an oulput scale factor associated with a
potential code vector and scale factor which generates the smallest associated
distance;

the means for transposing the at least one leader class o generate an
output lattice guantized codevector comprises means for applying the output
scale factor to the culput laltice quantized codevector.

11.  The apparatus as claimed in any of claims ¢ and 10, whersin the means
for generating a first vector of parameters defining at least one audio signal
comprises:

means for dividing the at lgast one audio signal into time frames;

means for determining a vector of line spectral frequency parameisrs

associated with the at lsast one audio signal time frames.

12.  The apparatus as claimed in any of claims 8 {o 11, whersin the means
for sorling the af least one vector of parameters according to an ordering of at
ieast one vector absolule tuples to generale an associated at least one orderad
vector of parameters comprises:

means for determining weights for a weighted distance determination;

means for sorting the weights based on the ordering of the at least one
vector absolute tuples to generate a sorted weight vector

means for applying the sorted weight vector to the at least one ordered

vector of parameters.
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13. The apparatus as claimed in any of claims 8 to 12, wherein the means
for determining a distance between the at least one potential code vector and
the at least one ordered vecior of parameters comprises:

means for generating a first and second distance components based on
a first scale value, the first and second distance components associated with
the distance between the at lsast one potential code vector and the at least one
ordered vector of paramelers;

means for correcting the sign of the first distance component where the
potential code vector falls a parity consiraint {est;

means for determining a distance between the al least one potential
code vector and the at least one ordered vector of parameters based on the first

and second distance componenis.

14,  The apparatus as claimed in claim 13, wherein the means for
determining a distance between the at least one potential code vector and the
at least one ordered veclor of parameters further comprises means for
datermining a distance between the at least one potential code vector and the
at least one ordered vector of paramsters based on the first and second

distance components and further scale values.

15. The apparatus as claimed in any of claims 8 to 14, whergin the means
for determining at least one leader class associated with a potential code veclor
which generates the smallest associated distance comprises:

means for determining the index of the potential code vaclor which
generaies the smaliest associated distance;

means for determining the scale value of the potential code vector which
generates the smallest associated distance by applying scale values to only the

potential code vector which generates the smallest associated distance.

16. The apparatus as claimed in claims 8 to 15, wherein the means for

fransposing the at least one leader class {0 generate an output lattice quantized
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codevector comprises means for sorling the at least one leader class by the

reverse ordering of at least ong vecior absoluts tuples.

17. An apparatus comprising at least one processor and at least one
memory including computer program code, the at least one memory and the
computer program code configured to, with the at least one processor, cause
the apparatus at least fo:

generate at least one vector of parameters defining at least one audio
signal;

sort the at least one vector of parameters according fo an ordering of at
least one vector absolute tuples {o generate an associated at least one ordered
vactor of parameters;

select from a list of leader classes al least one potential code vector;

determine a distance between the at least one polential code vector and
the at least one ordersd vector of parameters;

determine at least one lsader class associated with a potential code
vector which generates the smaliest associated distance;

franspose the at least one leader class to generate an oulput lattice

guantized codevector.

18.  The apparatus as claimed in claim 17, further caused {o:

selact at least one scale factor;

wherein determining a distance between the al least one potential code
vectar and the at least one ordered vector of parameters further causes the
apparatus to determine a distance based on the at least one scale faclor,

wherein determining at least one leader class associated with a potential
code vector which generates the smallest associated distance further causes
the appsaratus 1o determine an oulput scale factor associated with a potential
code vector and scale factor which generates the smallest associated distance;

wherein transposing the at least one leader class 1o generate an output
fatlice gquantized codevector causes the apparatus {0 apply the oulput scale
factor fo the output lattice quantized codevector.
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18. The apparatus as claimed in any of daims 17 and 18, wherein
generating a first vector of parameters defining at least one audio signal causses
the apparatus {o:

divide the at least one audio signal into time frames;

determine a vector of line spectral frequency parameters associated with

the at least one audio signal tims frames.

20, The apparatus as claimed in any of claims 17 1o 18, whersin sorting the
at least one vecior of parameters according to an ordering of at least one vector
absolute tuples to generale an associated at least one ordered veclor of
paramsters causes the apparatus to:

determine weights for a weighied distance determination;

sort the weights based on the ordering of the at least one vector absolute
tuples to generate a sorted weight vectorn

apply the sorted weight vector to the at least one ordered vector of

parameters.

21, The apparatus as claimed in any of claims 17 to 20, wherein determining
a distance belwesen the at least one potential code veclor and the at least one
ordered vector of parameters causes the apparatus to:

generate a first and second distance components based on a first scale
value, the first and second distance componenis associated with the distance
batween the at least one potential code vector and the atl least one ordered
vector of parameters;

corract the sign of the first distance component where the potential code
vactor fails a parity constraint test;

determine a distance between the at least one polential code vector and
the at least one ordered vector of parameters based on the first and second

distance components.
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22.  The apparatus as claimed in claim 21, wherein determining a distance
between the at least one potential code vector and the at least one ordered
vactor of parameters further causes the apparatus to determine a distance
betwesn the al least one potential code vector and the at least one ordered
vector of parameters based on the first and second distance components and

further scale values.

23. The apparatus as claimed in any of claims 17 to 22, whersin determining
at least one leader class associated with a potential code veclor which
generates the smallest associated distance causes the apparatus fo:

determing the index of the potential code vector which generates the
smallest associated distancs;

determine the scale value of the potential code vecior which generates
the smallest associated distance by applying scale values to only the potential

code vector which generates the smallest associated distance.

24. The apparatus as claimed in claims 17 to 23, wherein transposing the at
isast one leader class o generate an oulput latlice quantized codevector
causes the apparatus to sorl the at least one leader class by the reverse

ordering of af least one vector absolute tuples.

25. An apparatus comprising:

a vector generalor configured to generate at least one veckor of
parameters defining at least one audio signal;

a lattice veclor quantizer configured to sort the at least ons veclor of
parameters according to an ordering of at least one vector absolute tuples to
generate an associated at least one ordered vector of parameters;

the laltice veclor quantizer configured to select from a list of leader
classes at least one potential code veclor;

the lattice vector quantizer configured o determine a distance batween
the at least one potential code vector and the at least one ordered vector of
parameters;
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the latlice vector gquantizer configured {o determine at least one leader
class associated with a potential code veclor which generates the smaillest
associated distance;

the lattice vector guantizer configured o transpose the at lsast one

feader class o generate an culput lattice guantized codevector.

28.  The apparatus as claimed in claim 25, further comprising:

the lattice vector quantizer configured to select at least one scale factor,

wherein the laltice vector quantizer configured to delermining a distance
between the at least one potential code vector and the at least one ordered
vactor of parameters further is configured to determine a distance based on the
at least one scale factor;

the lattice vector guantizer configured to determine at least one leader
class associated with a potential code vecior which generates the smallest
associated distance further configured to determine an oulput scale factor
associated with a potential code vector and scale factor which generates the
smaliest associated distance;

the latlice vector quantizer configured to transpose the at isast one
leader class o generate an output lattice quantized codevecior further
configured o apply the oulput scale factor to the oufput lattice guantized

codevector.

27.  The apparatus as claimed in any of claims 25 and 28, wherein the
apparatus further comprises a parameter determiner configured o divide the &t
least one audio signal into time frames; and determing a vector of line spectral

frequency parameters associated with the at lsast one audio signal time frames.

28. The apparatus as claimed in any of claims 25 o 27, whersin the lattice
vactor quantizer configured to sort the at lsast one veclor of parameters
according 1o an ordering of at least one vector absolute tuples to generate an
associated gt least one ordered vector of parameters is further configured to:

determine weights for a weighted distance determination;
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sort the weights based on the ordering of the at least one vactor absolute
tuples {o generate a sorted weight veclor;

apply the sorled weight vector to the at least one ordered vector of
parameters.

28.  The apparatus as claimed in any of claims 285 o 28, wherein the laltice
vactor quantizer configured {0 determing a distance between the at least one
potential code vector and the at least one ordered vector of parameters is
further configured to:

generate a first and second distance components based on a first scale
value, the first and second distance components associated with the distance
between the at least one potential code vector and the at least one ordered
vactor of parameters;

correct the sign of the first distance component where the potential code
vector fails a parity constraint test;

determine a distance between the at least one potential code vector and
the at least one ordered vector of parameters based on the first and second

distance components.

30, The apperatus as claimed in claim 28, wherein the latlice vector
quantizer configured to determine a distance belween the at least one potential
code vector and the al least ons ordered veclor of paramsiers further is
configured io determine a distance betwesn the at least one potential code
vector and the at least one ordered vector of parameters based on the first and
second distance components and further scale values.

31, The apparatus as claimed in any of claims 25 to 30, wherein the lattice
vector quantizer configured {o determing at least one leader class associated
with a potential code vector which generates the smallest associated distance is
furthar configured o

determine the index of the potential code vector which generates the
smallest associated distance;
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determine the scale value of the potential code vector which generates
the smallest associated distance by applving scale values {o only the potential

code vector which generates the smallest associated distance.

32. The apparatus as claimed in claims 25 to 31, whersin the latlice vector
guantizer configured fo transpose the at least one leader class to generate an
output lattice quantized codevector is configured {o sort the at least one leader

class by the reverse ordering of at least one vector absolute tuples.

33. A computer program product for causing an apparatus to perform the
method of any of claims 1 1o 8.

34.  An slectronic device comprising apparatus as claimed in claims 8 to 32,

35. A chipset comprising apparatus as claimed in claims 9 to 32,
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