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(57) ABSTRACT

Techniques for reliable channel decoding in a wireless net-
work are provided. In one aspect, a wireless device receives
system information over a physical broadcast channel of a
downlink transmission. The wireless device decodes the
physical broadcast channel of a current radio frame using a
plurality of hypotheses until the decoding passes a cyclic
redundancy check. Thereafter, the wireless device compares
system information from the current radio frame with infor-
mation obtained from a previous radio frame. The informa-
tion from the previous radio frame may include one or more
network parameters which may be stored in a memory of the
wireless device. In some aspects, the comparison may be
performed over a plurality of radio frames. Based at least in
part on a result of the comparing, the wireless device may
selectively reject system information from one or more of the
radio frames.
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SYSTEMS, APPARATUS AND METHODS FOR
BROADCAST CHANNEL DECODING

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Patent Application Ser. No. 61/230,668, filed Jul. 31, 2009,
which is titled “False Alarm Protection for Physical Broad-
cast Channel Blind Decoding,” and the entire contents of
which are incorporated herein by reference.

BACKGROUND

1. Field

The following description relates generally to wireless
communications and, more particularly, to decoding trans-
missions in a wireless communication system.

II. Background

Wireless communication systems are widely deployed to
provide various types of communication. For instance, voice
and/or data can be provided via such wireless communication
systems. A typical wireless communication system, or net-
work, can provide multiple users access to one or more shared
resources (e.g., bandwidth, transmit power). For instance, a
system can use a variety of multiple access techniques such as
Frequency Division Multiplexing (FDM), Time Division
Multiplexing (TDM), Code Division Multiplexing (CDM),
Orthogonal Frequency Division Multiplexing (OFDM), and
others.

Generally, wireless multiple access communication sys-
tems can simultaneously support communication for multiple
user equipment (UEs). Each UE can communicate with one
or more access points (APs) or base stations (BSs) via trans-
missions on forward and reverse links. The forward link (or
downlink (DL)) refers to the communication link from BSs to
UEs, and the reverse link (or uplink (UL)) refers to the com-
munication link from UEs to BSs.

SUMMARY

The following presents a simplified summary of one or
more embodiments in order to provide a basic understanding
of'such embodiments. This summary is not an extensive over-
view of all contemplated embodiments, and is intended to
neither identify key or critical elements of all embodiments
nor delineate the scope of any or all embodiments. Its sole
purpose is to present some concepts of one or more embodi-
ments in a simplified form as a prelude to the more detailed
description that is presented later.

In accordance with one or more embodiments and corre-
sponding disclosure thereof, various aspects are described in
connection with decoding on the PBCH.

In one aspect, a method is provided. The method can
include: decoding a broadcast channel of a current radio
frame to obtain system information associated with a wireless
network; comparing the system information of the current
radio frame with system information obtained from a previ-
ous radio frame; and selectively rejecting the system infor-
mation of the current radio frame based at least in part on a
result of the comparing.

In another aspect, a computer program product including a
computer-readable medium is provided. The computer pro-
gram product can include: a first set of codes for causing a
computer to decode a broadcast channel of a current radio
frame to obtain system information associated with a wireless
network; a second set of codes for causing the computer to
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compare the system information of the current radio frame
with system information obtained from a previous radio
frame; and a third set of codes for causing the computer to
selectively reject the system information of the current radio
frame based at least in part on a result of the comparing.

In another aspect, an apparatus is provided. The apparatus
can include: means for decoding a broadcast channel of a
current radio frame to obtain system information associated
with a wireless network; means for comparing the system
information of the current radio frame with system informa-
tion obtained from a previous radio frame; and means for
selectively rejecting the system information of the current
radio frame based at least in part on a result of the comparing.

In yet another aspect, an apparatus is provided. The appa-
ratus can include: a physical broadcast channel (PBCH)
decoding module configured to: decode a broadcast channel
of'a current radio frame to obtain system information associ-
ated with a wireless network; compare the system informa-
tion of the current radio frame with system information
obtained from a previous radio frame; and selectively reject
the system information of the current radio frame based at
least in part on a result of the comparing.

In a further aspect, a method is provided. The method can
include: receiving a downlink signal comprising a physical
broadcast channel (PBCH); decoding the PBCH to obtain a
first decoded PBCH payload; detecting an error condition
related to the first decoded PBCH payload based at least in
part on a second decoded PBCH payload obtained prior to the
first decoded PBCH payload; and rejecting the first decoded
PBCH payload in response to detecting the error condition.

In one aspect, a computer program product including a
computer-readable medium is provided. The computer pro-
gram product can include: a first set of codes for causing a
computer to receive a downlink signal comprising a physical
broadcast channel (PBCH); a second set of codes for causing
the computer to decode the PBCH to obtain a first decoded
PBCH payload; a third set of codes for causing the computer
to detect an error condition related to the first decoded PBCH
payload based at least in part on a second decoded PBCH
payload obtained prior to the first decoded PBCH payload;
and a fourth set of codes for causing the computer to reject the
first decoded PBCH payload in response to detecting the error
condition.

In another aspect, an apparatus is provided. The apparatus
can include: means for receiving a downlink signal compris-
ing a physical broadcast channel (PBCH); means for decod-
ing the PBCH to obtain a first decoded PBCH payload; means
for detecting an error condition related to the first decoded
PBCH payload based at least in part on a second decoded
PBCH payload obtained prior to the first decoded PBCH
payload; and means for rejecting the first decoded PBCH
payload in response to detecting the error condition.

In yet another aspect, an apparatus is provided. The appa-
ratus can include: a transceiver configured to receive a down-
link signal comprising a physical broadcast channel (PBCH);
a PBCH decoding module configured to: decode the PBCH to
obtain a first decoded PBCH payload; detect an error condi-
tion related to the first decoded PBCH payload based at least
in part on a second decoded PBCH payload obtained prior to
the first decoded PBCH payload; and reject the first decoded
PBCH payload in response to detecting the error condition.

Toward the accomplishment of the foregoing and related
ends, the one or more embodiments comprise the features
hereinafter fully described and particularly pointed out in the
claims. The following description and the annexed drawings
set forth herein detail certain illustrative aspects of the one or
more embodiments. These aspects are indicative, however, of
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but a few of the various ways in which the principles of
various embodiments can be employed and the described
embodiments are intended to include all such aspects and
their equivalents.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an example wireless communication system
for reliable channel decoding in accordance with various
aspects set forth herein.

FIG. 2 illustrates an exemplary wireless communication
system where one or more femto nodes are deployed in accor-
dance with various aspects set forth herein.

FIGS. 3A, 3B, 3C, 3D, 3E, 3F and 3G are block diagrams
depicting aspects a wireless communication system for reli-
able channel decoding in accordance with various aspects set
forth herein.

FIGS. 4A and 4B are flowcharts of exemplary processes
relating to reliable channel decoding in accordance with vari-
ous aspects set forth herein.

FIG. 5 is a flowchart of a further exemplary process for
reliable channel decoding in accordance with various aspects
set forth herein.

FIG. 6 is a flowchart of a further exemplary process for
reliable channel decoding in accordance with various aspects
set forth herein.

FIGS. 7 and 8 are block diagrams of exemplary systems for
reliable channel decoding in accordance with various aspects
set forth herein.

FIG. 9 shows an exemplary wireless communication sys-
tem in which the embodiments described herein can be
employed.

DETAILED DESCRIPTION

Various embodiments are now described with reference to
the drawings, wherein like reference numerals are used to
refer to like elements throughout. In the following descrip-
tion, for purposes of explanation, numerous specific details
are set forth in order to provide a thorough understanding of
one or more embodiments. It may be evident, however, that
such embodiments may be practiced without these specific
details. In other instances, well-known structures and devices
are shown in block diagram form in order to facilitate describ-
ing one or more embodiments.

As used in this application, the terms “component,” “mod-
ule,” “system,” and the like are intended to refer to a com-
puter-related entity, either hardware, firmware, a combination
of hardware and software, software and/or software in execu-
tion. For example, a component can be, but is not limited to
being, a process running on a processor, a processor, an
object, an executable, a thread of execution, a program, and/or
a computer. By way of illustration, both an application run-
ning on a computing device and/or the computing device can
be a component. One or more components can reside within
a process and/or thread of execution and a component can be
localized on one computer and/or distributed between two or
more computers. In addition, these components can execute
from various computer-readable media having various data
structures stored thereon. The components can communicate
by way of local and/or remote processes such as in accor-
dance with a signal having one or more data packets (e.g., data
from one component interacting with another component in a
local system, distributed system, and/or across a network
such as the Internet with other systems by way of the signal).

The techniques described herein can be used for various
wireless communication systems such as code division mul-
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tiple access (CDMA), time division multiple access
(TDMA), frequency division multiple access (FDMA),
orthogonal frequency division multiple access (OFDMA),
single carrier-frequency division multiple access (SC-
FDMA) and/or other systems. The terms “system” and “net-
work™ are often used interchangeably. A CDMA system can
implement a radio technology such as Universal Terrestrial
Radio Access (UTRA), CDMAR8020, etc. UTRA includes
Wideband-CDMA (W-CDMA) and other variants of CDMA.
CDMARS8020 covers 1S-8020, IS-95 and IS-856 standards. An
OFDMA system can implement a radio technology such as
Evolved UTRA (E-UTRA), Ultra Mobile Broadband
(UMB), IEEE 802.11 (Wi-Fi), IEEE 802.16 (WiMAX), IEEE
802.20, Flash-OFDM, etc. UTRA and E-UTRA are part of
Universal Mobile Telecommunication System (UMTS).
3GPP Long Term Evolution (LTE) is an upcoming release of
UMTS that uses E-UTRA, which employs OFDMA on the
downlink and SC-FDMA on the uplink. UTRA, E-UTRA,
UMTS, LTE and GSM are described in documents from an
organization named ‘“3rd Generation Partnership Project”
(3GPP). Additionally, CDMA8020 and UMB are described
in documents from an organization named “3rd Generation
Partnership Project 2” (3GPP2). Further, such wireless com-
munication systems can additionally include peer-to-peer
(e.g., mobile-to-mobile) ad hoc network systems often using
unpaired unlicensed spectrums, 802.xx wireless LAN,
BLUETOOTH and any other short- or long-range, wireless
communication techniques.

Single carrier frequency division multiple access (SC-
FDMA) utilizes single carrier modulation and frequency
domain equalization. SC-FDMA can have similar perfor-
mance and essentially the same overall complexity as those of
an OFDMA system. A SC-FDMA signal can have lower
peak-to-average power ratio (PAPR) because of its inherent
single carrier structure. SC-FDMA can be used, for instance,
inuplink communications where lower PAPR greatly benefits
UEs in terms of transmit power efficiency. Accordingly, SC-
FDMA can be implemented as an uplink multiple access
scheme in 3GPP Long Term Evolution (LTE) or Evolved
UTRA.

Various embodiments are described herein in connection
with UEs. A UE can also be called a system, subscriber unit,
subscriber station, mobile station, mobile, remote station,
remote terminal, mobile device, access terminal, wireless
communication device, user agent or user device. A UE can
be a cellular telephone, a cordless telephone, a Session Ini-
tiation Protocol (SIP) phone, a wireless local loop (WLL)
station, a personal digital assistant (PDA), a handheld device
having wireless connection capability, computing device, or
other processing device connected to a wireless modem.
Moreover, various embodiments are described herein in con-
nection with an access point (AP). An AP can be utilized for
communicating with UEs and can also be referred to as a base
station (BS), femto node, pico node, Node B, Evolved Node
B (eNodeB, eNB) or some other terminology.

Moreover, the term “or” is intended to mean an inclusive
“or” rather than an exclusive “or.” That is, unless specified
otherwise, or clear from the context, the phrase “X employs A
or B” is intended to mean any of the natural inclusive permu-
tations. That is, the phrase “X employs A or B” is satisfied by
any of the following instances: X employs A; X employs B; or
X employs both A and B. In addition, the articles “a” and “an”
as used in this application and the appended claims should
generally be construed to mean “one or more” unless speci-
fied otherwise or clear from the context to be directed to a
singular form.
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Various aspects or features described herein can be imple-
mented as a method, apparatus, or article of manufacture
using standard programming and/or engineering techniques.
The term “article of manufacture” as used herein is intended
to encompass a computer program accessible from any com-
puter-readable device, carrier, or media. For example, com-
puter-readable media can include, but are not limited to, non-
transitory storage media such as magnetic storage devices
(e.g., hard disk, floppy disk, magnetic strips), optical disks
(e.g., compact disk (CD), digital versatile disk (DVD)), smart
cards, and flash memory devices (e.g., EPROM, card, stick,
key drive). Additionally, various storage media described
herein can represent one or more devices and/or other
machine-readable media for storing information. The term
“machine-readable medium” can include storage media and/
or various media capable of storing, containing, and/or car-
rying codes and/or instruction(s) and/or data.

In some aspects the teachings herein may be employed in a
network that includes macro scale coverage (e.g., a large area
cellular network such as a 3G networks, typically referred to
as a macro cell network) and smaller scale coverage (e.g., a
residence-based or building-based network environment). A
UE moves through such a network. The UE may be served in
certain locations by APs that provide macro coverage while
the UE may be served at other locations by APs that provide
smaller scale coverage. In some aspects, the smaller coverage
nodes may be used to provide incremental capacity growth,
in-building coverage, and different services (e.g., for a more
robust user experience). In the discussion herein, a node that
provides coverage over a relatively large area may be referred
to as a macro node. A node that provides coverage over a
relatively small area (e.g., a residence) may be referred to as
a femto node. A node that provides coverage over an area that
is smaller than a macro area and larger than a femto area may
be referred to as a pico node (e.g., providing coverage within
a commercial building).

A cell associated with a macro node, a femto node, or a pico
node may be referred to as a macro cell, a femto cell, or a pico
cell, respectively. In some implementations, each cell may be
further associated with (e.g., divided into) one or more sec-
tors.

In various applications, other terminology may be used to
reference a macro node, a femto node, or a pico node. For
example, a macro node may be configured or referred to as a
BS, access point, eNodeB, macro cell, and so on. Also, a
femto node may be configured or referred to as a Home
NodeB, Home eNodeB, access point access node, a BS, a
femto cell, and so on.

Referring now to FIG. 1, a wireless communication system
100 is illustrated in accordance with various embodiments
presented herein. System 100 includes a BS 102 that can
include multiple antenna groups. For example, one antenna
group can include antennas 104, 106, another group can com-
prise antennas 108, 110, and an additional group can include
antennas 112, 114. Two antennas are illustrated for each
antenna group; however, more or fewer antennas can be uti-
lized for each group. BS 102 can additionally include a trans-
mitting node chain and a receiving node chain, each of which
can in turn comprise a plurality of components associated
with signal transmission and reception (e.g., processors,
modulators, multiplexers, demodulators, demultiplexers,
antennas), as will be appreciated by one skilled in the art.

BS 102 can communicate with one or more UEs such as UE
116, 122. However, it is to be appreciated that BS 102 can
communicate with substantially any number of UEs similar
to UEs 116, 122. UEs 116, 122 can be, for example, cellular
phones, smart phones, laptops, handheld communication
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devices, handheld computing devices, satellite radios, global
positioning systems, PDAs, and/or any other suitable device
for communicating over wireless communication system
100. As depicted, UE 116 is in communication with antennas
112, 114, where antennas 112, 114 transmit information to
UE 116 over DL 118 and receive information from UE 116
over a UL 120. Moreover, UE 122 is in communication with
antennas 104, 106, where antennas 104, 106 transmit infor-
mation to UE 122 over a DL 124 and receive information
from UE 122 over a UL 126. In a frequency division duplex
(FDD) system, DL 118 can utilize a different frequency band
than that used by UL 120, and DL 124 can employ a different
frequency band than that employed by UL 126, for example.
Further, in a time division duplex (TDD) system, DL, 118 and
UL 120 can utilize a common frequency band and DL 124 and
UL 126 can utilize a common frequency band.

Base station 102 can transmit system information to UEs
116, 122 on DL 124. The system information, which can be
employed in decoding control and data channels, can be
prone to interference from other cells. System 100 increases
the reliability of channel decoding. In one embodiment, UEs
116, 122 may be configured to detect false alarms in connec-
tion with blind decoding of control channel information. As
used herein, a “false alarm” can refer to an event wherein the
UEs 116, 122 performs blind decoding of a control channel
with a hypothesis that is not correct, but for which error
checking indicates a correct and accurate decoding. For
example, UEs 116, 122 may perform blind decoding of a
physical broadcast channel (PBCH) having a 40 ms transmis-
sion time interval (TTI) when only a 10 ms radio frame
boundary is known. In order to decode the PBCH, the UEs
116, 122 may assume multiple TTI boundaries (e.g., four) or
make multiple channel decoding hypotheses. Despite error
checking, in some cases, control information can become
corrupted resulting in a false alarm. Methods described herein
can enable rejection of such false alarms for increased decod-
ing reliability.

FIG. 2 is an illustration of an example wireless communi-
cation system where one or more femto nodes are deployed in
accordance with various aspects set forth herein. The system
200 is a heterogeneous network including a wide area net-
work 240, femto cell 230, a macro cell access node 260 and
mobile operator core network 250. Specifically, the system
200 includes multiple femto nodes 210 (e.g., femto nodes
210A and 210B) installed in a relatively small scale network
environment (e.g., in one or more user residences 230). Each
femto node 210 can be coupled to a wide area network 240
(e.g., the Internet) and a mobile operator core network 250 via
a DSL router, a cable modem, a wireless link, or other con-
nectivity means (not shown). As will be discussed below, each
femto node 210 can be configured to serve associated UEs
(e.g., associated UE 220A) and, optionally, alien UEs (e.g.,
alien UE 220B). In other words, access to femto nodes 210
may be restricted whereby a given UE 220 can be served by a
set of designated (e.g., home) femto node(s) 210 but may not
be served by any non-designated femto nodes 210 (e.g., a
neighbor’s femto node 210).

Invarious embodiments, an associated UE 220A can expe-
rience interference on the DL from a femto node 210 serving
an alien UE 220B. Similarly, a femto node 210 associated
with associated UE 220A can experience interference on the
UL from the alien UE 220B. With heterogeneous networks,
there is also a potential for interference from neighboring
cells (e.g., femto cells or pico cells). As such, decoding con-
trol and data channels can be difficult. While the foregoing
description of has been provided with reference to a femto
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node, it should be appreciated that it is also applicable to pico
nodes and larger coverage areas.

The physical broadcast channel (PBCH) can convey time-
sensitive information which may also be affected by interfer-
ence which can affect decoding. For example, UEs 220A,
220B may attempt to receive a PBCH from the BS 102. The
occurrence of PBCH false alarms can reduce the likelihood
for properly decoding the time-sensitive control and data
channels. As one example, using a 16-bit cyclic redundancy
check (CRC) and assuming 12 blind decoding operations
(corresponding to four redundancy value (RV) indices, and 3
transmit (TX) antennas) performed per radio frame, one false
alarm may be expected to occur at least once every 2'9/
12=5461 radio frames, which can be approximately every 55
seconds.

In order to improve decoding reliability, particular when
blind decoding PBCH transmissions, embodiments described
herein can provide a PBCH decoding module 320, 330 such
as that described below with reference to FIG. 3A. The PBCH
decoding module 320, 330 can be configured to be robust to
a strong interference environment. FIG. 3A is an illustration
of an example block diagram of a wireless communication
system forreliable channel decoding in accordance with vari-
ous aspects set forth herein. The BSs 302, 322 can include
transceivers 306, 326, processors 308, 328, and memory 310,
330, respectively, for respectively transmitting and receiving,
processing and storing data and/or control information
described herein. In some embodiments, the BSs 302, 322 can
perform encoding of data and/or control information that can
be later decoded (including with blind decoding techniques)
by the UEs 304, 324.

The BSs 302, 322 can also include BS physical broadcast
channel modules 312, 332. The BS physical broadcast chan-
nel modules 312, 332 can be configured to prepare data and/or
control information that is acquired by UEs 304, 324 through
blind decoding. For example, the BS physical broadcast chan-
nel modules 312, 332 can prepare payloads including a band-
width field, a reserved field, a system frame number (SFN),
etc. In some configurations, redundancy version (RV) infor-
mation may be carried in coded bits wherein different seg-
ments of an encoded bit sequence are transmitted in different
radio frames. Additionally, information for a cyclic redun-
dancy check may be added to support integrity checking.

By way of further example, the BS physical broadcast
channel modules 312, 332 can include Master Information
Block (MIB) information using resource blocks at or near the
center of the channel. The information can convey any num-
ber of different types of control information, including, but
not limited to, system bandwidth and antenna configuration,
etc.

In some embodiments, preparation and processing on the
PBCH can be as follows. The PBCH may include a payload of
40 bits, including a 16-bit CRC, which can be transmitted
over 72 center subcarriers, i.e., with a frequency span of 1.08
MHz at the center of the band. For example, the PBCH can
carry physical layer parameters such as: DL system band-
width (3 bits); physical hybrid automatic repeat request indi-
cator channel (PHICH) duration (1 bit), the number of
PHICH groups (2 bits) and a System Frame Number (SFN) (8
bits). The remaining 10 bits in the payload may be reserved
for future use. PHICH duration field is set to 0 for normal
PHICH duration (1 OFDM symbol) and set to 1 for extended
PHICH duration (3 OFDM symbols). The SFN field includes
the 8 most significant bits (MSBs) of 10-bit system frame
number. The other 2 least significant bits (LSBs) of the 10-bit
SFN can be known by decoding PBCH with 40 ms frame
length.
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PBCH information may be carried on each preamble with
a40 ms TTL In the preamble, the first four OFDM symbols in
the second slot may be dedicated for the PBCH. In PBCH
transmission, all RS tones may be reserved regardless of the
number of transmit antennas. Thus, the number of PBCH
tones for each preamble is 72x4-(24x2)=240, which can be
the same for 1 TX, 2 TX, and 4 TX cases.

Prior to transmission from the BS 302, 322, a 16-bit CRC
can be attached to the PBCH information of 24 bits, and then
the combined 40 bits may be encoded based on tail-biting
convolutional code (TBCC) to generate a codeword of 120
bits. After the 32-column interleaving operation, rate match-
ing is performed by using a circular buffer to implement the
repetition coding, and then binary scrambling and Quadrature
Phase Shift Keying (QPSK) modulation are done. With 2 or 4
transmit antennas, Space-Frequency Block-Code (SFBC) or
SFBC- Frequency Switching Transmit Diversity (FSTD)
encoding is, respectively, added, and the symbol sequence is
finally mapped to the corresponding tones in the preamble,
and goes through the OFDM modulator.

In various embodiments, the BS physical broadcast chan-
nel modules 312, 332 can be configured to perform one or
more aspects of the methods and/or the embodiments gener-
ally described herein. In some embodiments, BS physical
broadcast channel modules 312, 332 can include one or more
systems or electrical components thereof.

The UEs 303, 323 can include transceivers 314, 334, pro-
cessors 316, 336, and memory 318, 338, respectively, for
respectively transmitting and receiving, processing and stor-
ing data and/or control information described herein. UEs
303, 323 can also include PBCH decoding modules 320, 330.

The PBCH decoding modules 320, 330 can be configured
to perform one or more steps of methods 400, 450, 500, 600
and/or the embodiments described generally herein. In some
embodiments, PBCH decoding modules 320, 330 can include
one or more systems 800 or 820 or electrical components
thereof.

In some embodiments, the PBCH decoding modules 320,
330 can be configured to perform blind decoding and/or
hypothesis testing, as described herein. To improve reliability
and reduce false alarms, embodiments described herein can
provide a PBCH decoding module 320, 330 such as that
described below with reference to FIG. 3A. The PBCH
decoding module 320, 330 can be configured to be robust to
a strong interference environment.

In one embodiment, the PBCH decoding module 320, 330
can be configured to perform channel decoding. In some
aspects, a blind decoding to detect a frame boundary can be
performed for the initial acquisition of PBCH. For instance,
when acquiring PBCH for the first time, the number of trans-
mit antennas may be unknown and thus blind decoding may
be performed. In some cases, multiple hypotheses may be
tested for the blind decoding of PBCH (e.g, 4 hypotheses for
frame boundary (RV 0, 1, 2, or 3) times 3 hypotheses for the
number of transmit antennas (1, 2, or 4) for a total of 12
decoding hypotheses).

FIG. 3B illustrates an exemplary operation of a PBCH
decoding module 320, 330 wherein initial acquisition of front
end samples comes from a searcher sample server and blind
decoding with 12 hypotheses is performed. After completing
the initial acquisition of PBCH, an active mode may be
entered. When the front-end samples have been collected for
PBCH processing, PBCH data tones may be extracted and fed
into MMSE/MRC block. Using the channel and interference
covariance estimates, MMSE/MRC block can perform MRC
combining in conjunction with SFBC or SFBC-FSTD decod-
ing if there are multiple transmit antennas. After calculating
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Log Likelihood Ratio (LLR) of each bit, the LLR descram-
bling can be performed, and the LI.Rs for the same codeword
bit may be combined together via a de-rate matching process.
The de-interleaved codeword can be fed into the Viterbi
decoder and the original information bits are recovered after
CRC check and removal.

With regard to spatial processing in MMSE/MRC opera-
tion, there may be three possibilities for the number of trans-
mit antennas: 1, 2, and 4, to be identified by testing hypoth-
eses in blind detection process. Each hypothesis may involve
a different MMSE/MRC operation. For simplicity, a UE with
two receive antennas is assumed.

One transmit antenna: With only one transmit antenna, the
receiver may perform simple MRC combining on the
received signals from each receive antenna after noise whit-
ening. First, r[k], the received signal vector on tone k, is
expressed as

hy[k]
halk]

ny
S +
nalk

r[k]:[rl[k]]:[

} Eqn. 1
ra[k]

==

Let the interference covariance matrix be denoted by R,
which is provided by the interference estimator block. After
multiplying the noise whitening matrix R,,, ", the received
signal vector becomes ¥[k|=R,,~*"*1[k]. Denote the estimated
channel gain for anterma 1 and tone k by h,[k]. Then, the
effective estimated channel vector after the noise whitening,

h[k], becomes

Eqn. 2
=R,"?

hulk] }
ha[k]

Finally, the MRC combining is performed to result in the
following signals.

z[k]=h{k}7F[k]

And the SNR after MRC combining is [, [k]I?+Ih,[k]I.
The block diagram for MMSE/MRC operation with 1 trans-
mit antenna is illustrated at FIG. 3C.
Summary of MRC procedure with 1 transmit antenna is as
follows. For tone k,
Multiply noise whitening matrix, R,,,”*" to the received
signal vector, r[k]

Multiply noise whitening matrix, R,,,,
channel vector, h[k]

Take the inner product of effective estimated channel vec-
tor, h[k] and the whitened received signal vector, 7[k]

Two transmit antennas: 2 by 2 SFBC: With two transmit
antennas, SFBC is utilized for PBCH transmission to achieve
the open loop transmit diversity. Based on 2 by 2 SFBC
encoding, two coded symbols are sent over two transmit
antennas using two consecutive frequency tones as shown
below

Eqn. 3

~12 to the estimated

[ St Sz} «— Antenna 1
-S3 S} | < Antenna?2
7 7

Sy flk+1)

The following vector R[k] is built from the received signal
on tone k and k+1.
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rilk] Eqn. 4
cug] 78| W |
Tk | AkF 1|
rslk+1]
Hyy [£] Hyalk] ny[k]
Hyy [£] Ha[k] St }4_ mlk]
Hilk+1]1 —Hjk+11|1 -5 mlk+1]
Hylk+1]1 —Hy [k +1] mlk+1]

By assuming two consecutive tones have the same frequency
response,

H, . [k+11=H,,, [k] for mn=1 and 2 Eqn. 5
the vector R[k] becomes
k] Hylk]l  Hiplk] ny[k] Eqn. 6
k] Hylk]  Haylk] [ S } na[k]
RIK = = +
rilk+1] Hiplk] —H[k]|L=S3 ] |nilk+1]
ralk+1] Hplk] —H; (k] sk +1]
The noise covariance matrix is
nylk] n[k] 17 Eqn. 7
nafk] nlk] R® 0
mk+ 1| |mk+10| [~ |02 gz
e+ 1] [k +1]
After multiplying the noise whitening filter R, ~*'?, the result
is
i = [rl [k]}:R;j/z[rl[k]} Eqn. 8
Falk] ralk]
Fi+ 1 —[il[“l] =R;,i/2[rl[ }
Falk +1] r

and the effective estimated channel matrix after the whitening
becomes

%1[k]=[ﬁu[k] = R2 Akl Fan. 9
k] fa K]
k] = [;llz[k] _pn Ap[k]
hplk] Fplk]
Hy [kl Hiplk]
. Hy[k]  Hayplk]
Define Hsppclk] = HEK] —HE K]
H3, (k] —H (k]
hulk]  Bplk]
hoi k] halk
Hgppelk] = jl[ ] ff[ : , and
k] —hy (K]
Tep k] =iy (k]
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-continued

N Flk]
k= )
[7* k+1]

Then, after performing MRC by multiplying F o [k] to
R[K], the following equations are obtained.

Equlized symbol for S : &, 7 [k]-#[k]+(0,7 [k])*-

P k+1] Eqn. 10
Post-Equalization SNR for Sy : 2, /] 2+ [k] 12 Eqn. 11
Equlized symbol for S,: I #[k]-#[k+1]-(h,[k])*-

(K] Eqn. 12
Post-Equalization SNR for Sy Iz, /] 2+t [] 12 Eqn. 13

The block diagram for MMSE/MRC with two transmit
antennas is illustrated in FIG. 3D.

It should be noted that the second component of z[k] is
-S*, scaled by some positive number, rather than a scaled
version of S,,. Thus, the minus conjugate operation is required
for z,[k], before passing z[k] to the next receiver block.
MMSE/MRC procedure with 2 transmit antennas can be
summarized as follows: for tone k and k+1,

Build the received vector R[k] from two consecutive tones

Multiply noise whitening matrix, R,,,”*" to the received ’

signal vector, R[Kk]

-1/2

Multiply noise whitening matrix, R,,, "'~ to the estimated

channel vector, h[k]

Build I;ISFABCH[k] from the whitened estimated channel
vector, h[k]

Multiply HpZ[K] to the whitened received signal vector
Rk]

Take the minus conjugate on z,[k]

Four transmit antennas: 4 by 2 SFBC-FSTD: With 4 trans-
mit antennas, PBCH is delivered based on SFBC-FSTD to
achieve the open loop transmit diversity. Four consecutive
tones are grouped together for SFBC-FSTD transmission. For
the pairs of tones with the indices 4k and 4k+1, only transmit
antenna 0 and 2 are activated and the signals are sent by using
SFBC through 2 by 2 MIMO channels formed by these two
transmit antennas. On the other hand, for the pairs of tones
with the indices 4k+2 and 4k+3, transmit antenna 1 and 3 are
enabled, and SFBC is applied to send data through 2 by 2
MIMO channels. Since only the half number of tones on each
transmit antenna conveys data, the transmit power on the
enabled tones can be doubled while satisfying the per antenna
power constraint.

—> Tone indices

Ant O] S, S
Al 0 0 S 5
Anr2| =83 St 0 0
A3 0 0 =S S

The above matrix illustrates the operation of SFBC-FSTD.
Each row denotes the transmit antenna, and the columns are
mapped to tones. The above pattern is repeated across all the
tones.
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The block diagram for MM SE/MRC with 4 transmit anten-
nas is illustrated at FIG. 3E.

In this figure,

hulk] huslk]
Dar k] haslk

Fseaclk] = jl[ I 33[ L =dnsclse if k=4n +2,
hyzlk] —hy [K]
T lk] —hay [K]
hplk] haglk]

. haalk]  haslk

Hsppclk] = :2[ ] jj[ ]
hoylk] —hplk]
Fiyglk] —ha [K]

MMSE/MRC procedure with 4 transmit antennas can be
summarized as the following.
For the pairs of tones with the indices 4k and 4k+1: perform
the same procedure as SFBC using TX antenna 0 and 2;

For the pairs of tones with the indices 4k+2 and 4k+3:
perform the same procedure as SFBC using TX antenna
1 and 3.

Channel De-scrambling: The LLRs are de-scrambled by
the pre-determined random sequence before going through
de-rate matching and de-interleaving. Pseudo-random
sequences for PBCH scrambling/descrambling are defined

o by a length-31 Gold sequence. The output sequence c(n) of

length Mp,, where n=0, 1, . . . , Mp,~1, is defined by

c(m)=(x (n+N)+x,(n+N))mod2
x1(r+31)=(x,(#+3)+x(»))mod2

X5 (+31)=(x5(343)+x, (14 2)+x5, (41 )+x5(12))mod 2

where N -~1600 and the first m-sequence shall be initialized
withx,(0)=1,%x,(n)=0,n=1,2, .. .,30. The initialization of the
second m-sequence for PBCH scrambling is denoted by
€, Ny % The descrambling operation is to multiply -1
to each LLR if the corresponding output from the sequence
generator is equal to ‘1°. The channel rate matching and
interleaving operations for PBCH are explained below. In
another aspect, de-rate matching and de-interleaving opera-
tions for PBCH are described in detail.

With regard to de-rate matching, the de-scrambled LLR
sequence with the length of E can enter a de-rate matching
block. The value of E may be related to the hypothesis being
tested for blind decoding. Denote each LLR of this input
sequence by e;,, k=0, 1, . . . , E-1. Since e, includes the
repeated versions of the interleaved codeword with the length
of’K,,, the first operation in de-rate matching is to combine the
multiple LLRs coming from the same codeword bit. If the
combined LLR sequence is denoted by w,, k=0, 1, ..., K -1,
the combining procedure can be described as follows.

Setk=0

while {k<E }

Wi mod K,, = Wk mod K, t €k
k=k+1

end while

The combined LLR sequence is written on the circular
buffer with the same length, and de-multiplexed into three
different bit sequences of length K =1/3K,,, which are
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denoted by v, v, v, . .| VKnl(Z), 1=0, 1, 2. These
sequences satisfy the following relations.

vi@=w, fork=0, ...,Kq-1
vk(l):WKn+k fork=0,...,Kp-1

vk(z)zszn+k fork=0,...,Kq-1

Finally, each LLR stream can be fed into the sub-block
de-interleaver. The overall operation of de-rate matching
block is shown at FIG. 3F.

With regard to sub-block de-interleaver, the sub-block
interleaver in FIG. 3F has the input sequence of combined
LLR defined as v,, v, v, ..., VKn_l(Z), and the output
stream d, where 1=0, 1, 2. Then, the reverse operation to the
sub-block interleaving is performed as follows:

(a) Build an RxC matrix such that RxC>K; as below. The
number of columns in this matrix, C is 32, and the permuta-
tion function P is defined in the previous subsection. Then,
N,=(RxC-K;) dummy bits are inserted at the first row such
that y,=<NULL> for k=0, 1, . . ., N-1.

YP(1) YpP) Ypc-1)

YP(y+C

YP©o)

YPO)+C Ypewc Ypc-11c

YPOHR-DXC  YPDHR-1XC  YPRW((R-1)XC -+ YPC-1+(R-1)xC

(b) Write the input bit sequence, v,?, v,?, v,90, . . .,
v Kn_l(i) into the RxC matrix column by column starting with
bityz g, incolumn 0 of row 0. If there is a dummy bit, the input
bit is written in the 2”¢ row instead of replacing the dummy
bit.

(c) Then, perform the inter-column permutation for the
matrix based on the pattern {(P™'()) 0,1, c_1y that is
shown in TABLE 1, where P~'(j) is the original column
position of the j-th permuted column. After permutation of the
columns, the inter-column permuted RxC matrix is equal to

Yo Y1 y2 Ye-1
yc yerl yei2 Ya2c-1
YR-DxC YR-DxC+l  YR-1)xC+2 -+ Y(RxC-1)

(d) Denote N,=(RxC-K;) and read the output stream
from the above matrix such that dk(i)ﬁ/NDJfk, k=0, 1,...,
Kq-1.

TABLE 1 depicts inter-column permutation pattern for sub-
block de-interleaver:

TABLE 1

Inter-column permutation pattern

Number of columns C  <P~! (0), P! (1),...,P"L (C-1)>

32 <16,0,24, 8,20, 4, 28,12, 18, 2, 26, 10, 22,
6,30,14,17,1,25,9,21, 5, 29, 13, 19, 3, 27,

11,23,7,31,15>

The output LLR streams d,” where 1=0, 1, 2 are fed into
tail-biting decoder.

In particular, with regard to blind decoding, the PBCH can
have a 40 ms transmission time interval (TTI), but only a 10
ms radio frame boundary may be known before PBCH decod-
ing. Therefore, in order to decode the first PBCH frame, the
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PBCH decoding modules 320, 330 can perform blind decod-
ing of the PBCH assuming four different TTI boundaries:

(a) assume the current radio frame corresponds to RV0,
which means the first radio frame of 40 ms TTI: the log
likelihood ratios (LLRs) in RVO are combined;

(b) assume the current radio frame corresponds to RV1,
which means the second radio frame of 40 ms TTI: LLRs in
RV0 and RV1 are combined;

(c) assume the current radio frame corresponds to RV2,
which means the third radio frame of 40 ms TTI: LLRs in
RV0, RV1, and RV2 are combined; and

(d) assume the current radio frame corresponds to RV3,
which means the last radio frame of 40 ms TT1: LLRs in RV0,
RV1, RV2, and RV3 are combined.

Also, the number of transmit antenna is carried on PBCH;
thus, when decoding the first PBCH frame, that information is
unknown, which requires the blind decoding assuming three
different hypotheses on the number of transmit antennas: 1, 2,
or4.

Therefore, in order to decode the first PBCH packet, blind
decoding with 12 total hypotheses needs to be performed at
each 10 ms radio frame. Each hypothesis is sequentially
tested until CRC is passed. If CRC fails after testing every 12
hypothesis, the testing starts again from the first hypothesis.
Note that each frame boundary hypothesis generates the dif-
ferent number of LLRs as listed in TABLE 2. LLRs are
sequentially stored in a circular buffer with the size of
480%4=1920bits. If CRC fails after testing all 12 hypotheses,
LLRs from the new radio frame overwrite the oldest 480
LLRs in the circular buffer.

TABLE 2 lists hypotheses for PBCH blind decoding:

TABLE 2
TTIL
Hypothesis  boundary Decoded RVs # of LLRs
1 RVO RVO 480
2 RV1 RVO + RV1 960
3 RV2 RVO + RV1 + RV2 1440
4 RV3 RVO + RV1 + RV2 + RV3 1920
Total 4800

The rate matching for PBCH includes interleaving the
three bit streams, d,, d,* and d,*?, followed by the collec-
tion of bits and the generation of a circular buffer as depicted
in FIG. 3G.

The bit stream d,\” where 1=0, 1, 2 is interleaved according
to the sub-block interleaver with an output sequence defined
as vy @, v, O, v, O VKH_I(Z). The sub-block interleaver
includes bits input to a matrix with padding, the inter-column
permutation for the matrix and bits output from the matrix.
The bits input to the block interleaver are denoted by d,®,
d,94,9, ..., d,_,©, where D is the number of bits. The
output bit sequence from the block interleaver is derived as
follows:

(a) Assign C=32 to be the number of columns of the matrix.
The columns of the matrix are numbered 0, 1,2, ...,C-1 from
left to right.

(b) Determine the number of rows of the matrix, R, by
finding minimum integer R such that K;;=(RxC). The rows of
rectangular matrix are numbered 0, 1, 2, . .., R-1 from top to
bottom.

(c) If RxC>D, then N,,=(RxC-D) dummy bits are padded
such that y,=NULL> fork=0, 1, ..., N,-1. Then, write the
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input bit sequence, i.e., yND+k:dk(i), k=0,1,...,D-1, into the
RxC matrix row by row starting with bity, in column 0 of row
0:

Yo Y1 y2 e Vel
ye Yerl Yeiz s N20-1
Y(R-DXC  YR-1xC+1  Y(R-1)xC+2 +-+ Y(RxC-1)

(d) Perform the inter-column permutation for the matrix
based on the pattern.( (P(j))jé{(?, Lo c1y that is shown in
TABLE 3, where P(j) is the original column position of the
j-th permuted column. After permutation of the columns, the 15
inter-column permuted RxC matrix is equal to

YP(O) YA YP2) YAC-1)
YPO}HC YR(1y+C YPewe -+ YPC-IiC 20
YPOHR-DXC  YPDHR-1XC  YPRW((R-1)XC -+ YPC-1+(R-1)xC

(e) The output of the block interleaver is the bit sequence 25
read out column by column from the inter-column permuted
RxC matrix. The bits after sub-block interleaving are denoted

by vo®, v, @, v, @, . v @ where v, corresponds to
Ypo) v, %10 Ypwyscs - - - - 1t any, the dummy bits at the first
row are skipped and not included in the interleaved bits. 30

TABLE 3 depicts inter-column permutation pattern for
sub-block interleaver:

TABLE 3

35
Inter-column permutation pattern
Number of columns C  <P(0), P(1),...,P(C-1)>

32 <1,17,9,25,5,21,13,29,3,19, 11, 27,7,
23,15, 31,0, 16, 8, 24, 4, 20, 12, 28, 2, 18,

>
10, 26, 6, 22, 14, 30 2

After the interleaving operation, the circular buffer of
length K, =3K; is generated as follows:

w,=v, @ for k=0, ..., K-1
Vi 5 45

WKn+k:Vk(l) for k=0, ..., K1

Wan+k:vk(2) fork=0,...,Ky-1

Denoting by E the rate matching output sequence length 5
for this coded block, the rate matching output bit sequence is
e,k=0,1,...,E-1.

Setk=0andj=0
while { k<E } 55
W, yoq x, =< NULL >
€ =W mod K,
k=k+1
j=j+1
else
j=j+1 60
end if
end while

FIGS. 4A and 4B flowcharts of exemplary methods that the
PBCH decoding modules 320, 330 of FIG. 3 may perform for 65
reliable channel decoding in accordance with various aspects
set forth herein. In some embodiments, the method 400 can
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include decoding 410 a broadcast channel of a current radio
frame to obtain system information associated with a wireless
network. Decoding the broadcast channel can include testing
a plurality of hypotheses in some embodiments.

The method 400 can also include comparing 420 the sys-
tem information of the current radio frame with system infor-
mation obtained from a previous radio frame. In some
embodiments, the comparison is initiated in response to pass-
ing a cyclic redundancy check (CRC) associated with decod-
ing the broadcast channel. The method 400 can also include
selectively rejecting 430 the system information of the cur-
rent radio frame based at least in part on a result of the
comparing.

In some embodiments, the system information comprises a
bandwidth (BW) indicator, and the system information of the
current radio frame is rejected when the BW indicator of the
current radio frame does not match a BW indicator of the
previous radio frame. In some embodiments, the system
information from the current radio frame is selectively
rejected based at least in part on an system frame number
(SFN) associated with the previous frame.

In some embodiments, the system information comprises
an RV index and comparing the system information of the
current frame with the system information from a previous
radio frame includes comparing a first RV index associated
with the current radio frame with an expected RV index
determined from the previous radio frame. In this embodi-
ment, the system information of the current radio frame can
be rejected when the first RV does not match the expected RV.

Turning now to FIG. 4B, method 450 can include receiving
460 a downlink signal comprising a physical broadcast chan-
nel (PBCH).

The method 450 can also include decoding 470 the PBCH
to obtain a first decoded PBCH payload. Decoding the PBCH
can be performed until a successful cyclic redundancy check
is achieved for the first decoded PBCH payload. In some
embodiments, blind decoding is performed in accordance
with a plurality of hypotheses.

The method 450 can also include detecting 480 an error
condition related to the first decoded PBCH payload based at
least in part on a second decoded PBCH payload obtained
prior to the first decoded PBCH payload. In some embodi-
ments, detecting the error condition includes determining that
a BW field associated with the first decoded PBCH payload
does not match a BW field associated with the second
decoded PBCH payload. In some embodiments, detecting the
error condition includes determining that the BW field asso-
ciated with the first decoded payload and a reserved bit asso-

o ciated with the first decoded PBCH payload do not match a

BW field associated with the second decoded PBCH payload
and a reserved bit associated with the second decoded PBCH
payload, respectively.

In some embodiments, detecting the error condition com-
prises determining a system frame number associated with
the first decoded PBCH payload is indicative of an incorrect
number of PBCH frames between a frame associated with the
first decoded PBCH payload and a frame associated with the
second decoded PBCH payload. In some embodiments,
detecting the error condition includes determining that an RV
index is of the current radio frame is inconsistent with an
expectation for a known frame boundary for the PBCH. In
some embodiments, detecting the error condition comprises
determining a PCFICH value is inconsistent with an expected
Physical Hybrid ARQ Indicator (PHICH) duration. For
example, if the PCFICH value is known to be one or two, then
a “normal” PHICH duration of one OFDM symbol may be
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expected. The method 450 can also include rejecting 490 the
first decoded PBCH payload in response to detecting the error
condition.

In some embodiments, decoding is performed over a plu-
rality of radio frames and detecting an error condition related
to the first decoded PBCH payload may include determining
whether a cyclic redundancy check for the first decoded
PBCH payload is acceptable during the decoding for a first
one of the plurality of radio frames and whether an RV index
associated with the first decoded PBCH payload is less than a
selected value. This can include storing the first decoded
PBCH payload in response to determining that the CRC for
the first decoded PBCH payload is acceptable during the
decoding of a first one of the plurality of radio frames. The
method may also include determining whether a CRC for the
first decoded PBCH payload is acceptable during the decod-
ing of a second one of the plurality of radio frames that is
received later in time than the first one of the plurality ofradio
frames.

In some embodiments, the method 450 can also include
accepting (not shown) the first decoded PBCH payload in
response to determining that the CRC for the first decoded
PBCH payload is acceptable during the decoding for the
second one of the plurality of radio frames, and conditions are
met. The conditions may include determining an RV index
associated with the first decoded PBCH payload is a value
indicative of the selected value plus one (when the first one of
the plurality of radio frames is immediately prior to the sec-
ond one of the plurality of radio frames) and the first decoded
PBCH payload matches the second decoded PBCH payload.
For example, the RV index of successive radio frames might
be expected to differ by one.

In some embodiments, the method 450 can also include
discarding (not shown) the second decoded PBCH payload
and storing the first decoded PBCH payload in response to
determining that the CRC for the first decoded PBCH payload
is acceptable during the decoding for the second one of the
plurality of radio frames when conditions are not met. For
example, discarding may include releasing memory locations
and storing may include allocating memory locations. The
conditions may include whether an RV index associated with
the first decoded PBCH payload is a value indicative of the
selected value plus one (when the first one of the plurality of
radio frames is immediately prior to the second one of the
plurality of radio frames) and whether the first decoded
PBCH payload matches the second decoded PBCH payload.

In some embodiments, the method 450 can also include
discarding (not shown) the first decoded PBCH payload in
response to determining that the CRC for the first decoded
PBCH payload is not acceptable during the decoding of the
second one of the plurality of radio frames.

In some embodiments, decoding is performed over a plu-
rality of radio frames. In that case, detecting an error condi-
tion related to the first decoded PBCH payload may include
comparing a plurality of CRCs on preambles of a plurality of
decoded payloads. The first decoded PBCH payload can be
one of the plurality of decoded payloads. The method can also
include selecting one or more decoded payloads associated
with a largest number of CRC passes during decoding in
response to determining that more than one of the plurality of
decoded payloads are associated with CRC that are accept-
able. The method can include selecting one of the acceptable
payloads that is associated with a largest number of CRC
passes and/or that is associated with a largest RV index.

FIG. 5 is a flowchart of a method for reliable channel
decoding in accordance with various aspects set forth herein.
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At 510, method 500 can include receiving a downlink
transmission comprising a physical broadcast channel. At
520, method 500 can include blind decoding the physical
broadcast channel. In some embodiments, blind decoding the
physical broadcast channel is performed until a successful
cyclic redundancy check is achieved for a decoded payload
and comprises comparing a previous successfully decoded
payload with the decoded payload.

The blind decoding can be performed over a plurality of
radio frames and may include determining whether a false
alarm is associated with a decoded payload. This may include
determining whether a CRC for a first decoded payload is
acceptable during the blind decoding for a first one of the
plurality of radio frames and whether an RV index associated
with the first decoded payload is less than a selected value.
The method may also include storing the first decoded pay-
load in response to determining that the CRC for the first
decoded payload is acceptable during the blind decoding for
a first one of the plurality of radio frames and determining
whether a CRC for the decoded payload is acceptable during
the blind decoding for a second one of the plurality of radio
frames. The second one of the plurality of radio frames can be
received later in time than the first one of the plurality of radio
frames.

In some embodiments, the selected value of the RV index
can be a value less than 3. In some embodiments, the selected
value can be at least one of 0, 1 or 2. In some embodiments,
the selected value can be at least one of 1 or 2.

At 530, method 500 can include determining whether a
false alarm is associated with the decoded payload. In some
embodiments, determining whether a false alarm is associ-
ated with the decoded payload comprises identifying a vio-
lation condition. In some embodiments, the violation condi-
tion occurs when a first BW field associated with the previous
successfully decoded payload is not identical to a second BW
field associated with the decoded payload.

In some embodiments, the violation condition occurs when
the first BW field associated with the previous successfully
decoded payload and a first reserved bit associated with the
previous successfully decoded payload are not identical to the
second BW field associated with the decoded payload and a
second reserved bit associated with the decoded payload,
respectively.

In some embodiments, the violation condition occurs when
a system frame number associated with the decoded payload
is indicative of an incorrect number of physical broadcast
channel frames between a frame associated with the decoded
payload and a frame associated with the previous successfully
decoded payload.

In some embodiments, the violation condition occurs when
an RV index is inconsistent with an expectation for a known
frame boundary for the physical broadcast channel.

In some embodiments, the violation condition occurs when
a physical control format indicator channel (PCFICH) value
is inconsistent with an expected physical HARQ indicator
channel (PHICH) duration. In some embodiments, the
PCFICH value is inconsistent when the PCFICH value is one
or two and the PHICH duration is other than one OFDM
symbol. For example, if the PCFICH value is known, and the
physical control format indicator channel is 1 or 2, there
should be a “normal” PHICH duration of one PHICH OFDM
symbol. Otherwise, a violation condition may be detected.

At 540, method 500 can include rejecting the decoded
payload in response to determining that the false alarm is
associated with the decoded payload.

In some embodiments, method 500 can include a step (not
shown) that includes accepting the decoded payload in
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response to determining that the CRC for the decoded pay-
load is acceptable during the blind decoding for the second
one of the plurality of radio frames and conditions are met.
The conditions can include a condition where an RV index
associated with the decoded payload has a value indicative of
the selected value plus one (where the first one of the plurality
of radio frames is immediately prior to the second one of the
plurality of frames) and the decoded payload matches the first
decoded payload.

In some embodiments, the selected value of the RV index
can be a value less than 3. In some embodiments, the selected
value can be at least one of 0, 1 or 2. In some embodiments,
the selected value can be at least one of 1 or 2.

In some embodiments, method 500 can include a step (not
shown) that includes discarding the first decoded payload and
storing the decoded payload in response to determining that
the CRC for the decoded payload is acceptable during the
blind decoding for the second one of the plurality of radio
frames and the conditions are not met. The conditions can
include an RV index associated with the decoded payload is a
value indicative of the selected value plus one (when the first
one of the plurality of radio frames is immediately prior to the
second one of the plurality of frames) and the decoded pay-
load matches the first decoded payload.

In some embodiments, method 500 can include a step (not
shown) that includes discarding the first decoded payload in
response to determining that the CRC for the decoded pay-
load is not acceptable during the blind decoding for the sec-
ond one of the plurality of radio frames.

FIG. 6 is a flowchart of a method for reliable channel
decoding in accordance with various aspects set forth herein.
At 610, method 600 can include receiving a physical broad-
cast channel. At 620, method 600 can include blind decoding
the physical broadcast channel. In some embodiments, the
blind decoding is performed over a plurality of radio frames.

At 630, method 600 can include determining whether a
false alarm is associated with the decoded payload. In some
embodiments, determining whether a false alarm is associ-
ated with a decoded payload includes comparing a plurality
of cyclic redundancy checks (CRCs) on preambles of a plu-
rality of decoded payloads, wherein the decoded payload is a
one of the plurality of decoded payloads. The method may
also include selecting one or more decoded payloads associ-
ated with a largest number of CRC passes during blind decod-
ing in response to determining that more than one of the
plurality of decoded payloads are associated with cyclic
redundancy checks that are acceptable. The method can also
include selecting one of the acceptable payloads having a
largest number of CRC passes and/or a largest RV index from
the decoded payloads that are deemed acceptable.

At 640, method 600 can include rejecting the decoded
payload in response to determining that the false alarm is
associated with the decoded payload.

FIG. 7A is an illustration of a block diagram of an example
system forreliable channel decoding in accordance with vari-
ous aspects set forth herein. It is to be appreciated that system
700 is represented as including functional blocks, which can
be functional blocks that represent functions implemented by
a processor, hardware, software, firmware, or combination
thereof.

System 700 can include a logical or physical grouping 702
of electrical components. For example, logical or physical
grouping 702 can include an electrical component 704 for
receiving a downlink transmission having a physical broad-
cast channel. The PBCH may include system information
which may be received over a plurality of radio frames.
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Logical or physical grouping 702 can include an electrical
component 706 for blind decoding the physical broadcast
channel. In some embodiments, blind decoding the physical
broadcast channel is performed until a successful cyclic
redundancy check is achieved for a decoded payload and
comprises comparing a previous successtully decoded pay-
load with the decoded payload.

The blind decoding can be performed over a plurality of
radio frames in which determining whether a false alarm is
associated with a decoded payload includes determining
whether a cyclic redundancy check for a first decoded pay-
load is acceptable during the blind decoding for a first one of
the plurality of radio frames and whether a RV index associ-
ated with the first decoded payload is less than a selected
value. The first decoded payload can be stored in a memory in
response to determining that the CRC for the first decoded
payload is acceptable during the blind decoding for a first one
of' the plurality of radio frames. Additionally, it can be deter-
mined whether a CRC for the decoded payload is acceptable
during the blind decoding for a second one of the plurality of
radio frames that is received later in time than the first one of
the plurality of radio frames.

In some embodiments, the selected value of the RV index
can be a value less than 3. In some embodiments, the selected
value can be at least one of 0, 1 or 2. In some embodiments,
the selected value can be at least one of 1 or 2.

Logical or physical grouping 702 can include an electrical
component 708 for determining whether a false alarm is
associated with the decoded payload. In some embodiments,
determining whether a false alarm is associated with the
decoded payload comprises detecting a violation condition.
In some embodiments, the violation condition is detected
when a first bandwidth (BW) field associated with the previ-
ous successfully decoded payload is not identical to a second
BW field associated with the decoded payload.

In some embodiments, the violation condition is detected
when the first BW field associated with the previous success-
fully decoded payload and a first reserved bit associated with
the previous successtully decoded payload are not identical to
the second BW field associated with the decoded payload and
a second reserved bit associated with the decoded payload,
respectively.

In some embodiments, the violation condition is detected
when a system frame number associated with the decoded
payload is indicative of an incorrect number of physical
broadcast channel frames between a frame associated with
the decoded payload and a frame associated with the previous
successfully decoded payload.

In some embodiments, the violation condition is detected
when an RV index is inconsistent with an expectation for a
known frame boundary for the physical broadcast channel.

In some embodiments, the violation condition is detected
when a PCFICH value is inconsistent with an expected
PHICH duration. As an example, an inconsistency may be
detected when the PCFICH value is 1 or 2 and the PHICH
duration is other than one OFDM symbol.

Logical or physical grouping 702 can include an electrical
component 710 for rejecting the decoded payload in response
to determining that the false alarm is associated with the
decoded payload.

Insome embodiments, the logical or physical grouping 702
can also include an electrical component (not shown) for
accepting the decoded payload in response to determining
that the cyclic redundancy check for the decoded payload is
acceptable during the blind decoding for the second one of the
plurality of radio frames, and conditions are met. The condi-
tions can include an RV index associated with the decoded
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payload is a value indicative of the selected value plus one
(when the first one of the plurality of radio frames is imme-
diately prior to the second one of the plurality of frames) and
the decoded payload matches the first decoded payload.

In some embodiments, the selected value of the RV index
can be a value less than 3. In some embodiments, the selected
value can be at least one of 0, 1 or 2. In some embodiments,
the selected value can be at least one of 1 or 2.

Logical or physical grouping 702 can include an electrical
component 712 for storing such as a memory element. The
electrical component 712 for storing can be configured to
store physical broadcast channel, payload information,
decoded payload information, hypotheses used for blind
decoding, and expected values of parameters, among other
information, as described with reference to FIG. 7A.

Insome embodiments, the logical or physical grouping 702
can also include an electrical component (not shown) for
discarding the first decoded payload and storing the decoded
payload in response to determining that the CRC for the
decoded payload is acceptable during the blind decoding for
the second one of the plurality of radio frames, and the con-
ditions are not met. The conditions can include an RV index
associated with the decoded payload is a value indicative of
the selected value plus one (when the first one of the plurality
of radio frames is immediately prior to the second one of the
plurality of frames) and the decoded payload matches the first
decoded payload.

Insome embodiments, the logical or physical grouping 702
can also include an electrical component (not shown) for
discarding the first decoded payload in response to determin-
ing that the CRC for the decoded payload is not acceptable
during the blind decoding for the second one of the plurality
of radio frames.

FIG. 7B is an illustration of a block diagram of an example
system forreliable channel decoding in accordance with vari-
ous aspects set forth herein. It is to be appreciated that system
720 is represented as including functional blocks, which can
be functional blocks that represent functions implemented by
a processor, hardware, software, firmware, or combination
thereof. System 720 can include a logical or physical group-
ing 722 of electrical components.

The electrical components can act in conjunction. For
instance, the logical or physical grouping 722 can include an
electrical component 724 for receiving a physical broadcast
channel. Logical or physical grouping 722 can include an
electrical component 726 for blind decoding the physical
broadcast channel. In some embodiments, the blind decoding
is performed over a plurality of radio frames.

Logical or physical grouping 722 can include an electrical
component 728 for determining whether a false alarm is
associated with the decoded payload. In some embodiments,
determining whether a false alarm is associated with a
decoded payload includes comparing a plurality of cyclic
redundancy checks on preambles of a plurality of decoded
payloads, wherein the decoded payload is a one of the plural-
ity of decoded payloads. It may also include selecting one or
more decoded payloads associated with a largest number of
CRC passes during blind decoding in response to determining
that more than one of the plurality of decoded payloads are
associated with CRC that are acceptable. In that case, one of
the acceptable payloads associated with a largest number of
CRC passes and a largest RV index may be selected.

Logical or physical grouping 722 can include an electrical
component 730 for rejecting the decoded payload in response
to determining that the false alarm is associated with the
decoded payload.
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Logical or physical grouping 722 can include an electrical
component 732 for storing such as a memory element. The
electrical component 732 for storing can be configured to
store physical broadcast channel, payload information,
decoded payload information, hypotheses used for blind
decoding, and expected values of parameters, among other
information, as described with reference to FIG. 7B.

FIG. 8A is an illustration of a block diagram of an example
system for reliable channel decoding in accordance with vari-
ous aspects set forth herein. It is to be appreciated that system
800 is represented as including functional blocks, which can
be functional blocks that represent functions implemented by
a processor, hardware, software, firmware, or combination
thereof.

System 800 can include a logical or physical grouping 802
of electrical components. For example, logical or physical
grouping 802 can include an electrical component 804 for
decoding a broadcast channel of a current radio frame to
obtain system information associated with a wireless network
and an electrical element for storing 810. Decoding the broad-
cast channel can include testing a plurality of hypotheses in
some embodiments. The electrical element for storing 810
can maintain a copy of system information obtained from
multiple radio frames, hypotheses used for blind decoding,
PBCH payloads, expected values of parameters, etc.

Logical or physical grouping 802 can include an electrical
component 806 for comparing the system information of the
current radio frame with system information obtained from a
previous radio frame. In some embodiments, the comparison
is initiated in response to passing a cyclic redundancy check
associated with decoding the broadcast channel.

In some embodiments, the system information comprises a
bandwidth (BW) indicator, and the system information of the
current radio frame is rejected when the BW indicator of the
current radio frame does not match a BW indicator of the
previous radio frame. In some embodiments, the system
information from the current radio frame is selectively
rejected based at least in part on an system frame number
(SFN) associated with the previous frame.

In some embodiments, the system information comprises a
redundancy version (RV) and comparing the system informa-
tion of the current frame with the system information from a
previous radio frame includes comparing a first RV associ-
ated with the current radio frame with an expected RV deter-
mined from the previous radio frame. In this embodiment, the
system information of the current radio frame can be rejected
when the first RV does not match the expected RV.

Logical or physical grouping 802 can also include an elec-
trical component 808 for selectively rejecting the system
information of the current radio frame based at least in part on
a result of the comparing.

FIG. 8B is an illustration of a block diagram of an example
system for reliable channel decoding in accordance with vari-
ous aspects set forth herein. It is to be appreciated that system
820 is represented as including functional blocks, which can
be functional blocks that represent functions implemented by
a processor, hardware, software, firmware, or combination
thereof. System 820 can include a logical or physical group-
ing 822 of electrical components.

The electrical components can act in conjunction. For
instance, the logical or physical grouping 822 can include an
electrical component 824 for receiving a downlink transmis-
sion having a physical broadcast channel (PBCH) and an
electrical component 826 for decoding the PBCH to obtain a
first decoded PBCH payload. Logical or physical grouping
822 can include an electrical component 828 for detecting an
error condition related to the first decoded PBCH payload
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based at least in part on a second decoded PBCH payload
obtained prior to the first decoded PBCH payload.

Logical or physical grouping 822 can include an electrical
component 830 for rejecting the first decoded PBCH payload
in response to detecting the error condition.

Decoding the PBCH can be performed until a successful
CRC is achieved for the first decoded PBCH payload. In some
embodiments, decoding can also further comprise testing a
plurality of hypotheses.

In some embodiments, detecting the error condition
includes determining that a bandwidth (BW) field associated
with the first decoded PBCH payload does not match a BW
field associated with the second decoded PBCH payload. In
some embodiments, detecting the error condition includes
determining that the BW field associated with the first
decoded payload and a reserved bit associated with the first
decoded PBCH payload do not match a BW field associated
with the second decoded PBCH payload and a reserved bit
associated with the second decoded PBCH payload, respec-
tively.

In some embodiments, detecting the error condition com-
prises determining a system frame number associated with
the first decoded PBCH payload is indicative of an incorrect
number of PBCH frames between a frame associated with the
first decoded PBCH payload and a frame associated with the
second decoded PBCH payload. In some embodiments,
detecting the error condition comprises determining a redun-
dancy value index is included with an expectation for aknown
frame boundary for the PBCH. In some embodiments, detect-
ing the error condition comprises determining a PCFICH
value is inconsistent with an expected PHICH duration.

In some embodiments, decoding is performed over a plu-
rality of radio frames and determining whether the error con-
dition is related to the first decoded PBCH payload includes
determining whether a cyclic redundancy check for the first
decoded PBCH payload is determined to be acceptable dur-
ing the decoding for a first one of the plurality of radio frames
and whether an RV index associated with the first decoded
PBCH payload is less than a selected value. It may also
include storing the first decoded PBCH payload in response
to determining that the CRC for the first decoded PBCH
payload is acceptable during the decoding for a first one of the
plurality of radio frames and determining whether a CRC for
the first decoded PBCH payload is acceptable during the
decoding for a second one of the plurality of radio frames
received later in time than the first one of the plurality ofradio
frames.

Insome embodiments, the logical or physical grouping 822
can include an electrical component (not shown) for accept-
ing the first decoded PBCH payload in response to determin-
ing that the CRC for the first decoded PBCH payload is
acceptable during the decoding for the second one of the
plurality of radio frames, and conditions are met. The condi-
tions may include determining an RV index associated with
the first decoded PBCH payload is a value indicative of the
selected value plus one (when the first one of the plurality of
radio frames is immediately prior to the second one of the
plurality of radio frames) and the first decoded PBCH pay-
load matches the second decoded PBCH payload.

Insome embodiments, the logical or physical grouping 822
can include an electrical component (not shown) for discard-
ing the second decoded PBCH payload and storing the first
decoded PBCH payload in response to determining that the
cyclic redundancy check for the first decoded PBCH payload
is acceptable during the decoding for the second one of the
plurality of radio frames, and conditions are not met. The
conditions may include an RV index associated with the first
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decoded PBCH payload is a value indicative of the selected
value plus one (when the first one of the plurality of radio
frames is immediately prior to the second one of the plurality
of'radio frames) and the first decoded PBCH payload matches
the second decoded PBCH payload.

Insome embodiments, the logical or physical grouping 822
can include an electrical component (not shown) for discard-
ing the first decoded PBCH payload in response to determin-
ing that the CRC for the first decoded PBCH payload is not
acceptable during the decoding for the second one of the
plurality of radio frames.

In some embodiments, decoding is performed over a plu-
rality of radio frames and the determining whether the error
condition is related to the first decoded PBCH payload
includes comparing a plurality of cyclic redundancy checks
on preambles of a plurality of decoded payloads. It can also
include selecting one or more decoded payloads associated
with a largest number of cyclic redundancy check passes
during decoding when that more than one of the plurality of
decoded payloads are associated with cyclic redundancy
checks that are acceptable. In that case, one of a one or more
decoded payloads associated with a largest number of cyclic
redundancy check passes and/or a largest RV index may
selected.

FIG. 9 shows an example wireless communication system
in which the embodiments described herein can be employed
in accordance with various aspects set forth herein. The teach-
ings herein may be incorporated into a node (e.g., a device)
employing various components for communicating with at
least one other node. FIG. 9 depicts several sample compo-
nents that may be employed to facilitate communication
between nodes. Specifically, FIG. 9 illustrates a wireless
device 910 (e.g., an access point) and a wireless device 950
(e.g., an access terminal) of a wireless communication system
900 (e.g., MIMO system). At the device 910, traffic data for a
number of data streams is provided from a data source 912 to
a transmit (TX) data processor 914.

In some embodiments, the traffic data includes control
information transmitted ona DL. The control information can
be corrupted by interference. The wireless device 910 can be
configured to process the control information prior to trans-
mission to the wireless device 950 for increased reliability in
decoding the control information at the wireless device 950.
In particular, the wireless device 950 can be configured to
detect error conditions leading to false alarms and/or to per-
form blind decoding, as described herein.

In some aspects, each data stream is transmitted over a
respective transmit antenna. The TX data processor 914 for-
mats, codes, and interleaves the traffic data for each data
stream based on a particular coding scheme selected for that
data stream to provide coded data.

The coded data for each data stream may be multiplexed
with pilot data using OFDM techniques. The pilot data is
typically a known data pattern that is processed in a known
manner and may be used at the receiver system to estimate the
channel response. The multiplexed pilot and coded data for
each data stream is then modulated (i.e., symbol mapped)
based on a particular modulation scheme (e.g., BPSK, QSPK,
M-PSK, or M-QAM) selected for that data stream to provide
modulation symbols. The data rate, coding, and modulation
for each data stream may be determined by instructions per-
formed by a processor 930. A data memory 932 may store
program code, data, and other information used by the pro-
cessor 930 or other components of the device 910.

The modulation symbols for all data streams are then pro-
vided to a TX MIMO processor 920, which may further
process the modulation symbols (e.g., for OFDM). The TX
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MIMO processor 920 then provides N, modulation symbol
streams to N transceivers (XCVR) 922A through 922T. In
some aspects, the TX MIMO processor 920 applies beam-
forming weights to the symbols of the data streams and to the
antenna from which the symbol is being transmitted.

Each transceiver 922 receives and processes a respective
symbol stream to provide one or more analog signals, and
further conditions (e.g., amplifies, filters, and upconverts) the
analog signals to provide a modulated signal suitable for
transmission over the MIMO channel. N, modulated signals
from transceivers 922A through 922T are then transmitted
from N, antennas 924 A through 924T, respectively.

At the device 950, the transmitted modulated signals are
received by N antennas 952 A through 952R and the received
signal from each antenna 952 is provided to a respective
transceiver (XCVR) 954 A through 954R. Each transceiver
954 conditions (e.g., filters, amplifies, and downconverts) a
respective received signal, digitizes the conditioned signal to
provide samples, and further processes the samples to provide
a corresponding “received” symbol stream.

A receive (RX) data processor 960 then receives and pro-
cesses the N received symbol streams from N, transceivers
954 based on a particular receiver processing technique to
provide N, “detected” symbol streams. The RX data proces-
sor 960 then demodulates, deinterleaves, and decodes each
detected symbol stream to recover the traffic data for the data
stream. The processing by the RX data processor 960 is
complementary to that performed by the TX MIMO proces-
sor 920 and the TX data processor 914 at the device 910.

A processor 970 periodically determines which pre-coding
matrix to use (discussed below). The processor 970 formu-
lates a reverse link message comprising a matrix index por-
tion and a rank value portion. A data memory 972 may store
program code, data, and other information used by the pro-
cessor 970 or other components of the device 950.

The reverse link message may comprise various types of
information regarding the communication link and/or the
received data stream. The reverse link message is then pro-
cessed by a TX data processor 938, which also receives traffic
data for a number of data streams from a data source 936,
modulated by a modulator 980, conditioned by the transceiv-
ers 954 A through 954R, and transmitted back to the device
910.

At the device 910, the modulated signals from the device
950 are received by the antennas 924, conditioned by the
transceivers 922, demodulated by a demodulator (DEMOD)
940, and processed by a RX data processor 942 to extract the
reverse link message transmitted by the device 950. The pro-
cessor 930 then determines which pre-coding matrix to use
for determining the beam-forming weights then processes the
extracted message.

FIG. 9 also illustrates that the communication components
may include one or more components that perform interfer-
ence control operations as taught herein. For example, an
interference (INTER.) control component 990 may cooperate
with the processor 930 and/or other components of the device
910 to send/receive signals to/from another device (e.g.,
device 950) as taught herein. Similarly, an interference con-
trol component 992 may cooperate with the processor 970
and/or other components of the device 950 to send/receive
signals to/from another device (e.g., device 910). It should be
appreciated that for each device 910 and 950 the functionality
of'two or more of the described components may be provided
by a single component. For example, a single processing
component may provide the functionality of the interference
control component 990 and the processor 930 and a single

20

25

30

35

40

45

50

55

60

65

26

processing component may provide the functionality of the
interference control component 992 and the processor 970.

In an aspect, logical channels can be classified into Control
Channels and Traffic Channels. Logical Control Channels
can include a Broadcast Control Channel (BCCH), whichis a
DL channel for broadcasting system control information.
Further, Logical Control Channels can include a Paging Con-
trol Channel (PCCH), which is a DL channel that transfers
paging information. Moreover, the Logical Control Channels
can include a Multicast Control Channel (MCCH), whichis a
Point-to-multipoint DL channel used for transmitting Multi-
media Broadcast and Multicast Service (MBMS) scheduling
and control information for one or several Multicast Traffic
Channels (MTCHs). Generally, after establishing a Radio
Resource Control (RRC) connection, this channel is only
used by UEs that receive MBMS (e.g., old MCCH+MSCH).
Additionally, the Logical Control Channels can include a
Dedicated Control Channel (DCCH), which is a Point-to-
point bi-directional channel that transmits dedicated control
information and can be used by UEs having a RRC connec-
tion. In an aspect, the Logical Traffic Channels can comprise
a Dedicated Traffic Channel (DTCH), which is a Point-to-
point bi-directional channel dedicated to one UE for the trans-
fer of user information. Also, the Logical Traffic Channels
can include an MTCH for Point-to-multipoint DL channel for
transmitting traffic data.

In an aspect, Transport Channels are classified into DL and
UL. DL Transport Channels can include a Broadcast Channel
(BCH), a Downlink Shared Data Channel (DL-SDCH) and a
Paging Channel (PCH). The PCH can support UE power
saving (e.g., Discontinuous Reception (DRX) cycle can be
indicated by the network to the UE) by being broadcasted
over an entire cell and being mapped to Physical layer (PHY)
resources that can be used for other control/traffic channels.
The UL Transport Channels can comprise a Random Access
Channel (RACH), a Request Channel (REQCH), an Uplink
Shared Data Channel (UL-SDCH) and a plurality of PHY
channels.

The PHY channels can include a set of DL channels and
UL channels. For example, the DL. PHY channels can
include: Common Pilot Channel (CPICH); Synchronization
Channel (SCH); Common Control Channel (CCCH); Shared
DL Control Channel (SDCCH); Multicast Control Channel
(MCCH); Shared UL Assignment Channel (SUACH);
Acknowledgement Channel (ACKCH); DL Physical Shared
Data Channel (DL-PSDCH); UL Power Control Channel
(UPCCH); Paging Indicator Channel (PICH); and/or Load
Indicator Channel (LICH). By way of further illustration, the
UL PHY Channels can include: Physical Random Access
Channel (PRACH); Channel Quality Indicator Channel
(CQICH); Acknowledgement Channel (ACKCH); Antenna
Subset Indicator Channel (ASICH); Shared Request Channel
(SREQCH); UL Physical Shared Data Channel (UL-PS-
DCH); and/or Broadband Pilot Channel (BPICH).

It is to be understood that the embodiments described
herein can be implemented in hardware, software, firmware,
middleware, microcode, or any combination thereof. For a
hardware implementation, the processing units can be imple-
mented within one or more application specific integrated
circuits (ASICs), digital signal processors (DSPs), digital
signal processing devices (DSPDs), programmable logic
devices (PLDs), field programmable gate arrays (FPGAs),
processors, controllers, micro-controllers, microprocessors
and/or other electronic units designed to perform the func-
tions described herein, or a combination thereof.

When the embodiments are implemented in software, firm-
ware, middleware or microcode, program code or code seg-
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ments, they can be stored in a machine-readable medium (or
a computer-readable medium), such as a storage component.
A code segment can represent a procedure, a function, a
subprogram, a program, a routine, a subroutine, a module, a
software package, a class, or any combination of instructions,
data structures, or program statements. A code segment can
be coupled to another code segment or a hardware circuit by
passing and/or receiving information, data, arguments,
parameters, or memory contents. Information, arguments,
parameters, data, etc. can be passed, forwarded, or transmit-
ted using any suitable means including memory sharing, mes-
sage passing, token passing, network transmission, etc.

For some implementations, the techniques described
herein can be implemented with modules (e.g., procedures,
functions, and so on) that are executed by a processor or
represent dedicated circuitry for performing the functions
described herein. Instructions and data can be stored in
memory units. The memory units can be implemented within
the processor or external to the processor, in which case it can
be communicatively coupled to the processor via various
means as is known in the art.

What has been described above includes examples of one
ormore embodiments. It is, of course, not possible to describe
every conceivable combination of components or methodolo-
gies for purposes of describing the aforementioned embodi-
ments, but one of ordinary skill in the art may recognize that
many further combinations and permutations of various
embodiments are possible. Accordingly, the described
embodiments are intended to embrace all such alterations,
modifications and variations that fall within the spirit and
scope of the appended claims. Furthermore, to the extent that
the term “includes” is used in either the detailed description or
the claims, such term is intended to be inclusive in a manner
similar to the term “comprising” as “comprising” is inter-
preted when employed as a transitional word in a claim.

What is claimed is:

1. A method of wireless communication, comprising:

decoding a broadcast channel of a current radio frame to

obtain system information associated with a wireless
network;

comparing a physical control format indicator channel

(PCFICH) value of the current frame with an expected
physical hybrid automatic repeat request indicator chan-
nel (PHICH) duration, the comparing being initiated
when a cyclic redundancy check associated with the
current radio frame has passed; and

rejecting the system information of the current radio frame

when the PCFICH value is one or two and the PHICH
duration is greater than or less than one orthogonal fre-
quency division multiplexed (OFDM) symbol.

2. The method of claim 1, wherein decoding the broadcast
channel comprises testing a plurality of hypotheses.

3. The method of claim 2, wherein the system information
of each frame comprises a bandwidth (BW) indicator, and

further comprising rejecting the system information of the

current radio frame when the BW indicator of the cur-
rent radio frame does not match a BW indicator of the
previous radio frame.

4. The method of claim 2, further comprising rejecting the
system information from the current radio frame based at
least in part on a system frame number (SFN) associated with
the previous frame.

5. The method of claim 2, wherein the system information
of each frame comprises a redundancy version (RV), and the
method further comprises:
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comparing a first RV associated with the current radio
frame with an expected RV determined from the system
information from the previous radio frame; and

rejecting the system information of the current radio frame
when the first RV does not match the expected RV.

6. A non-transitory computer-readable medium having
program code recorded thereon, the program code compris-
ing:

program code to decode a broadcast channel of a current

radio frame to obtain system information associated
with a wireless network;
program code to compare a physical control format indi-
cator channel (PCFICH) value of the current frame with
an expected physical hybrid automatic repeat request
indicator channel (PHICH) duration, the comparing
being initiated when a cyclic redundancy check associ-
ated with the current radio frame has passed; and

program code to reject the system information of the cur-
rent radio frame when the PCFICH value is one or two
and the PHICH duration is greater than or less than one
orthogonal frequency division multiplexed OFDM sym-
bol.

7. The non-transitory computer-readable medium of claim
6, wherein the program code to decode the broadcast channel
comprises program code to test a plurality of hypotheses.

8. The non-transitory computer-readable medium of claim
7, wherein the system information of each frame comprises a
bandwidth (BW) indicator, and the program code to reject
comprises program code to reject the system information of
the current radio frame when the BW indicator of the current
radio frame does not match a BW indicator of the previous
radio frame.

9. The non-transitory computer-readable medium of claim
7, wherein the program code to reject comprises program
code to reject the system information from the current radio
frame based at least in part on a system frame number (SFN)
associated with the previous frame.

10. The non-transitory computer-readable medium of
claim 7, wherein:

the system information of each frame comprises a redun-

dancy version (RV);

the program code to compare comprises program code to

compare a first RV associated with the current radio
frame with an expected RV determined from the previ-
ous radio frame; and

the program code to reject comprises program code to

reject the system information of the current radio frame
when it is determined that the first RV does not match the
expected RV.

11. An apparatus, comprising:

means for decoding a broadcast channel of a current radio

frame to obtain system information associated with a
wireless network;

means for comparing a physical control format indicator

channel (PCFICH) value of the current frame with an
expected physical hybrid automatic repeat request indi-
cator channel (PHICH), the comparing being initiated
when a cyclic redundancy check associated with the
current radio frame has passed; and

means for rejecting the system information of the current

radio frame when the PCFICH value is one or two and
the PHICH duration is greater than or less than one
orthogonal frequency division multiplexed OFDM sym-
bol.

12. The apparatus of claim 11, wherein the means for
decoding the broadcast channel comprises means for testing
a plurality of hypotheses.
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13. The apparatus of claim 11, wherein the system infor-
mation of each frame comprises a bandwidth (BW) indicator,
and apparatus further comprises means for rejecting the sys-
tem information of the current radio frame when the BW
indicator of the current radio frame does not match a BW
indicator of the previous radio frame.

14. The apparatus of claim 11, further comprising means
for rejecting the system information from the current radio
frame based at least in part on a system frame number (SFN)
associated with the previous frame.

15. The apparatus of claim 11, wherein the system infor-
mation of each frame comprises a redundancy version (RV),
and the apparatus further comprises:

means for comparing a first RV associated with the current

radio frame with an expected RV determined from the
previous radio frame; and

means for rejecting the system information of the current

radio frame when the first RV does not match the
expected RV.

16. An apparatus, comprising:

a memory unit; and

at least one processor coupled to the memory, the at least

one processor configured to:

decode a broadcast channel of a current radio frame to
obtain system information associated with a wireless
network; and

compare a physical control format indicator channel
(PCFICH) value of the current frame with an expected
physical hybrid automatic repeat request indicator
channel (PHICH) duration, the comparing being ini-
tiated when a cyclic redundancy check associated
with the current radio frame has passed; and

reject the system information of the current radio frame
when the PCFICH value is one or two and the PHICH
duration is greater than or less than one orthogonal
frequency division multiplexed OFDM symbol.

17. The apparatus of claim 16, wherein the at least one
processor is further configured to test a plurality of hypoth-
eses.

18. The apparatus of claim 17, wherein:

the system information of each frame comprises a band-

width (BW) indicator, and

the at least one processor is further configured to reject the

system information of the current radio frame when the
BW indicator of the current radio frame does not match
a BW indicator of the previous radio frame.

19. The apparatus of claim 17, wherein the at least one
processor is further configured to reject the system informa-
tion from the current radio frame based at least in part on a
system frame number (SFN) associated with the previous
frame.

20. The apparatus of claim 17, wherein:

the system information of each frame comprises a redun-

dancy version (RV), and

the at least one processor is further configured:

to compare a first RV associated with the current radio
frame with an expected RV determined from the pre-
vious radio frame; and

to reject the system information of the current radio
frame when the first RV does not match the expected
RV.

21. A method for decoding a broadcast channel in a wire-
less communication system, the method comprising:

receiving a downlink transmission comprising a physical

broadcast channel (PBCH);
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decoding the PBCH:

to obtain a first decoded PBCH payload, the decoding
being performed over a plurality of radio frames,

to determine whether a cyclic redundancy check (CRC)
for the first decoded PBCH payload is acceptable, the
determining for the CRC being performed during a
decoding of a first radio frame of the plurality of radio
frames, and

to determine whether a redundancy value (RV) index
associated with the first decoded PBCH payload is
less than a selected value;

detecting an error condition related to the first decoded

PBCH payload based at least in part on a second decoded
PBCH payload obtained prior to the first decoded PBCH
payload; and

rejecting the first decoded PBCH payload in response to

detecting the error condition.

22. The method of claim 21, wherein:

the PBCH is decoded until a successful cyclic redundancy

check is achieved for the first decoded PBCH payload,
and

decoding the PBCH comprises testing a plurality of

hypotheses.

23. The method of claim 22, wherein detecting the error
condition comprises one or more of:

determining that a bandwidth (BW) field associated with

the first decoded PBCH payload does not match a BW
field associated with the second decoded PBCH pay-
load,
determining that the BW field associated with the first
decoded payload and a reserved bit associated with the
first decoded PBCH payload do not match a BW field
associated with the second decoded PBCH payload and
areserved bit associated with the second decoded PBCH
payload, respectively, or
a combination thereof.
24. The method of claim 22, wherein detecting the error
condition comprises one or more of:
determining that a system frame number associated with
the first decoded PBCH payload is indicative of an incor-
rect number of PBCH frames between a frame associ-
ated with the first decoded PBCH payload and a frame
associated with the second decoded PBCH payload,

determining that a redundancy value (RV) index is incon-
sistent with an expectation for a known frame boundary
for the PBCH,

determining that a physical control format indicator chan-

nel (PCFICH) value is inconsistent with an expected
Physical HARQ Indicator Channel (PHICH) duration,
or

a combination thereof.

25. The method of claim 24, wherein the PCFICH value is
determined to be inconsistent with the expected PHICH dura-
tion when the PCFICH value is one or two and the PHICH
duration is greater than or less than one OFDM symbol.

26. The method of claim 21, further comprising:

storing the first decoded PBCH payload when the CRC for

the first decoded PBCH payload is determined to be
acceptable; and

wherein detecting the error condition comprises determin-

ing whether a CRC for the first decoded PBCH payload
is acceptable during a decoding of a second frame of'the
plurality of radio frames, wherein the second frame of
the plurality of radio frames is later in time than a first
frame of the plurality of radio frames.

27. The method of claim 26, further comprising accepting
the first decoded PBCH payload in response to:
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determining that the CRC for the first decoded PBCH
payload is acceptable during the decoding for the second
frame of the plurality of radio frames;

determining that an RV index associated with the first

decoded PBCH payload is a specific value when the first
frame of the plurality of radio frames is immediately
prior to the second frame ofthe plurality of radio frames;
and

determining that the first decoded PBCH payload matches

the second decoded PBCH payload.

28. The method of claim 26, further comprising discarding
the second decoded PBCH payload and storing the first
decoded PBCH payload in response to:

determining that the CRC for the first decoded PBCH

payload is acceptable during the decoding for the second
frame of the plurality of radio frames;

determining that an RV index associated with the first

decoded PBCH payload is not a specific value when the
first frame of the plurality of radio frames is immediately
prior to the second frame ofthe plurality of radio frames;
and

determining that the first decoded PBCH payload does not

match the second decoded PBCH payload.

29. The method of claim 26, further comprising discarding
the first decoded PBCH payload in response to determining
that the CRC for the first decoded PBCH payload is not
acceptable.

30. The method of claim 21,

further comprising determining whether the error condi-

tion is related to the first decoded PBCH payload, by:

comparing a plurality of cyclic redundancy checks
(CRCs) on preambles of a plurality of decoded pay-
loads, wherein the first decoded PBCH payload is one
of the plurality of decoded payloads;

selecting at least one decoded payload associated with a
largest number of CRC passes when a plurality of
decoded payloads are associated with acceptable
CRCs; and

selecting one of the at least one decoded payload asso-
ciated with a largest redundancy value index when a
plurality of the decoded payloads are associated with
the largest number of CRC passes.

31. A non-transitory computer-readable medium having
program code recorded thereon, the program code compris-
ing:

program code to receive a downlink transmission compris-

ing a physical broadcast channel (PBCH);

program code:

to decode the PBCH to obtain a first decoded PBCH
payload, the decoding being performed over a plural-
ity of radio frames,

to determine whether a cyclic redundancy check (CRC)
for the first decoded PBCH payload is acceptable, the
determining for the CRC being performed during a
decoding of a first radio frame of the plurality of radio
frames, and

to determine whether a redundancy value (RV) index
associated with the first decoded PBCH payload is
less than a selected value;

program code to detect an error condition related to the first

decoded PBCH payload based at leastin part on asecond
decoded PBCH payload obtained prior to the first
decoded PBCH payload; and

program code to reject the first decoded PBCH payload in

response to detecting the error condition.

32. The non-transitory computer-readable medium of
claim 31, wherein:
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the program code to decode the PBCH is performed until a
successful cyclic redundancy check is achieved for the
first decoded PBCH payload, and

the program code to decode comprises program codeto test
a plurality of hypotheses.

33. The non-transitory computer-readable medium of
claim 32, wherein the program code to detect the error con-
dition comprises one or more of:

program code to determine that a bandwidth (BW) field
associated with the first decoded PBCH payload does
not match a BW field associated with the second
decoded PBCH payload,

program code to determine that the BW field associated
with the first decoded payload and a reserved bit asso-
ciated with the first decoded PBCH payload do not
match a BW field associated with the second decoded
PBCH payload and a reserved bit associated with the
second decoded PBCH payload, respectively, or

a combination thereof.

34. The non-transitory computer-readable medium of
claim 32, wherein the program code to detect the error con-
dition comprises one or more of:

program code to determine a system frame number (SFN)
associated with the first decoded PBCH payload is
indicative of an incorrect number of PBCH frames
between a frame associated with the first decoded PBCH
payload and a frame associated with the second decoded
PBCH payload,

program code to determine a redundancy value (RV) index
is included with an expectation for a known frame
boundary for the PBCH,

program code to determine a physical control format indi-
cator channel (PCFICH) value is inconsistent with an
expected Physical HARQ Indicator Channel (PHICH)
duration, or

a combination thereof.

35. The non-transitory computer-readable medium of
claim 34, wherein the PCFICH value is determined to be
inconsistent with the expected PHICH duration when the
PCFICH value is one or two and the PHICH duration is
greater than or less than one OFDM symbol.

36. The non-transitory computer-readable medium of
claim 31, in which the program code further comprises:

program code to store the first decoded PBCH payload
when the CRC for the first decoded PBCH payload is
determined to be acceptable; and

in which the program code to detect the error condition
comprises program code to determine whether a CRC
for the first decoded PBCH payload is acceptable during
a decoding of a second frame of the plurality of radio
frames, wherein the second frame of the plurality of
radio frames is later in time than a first frame of the
plurality of radio frames.

37. The non-transitory computer-readable medium of
claim 36, further comprising program code to accept the first
decoded PBCH payload in response to:

determining that the CRC for the first decoded PBCH
payload is acceptable when the program code to decode
is decoding the second frame of the plurality of radio
frames;

determining that an RV index associated with the first
decoded PBCH payload is a specific value when the first
frame of the plurality of radio frames is immediately
prior to the second frame ofthe plurality of radio frames;
and

determining that the first decoded PBCH payload matches
the second decoded PBCH payload.
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38. The non-transitory computer-readable medium of
claim 36, further comprising program code to discard the
second decoded PBCH payload and to store the first decoded
PBCH payload in response to:

determining that the CRC for the first decoded PBCH

payload is acceptable when the program code to decode
is decoding the second frame of the plurality of radio
frames;

determining that an RV index associated with the first

decoded PBCH payload is not a specific value when the
first frame of the plurality of radio frames is immediately
prior to the second frame ofthe plurality of radio frames;
and

determining that the first decoded PBCH payload does not

match the second decoded PBCH payload.

39. The non-transitory computer-readable medium of
claim 36, further comprising program code to discard the first
decoded PBCH payload in response to determining that the
CRC for the first decoded PBCH payload is not acceptable.

40. The non-transitory computer-readable medium of
claim 31,

further comprising program code to determine whether the

error condition is related to the first decoded PBCH

payload, the program code to determine comprising:

program code to compare a plurality of CRCs on pre-
ambles of a plurality of decoded payloads, wherein
the first decoded PBCH payload is one of the plurality
of decoded payloads;

program code to select at least one decoded payload
associated with a largest number of cyclic redundancy
check passes when a plurality of decoded payloads
are associated with acceptable CRCs; and

program code to select one of the at least one decoded
payload associated with a largest redundancy value
index when a plurality of the decoded payloads are
associated with the largest number of CRC passes.

41. An apparatus, comprising:

means for receiving a downlink transmission comprising a

physical broadcast channel (PBCH);

means for decoding the PBCH:

to obtain a first decoded PBCH payload, the PBCH
being decoded over a plurality of radio frames,

to determine whether a cyclic redundancy check (CRC)
for the first decoded PBCH payload is acceptable, the
determining for the CRC being performed during a
decoding of a first radio frame of the plurality of radio
frames, and

to determine whether a redundancy value (RV) index
associated with the first decoded PBCH payload is
less than a selected value;

means for detecting an error condition related to the first

decoded PBCH payload based at leastin part on asecond
decoded PBCH payload obtained prior to the first
decoded PBCH payload; and

means for rejecting the first decoded PBCH payload in

response to detecting the error condition.

42. The apparatus of claim 41, wherein:

the PBCH is decoded until a successful cyclic redundancy

check (CRC) is achieved for the first decoded PBCH
payload, and

the means for decoding further comprises means for testing

a plurality of hypotheses.

43. The apparatus of claim 42, wherein the means for

detecting the error condition comprises one or more of:

34
determining that a bandwidth (BW) field associated with
the first decoded PBCH payload does not match a BW
field associated with the second decoded PBCH pay-
load,
5 determining that the BW field associated with the first
decoded payload and a reserved bit associated with the
first decoded PBCH payload do not match a BW field
associated with the second decoded PBCH payload and
areserved bit associated with the second decoded PBCH
payload, respectively, or
a combination thereof.
44. The apparatus of claim 42, wherein the means for
detecting the error condition comprises one or more of:
determining that a system frame number associated with
the first decoded PBCH payload is indicative of an incor-
rect number of PBCH frames between a frame associ-
ated with the first decoded PBCH payload and a frame
associated with the second decoded PBCH payload,

determining that a redundancy value (RV) index is
included with an expectation for a known frame bound-
ary for the PBCH,

determining that a physical control format indicator chan-

nel (PCFICH) value is inconsistent with an expected
Physical Hybrid ARQ Indicator Channel (PHICH) dura-
tion, or

a combination thereof.

45. The apparatus of claim 44, wherein the PCFICH value
is inconsistent with the expected PHICH duration when the
PCFICH value is one or two and the PHICH duration is
greater than or less than one OFDM symbol.

46. The apparatus of claim 41, further comprising:

means for storing the first decoded PBCH payload when

the CRC for the first decoded PBCH payload is deter-
mined to be acceptable; and

wherein the means for detecting the error condition com-

prises means for determining whether a CRC for the first
decoded PBCH payload is acceptable during a decoding
of a second frame of the plurality of radio frames,
wherein the second frame ofthe plurality of radio frames
is later in time than a first frame of the plurality of radio
frames.

47. The apparatus of claim 46, further comprising means
for accepting the first decoded PBCH payload in response to:

determining that the CRC for the first decoded PBCH

payloadis acceptable during the decoding for the second
frame of the plurality of radio frames;

determining that a RV index associated with the first

decoded PBCH payload is a specific value when the first
frame of the plurality of radio frames is immediately
prior to the second frame ofthe plurality of radio frames;
and

determining that the first decoded PBCH payload matches

the second decoded PBCH payload.

48. The apparatus of claim 46, further comprising means
55 for
discarding the second decoded PBCH payload and storing

the first decoded PBCH payload in response to:
determining that the CRC for the first decoded PBCH

payloadis acceptable during the decoding for the second
frame of the plurality of radio frames:

determining that an RV index associated with the first

decoded PBCH payload is not a specific value when the

first frame of'the plurality of radio frames is immediately
prior to the second frame ofthe plurality of radio frames;
and

determining that the first decoded PBCH payload does not

match the second decoded PBCH payload.
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49. The apparatus of claim 46, further comprising means
for

discarding the first decoded PBCH payload in response to

determining that the CRC for the first decoded PBCH
payload is not acceptable.

50. The apparatus of claim 41,

further comprising means for determining whether the

error condition is related to the first decoded PBCH
payload, the means for determining comprising:

means for comparing a plurality of CRCs on preambles of

a plurality of decoded payloads, wherein the first
decoded PBCH payload is one of the plurality of
decoded payloads;

means for selecting at least one decoded payload associ-

ated with a largest number of CRC passes when a plu-
rality of decoded payloads are associated with accept-
able CRCs; and

means for selecting one of the at least one decoded payload

associated with a largest redundancy value index when a
plurality ofthe decoded payloads are associated with the
largest number of CRC passes.

51. An apparatus, comprising:

a memory unit;

atransceiver configured to receive a downlink transmission

comprising a physical broadcast channel (PBCH); and
at least one processor coupled to the memory unit, the at
least one processor configured to:
decode the PBCH:
to obtain a first decoded PBCH payload, the PBCH
being decoded over a plurality of radio frames,
to determine whether a cyclic redundancy check
(CRC) for the first decoded PBCH payload is
acceptable, the determining for the CRC being per-
formed during a decoding of a first radio frame of
the plurality of radio frames, and
to determine whether a redundancy value (RV) index
associated with the first decoded PBCH payload is
less than a selected value;
detect an error condition related to the first decoded
PBCH payload based at least in part on a second
decoded PBCH payload obtained prior to the first
decoded PBCH payload; and
reject the first decoded PBCH payload in response to
detecting the error condition.

52. The apparatus of claim 51, wherein the at least one
processor is further configured to:

decode the PBCH until a successful cyclic redundancy

check (CRC) is achieved for the first decoded PBCH
payload, and

test a plurality of hypotheses.

53. The apparatus of claim 52, wherein the at least one
processor is further configured to detect the error condition
based at least in part on one or more of:

determining that a bandwidth (BW) field associated with

the first decoded PBCH payload does not match a BW
field associated with the second decoded PBCH pay-
load,

determining that the BW field associated with the first

decoded payload and a reserved bit associated with the
first decoded PBCH payload do not match a BW field
associated with the second decoded PBCH payload and
areserved bit associated with the second decoded PBCH
payload, respectively, or

a combination thereof.

54. The apparatus of claim 52, wherein the at least one
processor is further configured to detect the error condition
based at least in part on one or more of:

36

determining that a system frame number (SFN) associated

with the first decoded PBCH payload is indicative of an

incorrect number of PBCH frames between a frame

associated with the first decoded PBCH payload and a

5 frame associated with the second decoded PBCH pay-
load,

determining that a redundancy value (RV) index is

included with an expectation for a known frame bound-
ary for the PBCH,

determining that a physical control format indicator chan-

nel (PCFICH) value is inconsistent with an expected
Physical Hybrid ARQ Indicator Channel (PHICH) dura-
tion, or

a combination thereof.

55. The apparatus of claim 54, wherein the PCFICH value
is inconsistent with the expected PHICH duration when the
PCFICH value is one or two and the PHICH duration is
greater than or less than one OFDM symbol.

56. The apparatus of claim 51,

wherein the at least one processor is further configured to:

store the first decoded PBCH payload when the CRC for
the first decoded PBCH payload is determined to be
acceptable; and

detect the error condition based at least in part on deter-
mining whether a CRC for the first decoded PBCH
payload is acceptable during a decoding of a second
frame of the plurality of radio frames, wherein the
second frame of the plurality of radio frames is later in
time than a first frame of the plurality of radio frames.

57. The apparatus of claim 56, wherein the at least one
processor is further configured to accept the first decoded
PBCH payload in response to:

determining that the CRC for the first decoded PBCH

payloadis acceptable during the decoding for the second
frame of the plurality of radio frames;

determining that an RV index associated with the first

decoded PBCH payload is a specific value when the first
frame of the plurality of radio frames is immediately
prior to the second frame ofthe plurality of radio frames;
and

determining that the first decoded PBCH payload matches

the second decoded PBCH payload.

58. The apparatus of claim 56, wherein the at least one
processor is further configured to discard the second decoded
PBCH payload and store the first decoded PBCH payload in
response to:

determining that the CRC for the first decoded PBCH

payloadis acceptable during the decoding for the second
frame of the plurality of radio frames,

determining that an RV index associated with the first

decoded PBCH payload is not a specific value when the
first frame of'the plurality of radio frames is immediately
prior to the second frame ofthe plurality of radio frames;
and

determining that the first decoded PBCH payload does not

match the second decoded PBCH payload.

59. The apparatus of claim 56, wherein the at least one
processor is further configured to discard the first decoded
PBCH payload in response to determining that the CRC for
the first decoded PBCH payload is not acceptable.

60. The apparatus of claim 51, wherein the at least one
processor is further configured to:

determine whether the error condition is related to the first

decoded PBCH payload, and

determine whether the error condition is related to the first

decoded PBCH payload based at least in part on:
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comparing a plurality of CRCs on preambles of a plu-
rality of decoded payloads, wherein the first decoded
PBCH payload is one of the plurality of decoded
payloads;

selecting at least one decoded payload associated with a
largest number of CRC passes when a plurality of
decoded payloads are associated with acceptable
CRCs; and

selecting one of the at least one decoded payload asso-
ciated with a largest redundancy value index when a
plurality of the decoded payloads are associated with
the largest number of CRC passes.
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