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video data. For example, a method of encoding video data includes
generating an encoded video bitstream comprising multiple layers.
The encoded video bitstream including a parameter set defining para-
meters of the encoded video bitstream. The method further includes
determining one or more parameters of the parameter set that include
information describing a first sub-bitstream of the encoded video bit-
stream that includes one or more layers with video data and informa-
tion describing a second sub-bitstream of the encoded video bitstream
that includes one or more layers with no video data. The method fur-
ther includes performing a bitstream conformance check on the first
sub-bitstream or the second sub-bitstream based on whether at least
one layer of the first sub-bitstream or the second sub-bitstream in-
cludes video data.
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SYSTEMS AND METHODS FOR SELECTIVELY PERFORMING A
BITSTREAM CONFORMANCE CHECK

FIELD

S [8883%} The present disclosure generally relates to video coding, and more specifically

to techniques and systems for selectively performing a bitstream conformance check.

BACKGROUND
198621  Many devices and systems allow video data to be processed and output for
consumption. Digital video data includes large amounts of data to meet the demands of
160 consumers and video providers. For cxample, consumers of video data desire video of
the utmost quality, with high fidelity, resolutions, frame rates, and the ke, As a result,
the large amount of video data that is required to meet these demands places a burden

on commmunication networks and devices that process and store the video data.

{8063] Various video coding techmigques may be used to compress video data. Video
15 coding is performed according to one or more video coding standards. For example,
video coding standards include high efficiency video coding (HEV(C), advanced video
coding (AVC), moving picture experts group {MPEG) coding, or the like. Video coding
generally utilizes prediction methods {e.g., inter-prediction, mtra-prediction, or the hike)
that take advantage of redundancy present in video images or sequences. An important
20 goal of video coding technigues is to compress video data iido a form that uses a lower
bit rate, while avoiding or minimizing degradations to video quality, With ever-
evolving video services becoming available, encoding techniques with better coding

ctficiency arc needed.

BRIEF SUMMARY

2
wn

{8064] I some embodiments, technigues and systems are described for selectively
performing a bitstream conformance check. In some examples, one or more sab-
bitstreams may be extracted from a bitstream. For cxample, one or more layers or sub-

layers may be removed from the bitstream to obtain a sub-bitstream. As a result, a sub-
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bitstream may have less layers or sub-layers than the bitstream. A bitstream
conformance check may be performed to determine if a bitstream or a sub-bitsiream is
in conformance with a particular video coding standard.  As described herein, a
bitstream conformance check may include performing & normative test using

hypothetical reference decoder parameters.

[98065] Wheo layers or sub-layers arc removed from a biistream to oxiract a sub-
bitstream, mformation may be present (e.g., in one or more parameter sets) that
describes features and parameiers of the removed layers or sub-layers that are no longer
present in the bitstream and thus do not joclude any data.  In some embodiments
disclosed herein, a bitstream conformance check may be selectively performed on a
sub-bitstream based on whether at least one layer of the sub-bitstream includes video
data. For example, a bilstream conformance check may be performed onfy on sub-
bitstreams that include video data in one or all of the layers or sub-layers of the sub-

bitstreams.

[8006] According to at least onc example of selectively performing a bitstream
conformance check, a method of encoding video data is provided that includes
generating an enceded video bitsircam comprising multiple lavers. The encoded video
bitstream includes a parameter set defining parameters of the cncoded video bitstream.
The method further includes detormining one or more parameters of the parameter set
that inclode nformation describing a first sub-bitstream of the encoded video bitstream
and information describing a second sub-bitstream of the encoded video bitstrcam, the
first sub-bitstrcam inchiding one or more lavers with video data, and the sccond sub-
bitstream including one or more layers with no video data. The method further inchudes
performing a bitstream conformance check on the first sub-bitstream or the second sub-
bitstream based on whether at least one layer of the first sub-bitstream or the second

sub-bitstream mcludes video data.

[8807] In another cxample, an apparatus s provided that includes 2 memory
configured to store video data and a processor. The processor 1s configured to and may
generate, from the video data, an encoded video bitstream comprising multiple layers.

The encoded video bitstream includes a parameter set defining parameters of the
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encoded video bitstream. The processor s further configured to and may determine one
or more parameters of the parameter set that include formation describing a first sub-
bitstrecam of the encoded video bitstream and information describing a second sub-
bitstream of the encoded video bitstream, the first sub-bitstream mcluding one or more
tayers with video data, and the second sub-bitstream including one or more layers with
no video data. The processor is further configured to and may perform a bifsircam
conformance check on the first sub-bitstroam or the second sub-bitstream based on
whether at least one layer of the first sub-bitstream or the sccond sub-bitstream nclades

video data.

[8808] In ancther example, a computer readable medium s provided having stored
thereon instructions that when cxecuted by a processor perform a method that inclades:
generating an encoded video bitstream comprising nwiltiple layers, the encoded video
bitstream inchiding a parameter sct defining parameters of the encoded video bitstream;
determining one or more parameters of the parameter set that include information
describing a first sub-bitstream of the enceded videe bitstream and information
describing a second sub-bitstream of the encoded video bitstream, the first sub-bitstream
inclading one or more layers with video data, and the second sub-bitstream including
one or more layers with no video data: and performing a bitstream conformance check
on the first sub-bitstream or the second sub-bitstream based on whether at least one

layer of the first sub-bitstream or the second sub-bitstream inclades video data.

[8809] In another cxample, an apparatus 15 provided that includes means for
generating an enceded video bitsircam comprising multiple layers. The encoded video
bitstream includes a parameter set defining parameters of the cncoded video bitstrean.
The apparatus further includes means for determining one or more parameters of the
parameter set that inchude information describing @ fivst sub-bitstream of the encoded
video bitstream and information describing a second sub-bitsiream of the encoded video
bitstream, the first sub-bitstream including one or more layers with video data, and the
seccond sub-bitstream inchuding one or more layers with vo video data. The apparatus
further includes means for performing a bitstream conformance check on the first sub-
bitstream or the second sub-bitstream based on whether at least one layer of the first

sub-bitstream or the second sub-biistream includes video data.
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{8018]  The method, apparatuses, and computer readable mediom described above for
selectively performing a bitstream conformance check may further inchude performing
the bitstream conformance check on the first sub-bitstream based on the one or more
layers of the first sub-bitstream having video data, wherein a bitstream conformance
check is not performed on the second sub-bitstream based on the one or more layers of
the second sub-bitsiream having vo video data. In some embodiments, the bitstream
conformance check is performed on the first sub-bitstream when all of the one or more
layers of the first sub-bitstream have video data. In some embodiments, the bitstream
conformance check is performed on the first sub-bitstream when at least one of the one

or maore layers of the first sub-bitstream has video data.

{8013]  In some aspects, the bitstream conformance check includes performing a
normative test on the first sub-bitstream to ensure the first sub-bitstream conforms to
coding requiremnents needed for the first sub-bitstream 1o be decoded. In some cases,

the normative test is performed using hypothetical reference decoder parameters.

[8612] The method, apparatuses, and computer readable medivm described above for
selectively performing a bitstream conformance check may further include performing
the bitstream conformance check on the first sub-bitstream based on whether a highest
value of a temporal identifier of the video data in the first sub-bitstream 18 equal to or

greater than a value of a corresponding temporal identifier of the first sub-bitstream.

[B8613]  In some aspects, the video data of the one or more layers of the first sub-
bitstream is prosent in the first sub-biistream or is provided from an external source

other than an encoder used 1o generate the encoded video bitstream.

8014} In some aspects, the video data includes one or more video ceoding layer

network abstraction layer units.

18015]  In some aspects, the second sub-bitstream is generated from the encoded video

bitstream by removing at least one layer from the enceded video bitstream.

{8016] In some aspects, the parameter set includes a video parameter set.  In some

embodiments, the parameter set includes a sequence parameter set.
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186177 In some embodiments, techniques and systems are described for assigning a
minimom value to a syntax structure in a parameter set. A syntax structure includes
multiple syndax cloments. In some examples, an encoder that encodes video data
according to a first coding protocol may generate an encoded video bitstream. The
encoder may provide the encoded video bitstream to a decoder in a receiving device. A
base layer for video data may be provided to the decoder {(or another decoder in the
same receiving device) by an external source other than the encoder that uses the first
coding protocol.  For example, the base layer may be encoded according to a second
coding protocol that is different than the first coding protocol. In such an example, an
encoder that encodes video data using the second coding protocol may provide the base
layer to the receiving device. A parameter sct, such as a video parameter set, may be
provided with the video bitstream encoded according to the first coding protocol. The
video parameter set may include information related to the video data in the encoded
video biistream. A syntax structure may be present in the video parametfer sct that
mehides information regarding a base layer of the encoded video bitstream, even when
the base layer is provided externally (a base layer of the first coding protocol is not
provided). As described herein, 3 minimum value may be assigned to the syntax
clements in the syntax structure when it is determined that the basc layer s 1o be
provided to the receiving device by the external source other than the encoder used to

generate an encoded video bitstroam,

[8818] According to at least one example of assigping a minimum value o a syntax
structurg in a parameter set, a method of encoding video data is provided that includes
generating, by an encoder, an encoded video bitstream according to a first coding
protocol. The encoded video bitstream mcludes one or more enhancement layers and a
video parameter set defining parameters of the encoded video bitstream. The method
further includes determining that a base layer is to be provided to a receiving dovice by
an external source other than the encoder. The method further includes assigning a
minimom value to a syntax structure in the video parameter set when it is determined
that the base layer is to be provided to the receiving device by the external source. The

syntax structure defines profile, ticr, and level parameters for the base layer.
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18019] In another example, an encoder 1s provided that includes a memory configured
to store video data and a processor. The processor is configured to and may generate,
from the video data, an encoded video bitstream according to a first coding protocol.
The encoded video bitstream includes one or more enhancement layers and a video
parameter set defining parameters of the cncoded video bitstream. The processor is
further configured to and may determine that a base layer is to be provided to a
receiving device by an external source other than the encoder. The processor is further
configured to and may assign a mintmum value to a syntax structure m the video
parameter set when it is determined that the base layer is to be provided to the receiving
device by the external source. The syntax structure defines profile, tier, and level

parameters for the base layer.

18020]  In another example, a computer readable medium of an encoder is provided
having stored thereon mstructions that when executed by a processor perform a method
that inchides: generating an encoded video bitstream according to a first coding
protocol, the encoded video bitstream including one or more enhancement layers and a
video parameter sot defining parameters of the encoded video bitstreany determining
that a base layer is to be provided to a receiving device by an external source other than
the encoder; and assigning a minimum value to a syniax structure in the video parameter
set when it is determined that the base layer is to be provided to the receiving device by
the external source, the syntax structure defining profile, tier, and level parameters for

the base layer.

[8821] In another example, an enceder is provided that inchides means for generating
an ¢ncoded video bitstream according to a first coding protocol, the encoded video
bitstream inchuding one or more enhancement layers and a video parameter set detining
parameters of the encoded video bitstream. The encoder further includes means for
determining that a base layer is to be provided to a receiving device by an external
source other than the encoder. The encoder further includes means for assigning a
minimum valae to a syntax structure in the video parameter sct when it is determined
that the base layer is to be provided to the receiving device by the external source, the

syntax structure defining profile, tier, and level parameters for the base layer.
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{8022} in some aspects, the mininunm valoe includes a value of O for all bits of all
syniax elements in the syntax structure. In some aspects, determining that the base layer
is to be provided to the receiving device by the external source includes determining
that a flag is set to a value indicating that the base layer is provided by the external

SOUFCC.

{86231 ' some aspects, the base layer provided by the external source 18 encoded
according to a second coding protocol, the second coding protocol being different than
the first coding pretocol. The first coding protocol includes a high efficiency video
coding protocel, and the second coding protocol includes an advanced video coding

protocol.

{8024] In some aspects, the profile, tier, and level parameters specify constraints on
coding tools, bitstream characteristics, buffer characteristics required by the decoding

device to decode the base layer, or other parameters.

18025]  In some embodiments, techniques and systoms are described for constraining
representation format parameters for a parameter sct. In some examples, representation
format parameters that describe video data characteristics (e.g., resolution parameters,
bit depth, picture width, color format, or other representation format parameters) may be
signaled in a sequence parameter set and/or in a video parameter set.  For cxample,
representation format parameters signaled i a video paramcter set may provide
maxtmum values for the parameters, while the representation format parameters
signaled in a sequence parameter set may provide updated parameter valoes. As
described herein, a constraint may be specified that requires the representation format
parameter vahies signaled in the sequence parameter seot to be less than or equal to the
representation format parameter valoes signaled in the video parameter set. In some
cmbodiments, the constraint applies to a scquence parameter set assigned to a base layer
of an enceded video bitstream.  For example, the constraint may limit an encoder fo
generating values for the one or mwore representation format parameters m the sequence
parameter set to be less than or equal to values of corresponding representation format

parameters that are assigoed to the base layer in the video parameter set.
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[8826] According to at least one example of constraining representation format
parameters for a parameter set, a method of encoding video data is provided that
mcludes generating an encoded video bitstream comprising multiple layers.  The
encoded video bitstream includes one or more sequence parameter sets and a video
parameter set. The method further inclades generating, according to a constraint, one or
more representation format parameters for a sequence parameter sct assigned to a base
layer of the enceded video bitstream. The constraint funits values of the one or more
representation format parameters in the sequence parameter set to be less than or equal
to values of corresponding representation format parameters that arc assigned to the

basc layer in the video parameter set.

{88627 To another example, an apparatos is provided that includes a memory
configured to store video data and a processor. The processor is configured to and may
generate, from the video data, an encoded video bitstream comprising multiple layers.
The encoded video bitstream inchudes one or more sequence parameier sets and a video
parameter set. The processor is further configured to and may generate, according o a
consiraint, ong or more representation format parameters for a sequence parameter set
assigned to a base layver of the encoded video bitstream. The constraint limits values of
the one or more representation format parameters in the sequence parameter sct to be
less than or equal to values of corresponding representation format parameters that are

assigned to the base layer in the video parameter sct.

[8028] In another example, a computer readable medivm is provided baving stored
thereon tnstructions that when executed by a processor perform a method that includes:
generating an encoded video bitstream comprising multiple layers, the encoded video
bitstream including one or more sequence parameter sots and a video parameter set; and
generating, according o a constraint, one or more representation format parameters for
a sequence parameter set assigned to a base layer of the encoded video bitstream, the
constraint limiting valocs of the one or more representation format parameters in the
sequence parameter sct to be less than or equal to values of corresponding
representation format parameters that are assigned to the base layer in the video

parameter set.
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[6629] T another example, an apparatus is provided that includes means for
generating an encoded video bitstream comprising multiple layers, the encoded video
bitstream including one or more sequence parameter sets and a video parameter set.
The apparatus further includes means for generating, according to a constraint, one or
more representation format parameters for a sequence parameter set assigned to a base
layer of the encoded video bitsiream, the constraint limiting values of the one or more
representation format paramceters i the sequence parameter sot to be fess than or equal
to values of corresponding representation format parameters that are assigned to the

base layer in the video parameter set.

[8638] In some aspects, the ong or more representation format parameters inciude one
or morg of resolution, bit depth, picture width, color format, or other video
characteristic paramcters.  In some aspects, the ropresentation format parameoters
signaled in the video parameter set are used for session negotiation with one or more
decoders. In some aspects, the one or more representation format parameters in the
sequence parameter set are signaled in one or more high efficiency video coding syntax

clements.

18031]  The method, apparatuses, and compuier readable medivm described above for
constraining representation format parameters for a parameter set may further include -

updating the one or more sequence parameter sets according to the constratnt,

[8832] This summary is not intended to identify key or essential features of the
claimed subject matter, nor is it intended to be used in isolation to determine the scope
of the claimed subject matter. The subject matter should be understood by reference to
appropriate portions of the entire specification of this patent, any or all drawings, and

each claim.

[8833] The foregoing, together with other features and embodiments, will become
more apparent upon referring to the following specification, claims, and accompanying

drawings.
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BRIEF DESCRIPTION OF THE DRAWINGS
18034] Hhustrative embodiments of the present invention are described in detail below

with reference to the following drawing figures:

[8835] FIG. | is a block diagram illostrating an example of an encoding device and a

W

decoding device, in accordance with some embodiments,

18836] FIQG. 2 s a block diagram illustrating an example of layer sets, in accordance

with some embodimenis.

[8837] FIG. 3 is a block diagram illasirating an example of an incomplete layer set, in

accordance with some embodiments.

10 [6638] FIG. 4 35 a flowchart illustrating an embodiment of a process of encoding
video data for sclectively performing a bitstream conformance check, in accordance

with some embodimenis.

[8839] FIG. § is a block disgram illustrating an environment with multiple encoding

devices for providing encoded video data, in accordance with some embodiments,

1S [8684¢] FIG. 6 is a flowchart ilhustrating an cmbodiment of a process of encoding
video data for assigning a minimum value 10 a syntax structure in & parameter set, in

accordance with some entbodimernts.,

{8841] FIG. 7 15 a block diagram illustrating an example of a video parameter set and
a sequence parameter set with representation format parameters, in accordance with

20 some embodiments.

8042] FIG. 8 is a flowchart illustrating an embodiment of a process of encoding
video data for constraiming representation format parameters for a parameter set, in

accordance with some embodiments.
[8843] FIG. 9 is a block diagram illustrating an example video encoding device, in
25 accordance with some embodiments,

[8044] FIG. 10 15 a block diagram illustrating an example video decoding device, in

accordance with some embodiments.
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DETAILED DESCRIPTION
18045] Certain aspects and embodiments of this disclosure are provided below. Some
of these aspects and embodiments may be applied tndependently and some of them may
be applied in combination as would be apparent to those of skill in the art. In the
following description, for the purposes of explanation, specific details are set forth in
order to provide a thorough understanding of embodiments of the invention. However,
1t will be apparcnt that various embodimends may be practiced without these specific

details. The figures and description are not mtended to be restrictive.

8846] The onsuing description provides execmplary embodimeonts only, and is not
miended to himit the scope, applicability, or contiguration of the disclosure. Rather, the
ensuing description of the exemplary embodiments will provide those skilled in the art
with an enabling description for implementing an exemplary embodiment. It should be
understood that various changes may be made in the function and arrangerent of
clements without departing from the spirit and scope of the mvention as set forth in the

appended claims.

[8847] Specific details are given in the following description to provide a thorough
understanding of the embodiments. However, it will be understood by one of ordinary
skill in the art that the embodiments may be practiced without these specific details. For
example, circuits, systems, networks, processes, and other components may be shown as
compeonents in block diagram form in order not to obscure the embodiments in
unnecessary detail.  In other instances, well-known circuits, processes, algorithms,
structures, and techniques may be shown without unnecessary detatl in order to avoid

obscuring the embodiments.

18048] Also, it is noted that individual embodiments may be described as a process
which 1s depicted as a flowchart, a flow diagram, a data flow diagram, a structure
diagram, or a block diagram. Although a flowchart may describe the operations as a
sequential process, many of the operations can be performed in parallel or concurrently.
In addition, the order of the operations may be re-arranged. A process is terminated
when its operations are completed, but could have additional steps not inchuded 2

figure. A process may correspond to a8 method, a function, a procedure, a subroutine, a
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subprogram, ctc. When a process corresponds to a function, its termination can

correspond to a return of the function to the calling function or the main function.

{8048] The term “computer-readable medium”™ inchudes, but is not imited to, portable

or non-portable storage devices, optical storage devices, and various other mediums

W

capable of storing, containing, or camrying instruction{s) and/or data. A computer-
readable medium may include a pon-transitory medium in which data can be stored and
that does not include carrier waves and/or transitory electronic signals propagating
wirclessly or over wired connections. Examples of a non-transitory medivm may
include, but are not Hotted 1o, a mageetic disk or tape, optical storage media such as
10 compact disk (CD} or digital versatile disk (DVD), flash memory, memory or memory

devices. A computer-readable medinm may have stored thereon code and/or machine-

exccutable instructions that may represent a procedure, a function, a subprogram, a

program, a routing, a subroutine, a module, a software package, a class, or any

combination of instructions, data structiures, or program statements. A code segment
15 may be coupled to anocther code segment or a hardware circuit by passing and/or
recoiving information, data, arguments, paranmceters, or memory contents.  Information,
arguments, parameters, data, etc. may be passed, forwarded, or transmitted via any
suitable means including memory sharing, message passing, token passing, network

transmission, or the like.

20 [8658] Furthermore, embodiments may be implemented by hardware, software,
firmware, middleware, microcode, hardware description languages, or any combination
thereof., When implemented in software, firmware, middleware or microcode, the
program code or code segments 1o perform the necessary tasks {ec.g., a computer-

program product) may be stored in a computer-readable or machine-readable medium,

A processor(s) may perform the necessary tasks.

N2
W

[8881] Several sysiems and methods of video coding using video encoders and
decoders are described hercin. For example, one or more systems and methods are
directed to handling of unavailable layers, layer sets, and operation poiuts, as well as

restrictions on representation format parameters in multi-layer video coding,
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[8852] As more devices and systems provide consumers with the ability to consume
digital video data, the need for cfficient video coding techniques becomes more
important. Video coding is needed to reduce storage and transuussion requircments
necessary to handle the large amounts of data present in digital video data. Variouns
video coding techniques may be used to compress video data into a form that uses a

fower bit rate while maintaining high video quality.

[8883] FIG. 1 is a block diagram illustrating an example of a system 100 including an
encoding device 104 and a decoding device 112, The encoding device 104 may be part
of a source device, and the decoding device 112 may be part of a receiving device. The
sowree device and/or the receiving deviee may include an electronic device, such as a
mobile or stationary telephone bandset {c.g, smartphone, cchular telephone, or the
like), 2 desktop computer, a laptop or notcbook conputer, a tablet conputer, a set-top
box, a television, a camera, a display device, a digital media player, a video gaming
consele, a video streaming device, or any other suitable electronic device. In some
examples, the scurce device and the receiving device may include one or more wirgless
transceivers for wireless communications. The coding techuigues described herein are
applicable to video coding in varicus multimedia applications, inchuding streaming
video transmissions {c.g., over the Interpet), television broadcasts or transmissions,
encoding of digital video for storage on & data storage medium, decoding of digital
video stored on a data storage mediom, or other applications. In some examples, system
100 can support one-way or two-way video transmission o support applications such as
video conferencing, video strecaming, video playback, video broadcasting, gaming,
and/or video telephony.

o

18054] The encoding device 104 {or encoder) can be used to sncode video data using
a video coding standard or protocol to generate an concoded video bitstream.  Video
coding standards include ITU-T H.261, ISO/VIEC MPEG-1 Visuwal, ITU-T H.262 or
ISO/IEC MPEG-2 Visual, ITU-T H.263, ISG/AEC MPEG-4 Visual and 1TU-T H.264
{also known as ISO/IEC MPEG-4 AVC), including its Scalable Video Coding (SVC)
and Multiview Video Coding (MVC) extensions. A more recent video coding standard,
High-Efficiency Video Coding (HEVC), has been finalized by the Joint Collaboration
Team on Video Coding (JCT-VC) of ITU-T Video Coding Experts Group (VCEG) and
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ISOAEC Motion Picture Experts Group (MPEG). Various extensions to HEVC deal
with multi-layer video coding and arc also being developed by the JCT-VC, including
the mulbtiview extension to HEVC, called MV-HEVC, and the scalable exiension to
HEVC, called SHVC, or any other suitable coding protocol.  An HEVC draft
specification is available from http://phenix_ it-
sudperis.cw/jet/doc_end user/documents/17  Valencia/wgl I/CTVC-QH03-vizip, A
working  draft  of  MV-HEVC is  avalable  from  htp//phenix.it-
sudparis.cu/jct2/doc_end user/documents/S Valencia/wgl VICT3V-HIG02vS . zip. A
working draft of SHVC is available from http//phenix if-sudparis.eu/jct/doc
end user/documents/17 Valencia/wgl VICTVC-Q1008-v2.zip.

[8855] Many embodiments described hercin describe examples using the HEVC
standard, or extensions thercof. However, the techuniques and systems described herein
may also be applicable to other coding standards, such as AVC, MPEG, cxiensions
thereof, or other suitable coding standards.  Accordingly, while the techniques and
systems described hercin may be described with reference to a particular video coding
standard, one of ordinary skill in the art will appreciate that the description should not

be mnterpreted to apply only to that particalar standard.

18056] A video source 102 may provide the video data to the encoding device 104,
The video source 102 may be part of the source device, or may be part of a device other
than the source device. The video source 102 may inclade a video capture device {e.g.,
a video camcra, a camera phong, a video phone, or the like), a video archive containing
stored video, a video server or content provider providing videe dats, a video feed
mterface receiving video from a video server or content provider, a compuier graphics
system for generating computer graphics video data, a combination of such sources, or

any other suitable video source.

{8887] The video data from the video source 102 may include one or more mput
pictures or frames. A picture or frame is a still image that is part of a video. The
encoder engine 106 (or cncoder) of the encoding device 104 encodes the video data to
generate an encoded video bitstream.  An HEVC bitstream, for example, may include a
sequence of data units called network abstraction layer (NAL) units. Two classes of

NAL units exist in the HEVC standard, including video coding layer (VCL) NAL units



WO 2015/195874 PCT/US2015/036366

W

10

20

N2
W

and nen-VCL NAL units. A VCL NAL unit inclodes one slice or slice segment
{described below) of coded picture data, and a non-VCL NAL unit includes control
information that relates to multiple coded pictures. A coded picture and non-VCL NAL

vnits (if any) corresponding to the coded picture is called an access unit (AU}

{8858] NAL unmits may contain a sequence of bits forming a coded representation of
the video data {the encoded video bitstream), such as coded representations of pictures
in a video. The encoder engine 106 generates coded ropresentations of pictures by
partitioning cach picture into multiple slices. A shice is independent of other shices so
that nformation in the slice is coded without dependency on data from other shices
within the same picture. A shice includes one or more shice segments including an
independent shice segment and, if present, one or more dependent shice segments that
depend on provious shice segments. The slices are then partitiongd into coding tree
blocks {CTHs) of luma samples and chroma samples. A CTB of luma samples and one
or more CTBs of chroma samples, along with syntax for the samples, are referred to as a
coding tree unit (CTUY. A CTU is the basic processing unit for HEVC encoding. A
CTU can be split into vwltiple coding untis {Cls) of varying sizes. A CU contains

luma and chroma sample arrays that are referred to as coding blocks (CBs).

{8859] The luma and chroma CBs can be further split into prediction blocks (PBs). A
P8 is a block of samples of the luma or a chroma component that uses the same motion
parameters for mter-prediction. The huma PB and one or more chroma PBs, together
with associated syntax, form a prediction unit (PU). A scot of motion parameiers is
signaled in the bitstream for cach PU and is used for inter-prediction of the luma PB and
the one or more chroma PBs. A CB can also be partitioned inlo one or more transform
blocks (TBs). A TB represents a square block of samples of a color component on
which the same two-dimensional transform is applied for coding a prediction residual
signal. A transform untt (TU) represends the TBs of luma and chroma sanples, and

corresponding syniax elements.

180868] A size of a CU corresponds 1o a size of the coding node and 15 square in shape.
For example, a size of a CU may be R x § samples, 16 x 16 samples, 32 x 32 samples,
64 x 64 samples, or any other appropriate size up to the size of the corresponding CTU.

The phrase "N x N" is used herein to refer to pixel dimensions of a video block in torms
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of vertical and horizontal dimensions {e.g., § pixels x § pixels). The pixels in a block
may be arranged o rows and columns. In some embodiments, blocks may not have the
same number of pixels 1o a horizontal dircction as in a vertical direction. Symtax data
associated with a2 CU may describe, for example, partitioning of the CU into one or
more PUs. Partitioning modes may differ between whether the CU 13 intra-prediction
mode encoded or inter-prediction mode encoded. PUs may be partitioned to be non-
squarc in shape. Syntax data associated with a CU may alse describe, for example,
partitioning of the CU into one or more TUs according to a CTU, A TU can be square

of non-square in shape.

{B8061] According to the HEVC siandard, transformations may be performed using
transform wunits (TUs). TUs may vary for different CUs. The TUs may be sized based
on the size of PUs within a given CU. The TUs may be the same size or smalier than
the PUs. In some cxamples, residual samples coresponding to a CU may be subdivided
mte smaller units using a quadiree structure known as residual quad tree (RQT). Leaf
nodes of the RQT may correspond to TUs., Pixel difference vaiucs associated with the
TUs may be transformed to produce transform cocfficients. The fransform coefficients

may then be quantized by the encoder engine 106,

18062] Once the pictures of the video data are partitioned inte CUs, the encoder
engine 106 predicts cach PU using a prediction mode. The prediction is then subtracted
from the original video data to get residuals (described below). For each CU, a
prediction mode may be signaled inside the bitstream using syotax data. A prediction
mode may include intra-prediction {or intra-picture prediction) or inter-prediction (or
miter-picture prediction). Using intra-prediction, cach PU is predicted from neighboring
image data in the same picture using, for example, DC prediction to find an average
value for the PU, planar prediction to it a planar surface to the P, direction prediction
to exirapolate from neighboring data, or any other suitable types of prediction. Using
inter-prediction, cach PU is predicted using motion compensation prediction from
image datz in one or more reference pictures (before or after the current picture in
output order). The decision whether to code a picture arca using infer-picture or intra-

pictare prediction may be made, for example, at the CU level
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{8863] A PU may include data related to the prediction process. For example, when
the PU is encoded using intra-prediction, the PU may include data describing an iotra-
prediction mode for the PU.  As another example, when the PU is encoded using inter-
prediction, the PU may include data defining s motion vector for the PU. The data
defining the motion vector for a PU may describe, for example, a horizontal component
of the motion vecior, a vertical compounent of the motion vector, a resclution for the
motion vector {e.g., one-quarter pixel precision or one-cighth pixel precision), a
reference picture to which the motion vector points, and/or a reference pieture fist {e.g.,

List &, List 1, or List C} for the motion vector.

[8864] The encoder 104 may then perform transformation and guantization. For
example, following prediction, the encoder engine 106 may calenlate residual values
corresponding o the PU. Residual values may comprise pixel difference values. Any
residual data that may be remaining after prediction is performed is transformed using a
block transform, which may be based on discrete cosine transform, diserete sme
transform, an integer transform, a wavelet fransform, or other suitable transform
function. In some cases, one or more block transtorms (o.g., sizes 32 x 32, 16 x 16, 8%
8, 4 x 4, or the Hike) may be applied to residual data in cach CU. In some embodiments,
a TU may be used for the transform and gquantization processes implemented by the
encoder engine 106, A given CU having one or more PUs may also inchide one or
more TUs. As described in further detail below, the residual values may be transformed
into transform coefficients using the block transforms, and then may be quantized and

scanned vsing TUs to produce serialized transform coefficients for entropy coding.

[88658] In some cmbodiments following mitra-predictive or inter-predictive coding
using PUs of a CU, the encoder engine 106 may calculate residual data for the TUs of
the CU. The PUs may comprise pixel data in the spatial domain {or pixel domain). The
Tils may comprise coefficients i the transform domain following application of a
block transform, As previcusly noted, the residual data may correspond to pixel
difference values between pixels of the unencoded picture and prediction values
corresponding 1o the PUs. Eocoder engine 106 may form the TUs including the residual
data for the CU, and may then transform the TUs 1o produce transform coefficients for

the CU.
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{8866] The cncoder engine 106 may perform quantization of the transform
cocfficients. Quantization provides further compression by guantizing the transform
cocfficients to reduce the amount of data used to represent the cocfficients. For
example, quantization may reduce the bit depth associated with some or all of the
cocfficients. In one example, a coefficient with an n-bit value may be rounded down to

an m-bit value during guantization, with n being greater than m.

18867] Omce quantization is performed, the coded bitstream includes quantized
transform cocfficients, prediction information {¢.g., prodiction modes, motion vectors,
or the like), partitioning information, and any other suitable data, such as other syntax
data. The different elements of the coded bitstream may then be entropy encoded by the
encoder engine 106, In some cxamples, the encoder engine 106 may ofilize a
predefined scan order to scan the quantized transform cocfficients to produce 3
serialized vector that can be cntropy encoeded. To some examples, encoder enging 106
may perform an adaptive scan. After scanning the guantized transform coefficients to
form a one-dimensional vector, the encoder engine 106 may entropy cncode the one-
dimensional vector. For example, the encoder engine 106 may use context adaptive
variable length coding, context adaptive binary arithmetic coding, syntax-based context-
adaptive binary arithmetic coding, probability interval partitioning entropy coding, or

another suitable entropy encoding technigue.

[8868] As previously deseribed, an HEVC bitstream inchides a groop of NAL units.
A sequence of bits forming the coded video bitstream is present in VCL NAL units.
Non-VCL NAL units may condain parameter sets with high-level information relating to
the encoded video bitstream, in addition to other information. For example, a parameter
set may include a video parameter set (VPS), a sequence parameter set (SPS), and a
picture parameter sct (PPS). The goal of the parameter scts is bit rate cfficiency, crror
resiliency, and providing systermns layer interfaces. Each shice references a single active
PPS, 8PS, and VPS to access information that the decoding device 112 may use for
decoding the sfice. An identifier (1D} may be coded for cach parameter set, mchiding a
VP8 I3, an SPS 1D, and a PPS 1D, An SPS includes an SPS ID and 2 VPS ID. A PPS
mcludes a PPS 1D and an SPS 1D, Hach slice header includes a PP3 1D, Using the 1Ds,

active parameter sets can be identified for a given shce.
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[886%] A PPS includes information that applies to all shices in a given picture.
Because of this, all slices in a picture refer to the same PPS. Shices in differont pictures
may also refer to the same PPS. An 3PS mcludes information that applics to all pictures
m a same coded video sequence or bitstream. A coded video sequence is a series of
access units that starts with a random access point picture (e.g., an instantancous
decoding refresh (IDR) picture or broken Hnk access (BLA) picture, or other
appropriate random access point picture) and inchudes all access units up 1o but not
mehiding the next random access point picture {or the end of the bitstream). The
information in an SPS does not typically change from picture to picture within a coded
video sequence. Al pictures in a coded video sequence use the same SPS. The VPS
melades information that applies to all lavers within a coded video sequence or
bitstream. The VPS includes a syntax structure with syntax elements that apply to
entire coded video sequences. In some embodiments, the VPS5, SPS, or PPS may be
transmitted in-band with the encoded bitstreant. In some embodiments, the VPS, SPS,
or PPS may be transmitted out-of-band in a separate transnussion than the NAL vmits

containing coded video data.

{8878] The output 110 of the encoding device 104 may send the NAL units making
up the encoded video data over the communications link 120 to the decoding device 112
of the receiving device. The input 114 of the decoding device 112 may receive the
NAL units. The commumnications link 120 may include a signal transmitied using a
wireless network, a wired network, or a combination of a wired and wireless network.
A wireless network may inclode any wircless interface or combination of wircless
interfaces and may inclade any suutable wircless network (c.g., the Internet or other
wide arca network, a packet-based network, WiFi'™, radio frequency (RF), UWB,
WiFi-Direet, cellular, Long-Term Evolution (LTE), WiMax ™, or the like), A wired
network may inchude any wired interface {e.g., fiber, ethernet, powerline ethernet,
ethernet over coaxial cable, digital signal line (IDSL), or the like). The wired and/or
wireless networks may be implemented using various equipment, such as base stations,
routers, access points, bridges, gateways, switches, or the like. The encoded video data
may be wmoduolated according to a communication standard, such as a wircless

communication protocol, and transnuitted to the receiving device.
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{8671} 1o some examples, the encoding device 104 may store encoded video data in
storage 108, The ocutput 110 may retrieve the encoded video data from the encoder
engine 106 or from the storage 108. Storage 108 may include any of a variety of
distributed or locally accessed data storage media. For example, the storage 108 may
inclade a hard drive, a storage disc, flash memory, volatile or non-volatile memory, or

any other suitable digital storage media for storing encoded video data.

18872] The mput 114 receives the encoded video data and may provide the video data
to the decoder cngine 116 or to storage 118 for later use by the decoder engine 116.
The decoder engine 116 may decode the encoded video data by entropy decoding {e.g.,
using an entropy decoder) and exiracting the clements of the coded video sequence
making op the encoded video data. The decoder engine 116 may then rescale and
perform an inverse transform on the encoded video data. Residues are then passed to 8
prediction stage of the decoder engine 116, The decoder engine 116 then predicts a
block of pixels (e.g., a PU}. In some examples, the prediction is added to the output of

the inverse transform.

{8073] The decoding device 112 may output the decoded video to a video destination
device 122, which may mchide a display or other output device for displaying the
decoded video data to a consumer of the content. In somc aspects, the video destination
device 122 may be part of the receiving device that includes the decoding device 112,
In sgme aspects, the video destination device 122 may be part of a separate device other

than the receiving device.

[8674] In some embodiments, the video encoding device 104 and/or the video
decoding device 112 may be integrated with an audio encoding device and audio
decoding device, respectively.  The video encoding device 104 and/or the video
decoding device 112 may also include other hardware or software that is necessary to
implement the coding techniques described above, such as one or more
microprocessors, digital signal processors {DSPs), application specific integrated
circuits (ASICs), ficld progranumable gate amrays (FPGAs), discrete logic, software,
hardware, fomware or any combinations thereof. The video encoding device 104 and
the video decoding device 112 may be integrated as part of a combined encoder/decoder

{codecy in a respoctive device. An example of specific details of the encoding device
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104 1s described below with reference to FIG. 9. An example of specific details of the

decoding device 112 is described below with reference to FIG. 10,

{B875]  As noted above, exiensions to the HEVC standard include the Multiview
Video Coding extension, referred to as MV-HEVC, and the Scalable Video Coding
extension, referred to as SHVC. The MV-HEVC and SHVC extensions share the
concept of layered coding, with different layers being ncluded in the encoded video
bitstream. Each laver in a coded video sequence is addressed by a umgue layer
identifier (1D}, A layer ID may be present in a header of a NAL unit to identify a layer
with which the NAL untt is associated. o MV-HEVC, differemt layers usually
represent different views of the same scene in the video bitstream. fn SHVC, different
scalable layers are provided that represent the video bitstream in different spatial
resolutions {or picture resolution) or in different reconstroction fidelities. The scalable
layers may inchude a base layer (with layer 1D = 0} and one or more erhancement layers
(with layer IDs = [, 2, ... n}. The base layer may conform to a profile of the first
version of HEVC, and represents the lowest available laver in a bitstream.  The
enhancement layers have increased spatial resolution, teraporal resolution or frame rate,
and/or reconstruction fidelity {or quality) as compared to the base layer. The
enhancement layers are hierarchically organized and may (or may not} depend on lower
fayers. In some cxamples, the different layers may be coded using a single standard
codec (e.g., all layers are encoded using HEVC, SHVC, or other coding standard). In
some exanmples, different layers may be coded using a multi-standard codec.  For
cxample, a base layer may be coded using AVC, while one or more enhancement iayers

may be coded using SHVC and/or MV-HEVC extensions to the HEVC standard.

[8076] In general, a laver imchudes a set of VCL NAL units and 2 corresponding set of
non-VOL NAL units, The NAL units are assigned a particular layer 1D value. Layers
can be hicrarchical in the sense that a layer may depend on a lower layer. A layer set
refers to a sct of layers represented within a bitstream that are self-contained, meaning
that the lavers within a layer sct can depend on other layers in the layer set in the
decoding process, but do not depend on any other layers for decoding.  Accordingly, the
layers in a layer set can form an independent bitstream that can represent video content.

The set of layers in a layer set may be obtained from another bitstream by operation of a
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sub-bitstream extraction process (described below). A layer set may correspond to the
set of layers that is to be decoded when a decoder wants 1o operate according to certain

parameters.

[8877] Sets of hypothetical reference decoder parameters are provided {e.g., m a
sequence or video parameter set, or in other messaging) to allow for multi-layer
functionality, with cach set of paramciers corresponding to an operation point.  An
operation point defines the parameters used for sub-bitstream extraction, and includes a
list of target layers (2 layer set for that operation point} and a target highest temporal
layer. Multiple operation points may be applicable to a given bitstream. An operation
point may cither include all the layers in a layer set or may be a bitstream formed as a
subset of the layer set.  For example, an operation poimt of a bitstream may be
associated with a set of layer identifiers and a temporal identifier. A layer identifier list
may be used to identify the layers to be included in the operation point. The layer
identifier hist may be included in a parameter set {e.g., a VPS). The layer identifier list
may include a Hst of layer identifier {(ID) values (e.g., indicated by a syntax clement
nuh faver ud). In some cases, the layer 1D values may include non-negative integers,
and each layer may be associated with a wiique layer 1D value so that each layer 1D
vahie identifies a particular layer. A highest temporal ID {e.g., identified by a variable
Temporalldy may be used to define a tomporal subset. In some cmbodiments, a layer
identificr list and a target highest teraporal 1D may be used as inputs to exiract an
operation point from a bitstrearn. For example, when a NAL unit has a layer identifier
that is included in a sct of layer identificrs associated with an operation point, and the
temporal identifior of the NAL unit is less than or equal 1o the temaporal identifier of the
operation point, the NAL unit is associated with the operation point. A target output
layer 1s a layer that is to be cutput, and an output layer set 1s a layer set that is associated
with a sct of target output layers. For example, an output fayer set is a set of layers
ncluding the layers of a specified layer set, where one or more layers in the set of layers
are Indicated to be output lavers. An oufput operation point corresponds to a particular
output layer set. For example, an output operation point may include a bitstream that is

created from an fnput bitstream by operation of a sub-bitstream cxiraction process with
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the nput bitstream, a target highest temporal identifier (Temporalid), and a target layer

identifier Hst as inputs, and that is associated with a set of output layers.

{8878] FIG. 2 1s a block diagram illustrating an example of layer sets, including layer
set {0, layer set 1, layer set 2, and layer set 3. A different operation point may be
associated with ecach of the laver sets 0, 1, 2, and 3. The layer set O includes layer C.
The layer set | inchades layer 0 and layer 1. The layer set 2 jncludes layer 0, layer 1,
and layver 2. The layer set 3 includes layer O, layer 1, layer 2, and layer 3. Layer O may
be a base fayer, and layers 1, Z, and 3 may be enhancement layers. For example, layer 0
may have a frame rate of 7.5 Hz and a bit rate of 64 kilobytes per second, layer 1 may
have 4 frame rate of 15 Hz and a bit rate of 128 kilobytes per sccond, layer 2 may have
a frame rate of 15 Hz and a bit rate of 256 kilobytes per second, layer 3 may have a
frame rate of 30 Hz and a bit rate of 512 kilobytes per second, and a layer 4 (not shown
in the figure) may have a frame rate of 30 Hz and a bit rate of 1 megabyte per second.
One of ordinary skill in the art will appreciate that these numbers are provided as an
cxample only, and that the lavers may have other frame rates and bit rates according to

the particular implementation.

[8079]  Scalability in coding technigues allows coded data units (e.g. NAL units) of a
bitstream to be removed 10 obtain a resulting sub-bitstream thet forms another valid
bitstream for a target decoder.  Sub-bitstreams represents the source conmtent of a
bitstream, bui have smaller frame rates (or temporal resclotion), spatial resolutions,
and/or video fidelity than that of the original bitstream. Temporal scalability allows a
bitstream and corresponding sub-bitstreams with scalable frame rates, tn which motion
compensation dependencies are structured so that complete pictures can be dropped
from the bitstream. Spatial scalability allows a bitstream and associated sub-bitstreams
with scalable spatial resolutions or picture sizes, in which case the video may be coded
at roultiple spatial resolutions. In some cases, the data of lower resohutions can be used
to predict data or samples of higher resolotions in order to reduce the bit rate to code the
higher resolutions. Scalability may also be achieved based on video guality, with video
being coded at a single spatial resolution and at different qualities. In some cases, the

data of lower qualities can be used to predict data of higher qualities in order to reduce



WO 2015/195874 PCT/US2015/036366

W

10

20

N2
W

the bit rate to code the higher gualitics. A combination of different scalabilities may

also be used.

[B888] In some examples, one or more layers or temporal sub-layers may be removed
from a bifstream t¢ obtain a sub-bitstream with different characteristics (e.g., frame
rates, spatial resolutions, video fidelity, or other suitable characteristics). For example,
a sub-bitstream extraction process may be used to remove the layers or sub-layers from
the bitstream. Layers or sub-layers may be removed for various reasons. For example,
a bitstream may be odited by removing a layer in order to lower an amount of data that
is needed to transmit the data to a decoding device. As a result of a layer or sub-layer
being removed from the bitstream, a sub-bitstream has fewer layers or sub-lavers than
the original bitstream. Each sub-bitstream is associated with a layer set and
corresponding operation point.  In some cases, an incomplete layer set and an
unavailable (fully or partially) operation point may result from one or more layers being

removed from the bitstream.

{B8081] FIG. 3 s a block diagram illustrating the laver set 3 becoming an incomplete
layer set upon removal of a layer. The incomplete layer set may oceur when a layerora
temporal sub-layer is extracted or removed from the bitstream o create a sub-bitstream.
When a layer or sub-layer is removed, a layer set that included the extracted layer will
be mmcomplete because of the mussing layer. In FIG. 3, layer 3 15 removed from the
bitstream, resulting in the layer set 3 becoming an incomplete layer set and the
corresponding operation point for that layer set becoming not fully available. A sub-
bitstream may thus correspond to an operation point that is couosidered not fully
available or not at least partially available, as described in more detail below. The
remaming layer sets 0, 1, and 2 remain complete, and the corresponding operation

points remain fully or at least partially available.

[8082] When layers or sub-layers are removed from a bitstream to obtain a sub-
bitstream, information may be present (e.g., in one or more parameier seis) that
describes features and pararoeters of the removed layers or sub-layers that are no longer
present in the bitstream and thus do not include any data.  For exarople, the VPS i
HEVC is designed so that when some layers or sub-layers are removed from the

bitstream, the VPS itself does not need to be changed. In other words, the VPS can
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contain information that describes lavers, sub-layers, layer sets, output layer sets,
operation points, and output operation poinis that are no longer present in the bitstream
atter the sub-bitstream extraction process. Regardless of this feature of the VPS, cach
sub-bitstream is required to be in conformance with the video coding standard when
certain characteristics are met by the sub-bitstream. To test conformance, 2 bitstream
conformance check is performed by an cncoder when gencrating a scalable bitstream or
multi-layer bitstream to make sure that cach layer set that corresponds to a particular
operation point 18 a conforming sub-bitstream. A bitstream conformance check may
inchide performing a normative test using hypothetical reference decoder parameters.
The normative test uses the hypothetical reference decoder parameters to check that a
bitstream or sub-bitstream can be decoded by a hypothetical reference decoder that 1s
conceptually connected to the output of an enceder and that includes a coded picture
buffer, a decoder, and decoded picture buffer. The cncoder must make sure various
constraints are roet when creating a bitstream to meet conformance, mcluding making
sure that the tools used in the bitstream match those signaled in the paramecter sets,
making sure that the coded picture buffer of the hypothetical reference decoder does not
overflow or enderflow, making sure picturcs marked as used for reference are not used
as reference aficrwards, or other requirements. A buffor overflow occurs when too
many coded data units are present for the decoder buffer. Underflow ccours when it i

the time for the decoder to process some coded data vmits bat the buffer is empty.

{80831 According to the HEVC standard, a sub-bitstream shall be a conformmg
bitstream when the sub-bitstream corresponds {0 an operation point or output operation
potnt associated with a layer set and a target highest value of Temporalld, OpTid, less
than or equal to 6 for which the laver set 13 specified by the VPS. Requiring sub-
bitstreams corresponding to operation points that are not available (e.g., due to an
incomplete layer sty will cause non-conformance determinations for sub-bitstreams
with imcomplete layver sets, leading to processing and overhead that may not be
neccssary. [n one example, a base layer may be allowed to be excladed from a layer set,
as in the specification text in JCTVC-RO010v], and such a sub-bitsiream may contain
zero layers (there are no VCL NAL units). In this exampie, a base layer may be

provided by an exiternal source other than an encoder used 1o generate the encoded
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bitstream (¢.g., the base laver is AVC coded, and the encoded bitstream 1s HEVC
coded). A sub-bitstream can be extracted from the encoded bitstream to obtain a layer
set O including the base layer only. As a result, the sub-bitstream s extracted from the
encoded bitstream to get only the base layer, leaving no video data n the sub-bitstream
(becaose the base layer is provided from an external source). Requiring an empty or
partially empiy sub-bitstream to be a conforming bitstream leads to incfficiencics in the
coding process. Furthermore, in bitstream conformance tests, each operation point
corresponding o a laver set specified in the VPS m HEVC s tested, and each output
operation point corresponding to an ouiput layer set specified in the VPS in SHVO/MV-
HEVC is tested. However, when not all sub-layers or all layers for an operation point
(in HEVCY or an output operation point (in SHVO/MV-HEVC) are available, the

bitstream conformance test should not be performed,

18084] In some embodiments disclosed herein, a bitstream conformance check may be
selectively performed on a sub-bitstream based on whether at least one laver of the sub-
bitstream includes video data. In such embodiments, a bitstream conformance check
may be performed only on sub-bitstreams that include video data in one or all of the

layers or sub-layers of the sub-bitstreams.

{8085] For example, in some ombodiments, only sub-bitstreams that correspond to
fully available operation points (or output operation poists} are required to be
conforming bitstreams. In such embodiments, the encoding device 104 may determine
operation points that are fully available (c.g., based on information in a parameter set,
data prescnt in a sub-bitstream, or other suitable nformation available to the encoding
device 104). The encoding device 104 may only perform a bitstream conformance
check on the sub-bitstreams that correspond to fully available operation poinis. An
operation point may be considered fully available if VCL NAL units are available
(either present in the bitstream or provided by oxternal means) for each layer included in
the layer set corresponding to the operation point. In some examples, an operation point
may be considered fully available #f VCL NAL upits are available for cach layer
inchuded 1o the layer set and if the highest value of a temporal ID of all VCL NAL units
m the bitstream is equal to or greater than the corresponding temporal 1D OpTid of the

gperation point.  In the example illustrated in FIG. 3, the layer set 3 will not be
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considered fully available because VCL NAL units ave not available for layer 3 of the
fayer set 1. In some cascs, an oxception may be implemenied for operation peints for
which the corresponding laver set is the layer set O (fncluding the base layer only) when
the base layer is provided by external means — in which case such operation points may

be considered not fully available.

[8886] 1o some ombodiments, only sub-bitstroams that correspond to at least partially
available operation points (or output operation points} are required to be conforming
bitstreams. In such cmbodiments, the encoding device 104 may determing operation
pourds that are at least partially available {e.g., based ou information in a paramcter set,
data present n a sub-bitstream, or other suitable information available to the encoding
device 104). The encoding device 104 may only perform a bitstream conformance
check on the sub-bitstreams that correspond to at icast partially available operation
points. An operation poird may be considered at least partially available if VCL NAL
units are available (cither present mn the bitstream or provided by external means) for at
least one layer included in the layer set corresponding to the operation point. In the
example lustrated in FIG. 3, the layer set 3 may be considered at Jeast partially
available if VCL NAL units are available for one of the fayers 4, 1, or 2. In some
examples, an exception may be implemented for operation points for which the layer set
1s the layer set O {including the base layer only) when the base layer is provided by
external means — in which case such operation points arc considered not at least

partially available.

{8087} FIG. 4 illustrates an embodiment of a process 400 of encoding video data. The
process 400 is implemented to selectively perform a bitstream conformance check. In
some aspects, the process 400 may be performed by a computing device or an
apparatus, such as the encoding device 104 shown in FIG. 1 or the encoder 20 shown in
FI1G3. 9. For example, the computing device or apparatus may include an encoder, or a
Processor, microprocessor, microcomputer, or other component of an encoder that is
configured to carry out the steps of process 430,

[B0888] Process 400 1s illustrated as a logical flow diagram, the operation of which
represents a sequence of operations that can be tmplemented in hardware, computer

insiructions, or a combination thercof. In the context of computer instractions, the
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operations represent computer-executable fnstructions stored on one or more computer-
readable storage media that, when executed by one or more processors, perform the
recited operations.  Generally, computer-exceutable instructions include routines,
programs, objects, components, data structures, and the like that perform particular
functions or tmplement particolar data types. The order in which the operations are
described is not intended to be construed as a limitation, and any number of the
described operations can be combined 1 any order and/or in parallel to implement the

ProOCcesses.

{808%] Additionally, the process 400 may be performed under the control of one or
more computer systems  configured with executable instroctions and may be
mmplemented as code {e.g., exceutable instructions, one or more computer programs, of
one of more applications) exccuting collectively on one or more processors, by
hardware, or combinations thereof. As noted above, the code may be stored on a
computer-readable or machine-readable storage medium, for example, in the form of a
computer program comprising a plurality of instructions execcutable by one orf more
processors. The computer-readable or machine-readable storage medium may be non-

transitory.

[8898] At 402, the process 400 of encoding video data includes gencrating an cncoded
video biistream comprising multiple layers, the encoded video bitstream including a
parameter set defiing parameters of the encoded video bitstream. In some
cmbodiments, the video data inchudes or is contained in one or more video coding layer
network abstraction layer voits (VCL NAL vnits). In one example, the VCL NAL units
may make up the layers 0, 1, 2, and 3 illustrated in FIG. 2. The parameter set may

include a video parameter set or a sequence parameter set.

{8091] At 404, the process 400 includes determining one or more parameters of the
parameter set that inchude information describing a first sub-bitstream of the encoded
video bitstream and information describing a second sub-bitstream of the encoded video
bitstream, the fivst sub-bitstream jncluding one or more layers with video data, and the
sccond sub-bitstream including one or more lavers with no video data. The first sub-
bitstream may correspond to a first layer set and a corresponding first operation point,

for example the layer set §, 1, or 2 illustrated in FIG. 2. The second sub-bitstream may
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correspond to a second layer set and a corresponding second operation point, for
example the layer set 3 illustrated in FIG. 2. In some embodiments, the video data of
the one or more layers of the first sub-bitstream 1s present in the first sub-bifstream. In
some embodiments, the video data of the one or more layers of the first sub-bitstream 1s
provided from an external source other than an encoder used to generate the encoded
video bitsiream. For example, the first sub-bitsiream: may correspond to the layer sct 0,
which includes only a base layer. The basc layer, in some examples, may be provided
to # decoder from the external source. The second sub-bitstream may be generated from
the encoded video bitstream by removing at least one layer from the encoded video
bitstream. For example, a sub-bitstrcam extraction process may be used to generate the

second sub-bitstream.

[8892] At 406, the process 400 mcludes performing a bitstream conformance check
on the first sub-bitstream or the second sub-bitstream based on whether at least one
layer of the first sub-bitstream or the second sub-bitstream inchudes video data. For
cxample, the process 400 may include performing the bitstream conformance check on
the first sub-bitstream based on the one or more layers of the first sub-bitstream having
video data. A bitstream conformance check is not performed on the second sub-
bitstream based on the one or more layers of the second sub-bitstream having no video
data. Accordingly, the bitsircam conformance check is performed on the first sub-
bitstream because the one or more layers of the first sub-bitstrean have video data, and
a bitstream performance check is not performed on the second sub-bitstream because

the one or more layers of the second sub-bitstream do not have video data.

[8893] In some cmbodiments, the proccss 400 inchudes performing the bitstream
conformance check on the first sub-bitstream when all of the one or more layers of the
first sub-bitstream have videco data. In such instances, the bitstream conformance check
15 only performed on a sub-bitstream when the sub-bitstream corresponds to a fully

available operation point, as described above.

8094] In some cmbodimends, the process 400 inchludes performing the bitstream
conformance check on the fust sub-bitstrearmn when at least one of the one or more

fayers of the first sub-bitstream has video data. In such instances, the bitstream
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conformance check is only performed on a sub-bitstream when the sub-bitstream

corresponds to at least a partially available operation point, as described above.

[8895]  In some cmbodiments, the proccss 400 nchudes performing the bitstream
conformance check on the first sub-bitstream based on whether a highest value of a
temporal identifier of the video data in the first sub-bitstream is equal to or greater than
a value of a corresponding temporal idendifier of the first sub-bitstream. In such
embodiments, the bitstream conformance test is performed when VUL NAL umits are
available (either present in the bitstream or provided by cxternal means) for cach layer
inchuded 1o the layer set corresponding to the operation point and also when the highest
value of Temporalld of all VCL NAL umits n the bitstream is equal 10 or greater than

the corresponding temporal ID OpTid of the operation point.

{8096] In some embodiments, the bitstream conformance check includes performing a
normative test on the first sub-biistream (o ensure the first sub-bitstream conforms to
coding requirements needed for the first sub-bitstream to be decoded. The normative
test may be performed using hypothetical reference decoder parameters, as previously

described.

[9097)  Using the above-described techniques, a bitstream conformance check may be
Hmited to sub-bitstreams that correspond to fully or at least partially available operation
points.  Such techuniques allow unnecessary conformance tests on empty or partially

cmpty sub-bitstreams to be avoided.

[8898] In further embodiments, techniques and systems are described for assigning a
minimum value 10 8 syntax structure in a parameter set. As previously described, NAL
units in an encoded bitstream may foclude parameter sets with high-level information
relating to the encoded video bitstream, in addition to other information. One set of
information that can be included in a parameter set includes profile, tier, and level
parameters or copstraints. The profile, tier, and iovel parameters may be incloded n a
symtax structure of a parameter set (e.g., a2 VPS or SP3), and may wcelade a
profile tier levell ) syntax structure. Profiles, tiers, and levels mclude restrictions on
bitstreams and limits on the capabilities needed to decode the bitstreams. Profiles, tiers,

and levels may also be used to indicate imtcroperability points between individual
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decoder inmplementations.  Examples of profile, tier, and level parameters mchude
constraints on coding tools, bitstream characteristics, buffer characteristics required by

the receiving device to decode the base layer, or other parameters.

[8899] A profile defines a subset of features and limits that are to be sapported by all
decoders conforming to that profile. Profiles defined in the HEVC standard include a
Main profile, 2 Main 10 profile, a Main Sull Picture profie, Format range cxtensions

profiles, and Format range extensions high throughput profiles.

18106] Levels and tiers may specify additional constraints that a profile must follow.
For example, a level of a tier may specify 4 set of limits on the values that may be taken
by the syntax clements of a given coding specification {(e.g., HEVC)., The same set of
tier and level definitions is used with all profiles, but jndividual implementations may
support a different tier, and within a tier a different level, for cach supported profile.
For any given profile, a level of a tier generally corresponds to a particular decoder
processing load and memory capability. Examples of consiraints defined by levels and
tiers may nclude constraints on maximum nwuber of slices allowed, maxivuim number
of tiles allowed, maximum bit rate, maximum sample rate, maximum picture size,
minium compression ratio, capabilitics of a decoded picture buffer, or other suitable
constraints, Lower ters and levels are more constrained than higher tiers and lfevels,
According to the HEVC standard, two tiers are defined. The tiers include a main tier
and a8 high tier, with the main ticr being a lower tier than the high tier. The high ter
may be used for applications that require a higher bit rate. A decoder that conforms to a
given tier/level mwst be capable of decoding all bitstrearas that are encoded for that
tier/level and for all lower tiers/levels.  Specific examples of profile, tier, and level
limits may be found in the HEVC coding standard, available from http:/phenix.it-

sudperis.cw/jet/doc_end user/documents/17 Valencia/wgl 1/ICTVC-QI1603-v1 zip,

8161} In some embodiments, technigues and systems are described for assigning a
minimom value to a profile, tier, level symtax structure in a parameter set. The
minimum value may be assigned when certain situations occur.  For example, an

encoder {e.g

2., encoding device 104, encoder 20, or the like) that encodes video data
according to a first coding protocol may generate an encoded video bitstream. The

encoder may provide the encoded video bitstream to a decoder (g.g., decoding device
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112, decoder 30, or the hke) in a receiving device. In some examples, the receiving
device may receive the encoded video bistream directly from the enceder. In some
examples, the receiving device may receive the encoded video bitstream from a network
entity, such as a server, a media-aware network element (MANE), a video editor/splicer,
or other such device. A base layer of video data may be encoded according to a second
coding protocol that is different than the first coding protocol. In one example, the first
coding protocol may be based on the HEVC standard, and the second coding protocol
may be based on the AVC standard. The base layer may be provided to the decoder or
to another decoder in the same receiving device by an external source other than the
encoder that generated the first encoded video bitstream using the first coding protocol.
In one example, a multi-standard codec may veceive the encoded bitstream {encoded
using the first coding protocol) and the base layer (encoded using the second coding
protocol).  In another example, a first codec may receive and decode the encoded
bitstream, and a second codec may receive and decode the base layer. An encoder that
encodes video data using the second coding protocol may provide the base layer to the

recetving device {e.g., sent to the receiving device directly or via a network entity).

[#162] A parameter set {(e.g., & VPS), may be provided with the video bitstream
encoded according to the first coding protocoel. The video parameter set may inchude
information related 1o the videe data in the encoded video bitstream. A syntax structure
may be present in the VPS that includes information regarding a base layer of the
encoded video bitstream, even when the base layer is provided externally by an external
source {in which case a base layer encoded using the first coding protocel may not be
provided). The syntax structre may include the profile, ticr, and level syntax clomend
described above. When the base layer is externally provided, a first profile_tier level{)
syntax structore assigned to the base layer in the VPS is meaningless and is ignored by
decoders. However, removal of the syntax structure is not an option because the syntax
was specified in HEVC version 1, and removal would cause backward compatibility
problems. For these reasons, the profile, tier, level syntax structure for the base layer
has to be kept in the VPS. Accordingly, an encoder {e.g., encoding device 104, encoder
20, or the like) may assign a minimum value to the profile, tier, level syntax structure

for the base layer when it is determined that the base layer is to be provided to the
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decoder by the external source other than the encoder used to gencrate the encoded
video bitstreamn. A syntax clement in the VPS may include a constraint that signals to
the encoder to assign the minimun value, By assigoing a minimum value, the number
of bits used by the syntax structure is minimized. In one example, the syntax structure
may be required to have bits all equal to 0, thus ensuring that a minimal number of bits

are used by the syntax structure.

[8163] FIQG. § illustrates an example environment SO0 in which & minimom valoe may
be assigned to a profile, tier, level syniax structure. The covironment 300 includes an
HEVC encoding device 502 and an AV encoding device 306 that generate encoded
video bitstreams using different video coding standards. One of ordinary skill in the art
will appreciate that the technigues described herein apply to other encoding devices that
may use different coding standards than HEVC or AVC., The HEVC encoding device
502 may generate an HEVC compliant video bitstream that includes one or more
enhancement layers but no base layer. The AVC encoding device S06 may gencrate an
AVC compliant video bitstream that includes only a base layer. When the HEVC
encoding device 502 generates the one or more enhancement fayers, the base laver
generated by the AVC encoding device 506 may be used for inter-layer prediction

reference.

[8164] In ong example, the HEVC decoding device 504 may receive the enhancement
layers from the HEVC cncoding device 502, and the AVC decoding device 508 may
reccive the base layer from the AVC encoding device 506. Tn another example, a first
network entity (e.g., an editor or splicer) may splice the enhancement layers from the
HEVC encoding device 502 together with the base layer from the AVC cncoding device
506. The first network cutity may perform the splicing in a timely syonchronous manner
with system time information being added (e.g. in a file format according to the IS0
base media file format). A sccond network entity (e.g., a receiver, such as receiving
device $10, a file format parser, or other network entity) may pass the bitstream of the
one or more eohancement layers to the HEVC decoding device 504 and the bitstream of
the base layer to the AVC decoding device 506. In either example, the bitstream of the
base layer is not provided to the HEVC decoding device 504, Instead, the decoded

pictures of the base layer are provided to the HEVC decoding device 504 {from the
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AVC decoding device S08) for inter-layer prediction reference. From the point of view
of the HEVC decoding device 504, the base layer is externally provided by an external
source. In some embodiments, the HEVC decoding device 504 and the AVC decoding
device 508 are separate decoders. In some embodiments, the HEVC decoding device
504 and the AVC decoding device SO8 are part of a molti-standard decoder that can

decode HEVC and AV bitstreams.

{8168] The HEVC encoding device S02 may provide a video parameter set (VPS) 512
with the encoded bitstream (e.g., in one or more von-VCL NAL units). The HEVC
encoding device S02 may determine that the base layer is to be provided by an external
sowree other than the HEVC encoding device 502. For example, the HEVC encoding
device 502 may delermine that one or more flags in the VPS5 512 arc set o a valoe
indicating that the base layer is provided by the external source. n some cmbodiments,
the one or more flags may include a vps_base laver internal flag.  In some
embodiments, the one or more flags may include a vps_base layer available flag. In
some embodiments, the onc or more flags include both the vps basc layer
internal flag and the wvps_basc layer available flag. In one cxample, if a
vps_base layer internal flag is equal to 1 and the vps base layer available flag i
equal to 1, the base layer is present in the HEVC bustream. In another example, if the
vps_base layer internal flag 15 cqual to O and the vps_basc layer available flag is
equal to 1, the base layer is provided by an external means not specified in the HEVC
specification. In vet another example, if the vps_base layer internal flag is equal to 1
and the vps _basc layer available flag is equal to {0, the base layer is not available
{(neither present in the HEVC butstream vor provided by external means) but the VPS
melades information of the base layer as if it were present o the HEVC bitstream. In
yet ancther example, if the vps base layer internal flag is equal to 0 and the
vps_base layer available flag is equal to O, the base layer is not available (neither
present n the HEVC bitstream nor provided by external means) but the VP35 includes
information of the base layer as if it were provided by an external means not specified in

the HEVC specification.

[#166] Based on the determination that the base layer is to be provided by an external

source  {e.g., the vps base layer internal flag s equal to 0 and the
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vps_base layer available flag is equal to 1), the HEVC encoding device 502 assigns a
minimom value to a profile, tier, level syntax structure 514 that is present in the VPS
512. The profile, tier, level syntax structure 514 describes one or more profiles, levels,
and tiers for the base layer of the HEVC bitstream. Assignment of the mintonum value
may include assigning all § values to the bits of the profile, tier, level syntax structare
514. The HEVC enceoding device 502 may then send the VPS 512 with the enceded

bitstream to the HEVC decoding device 504,

{8187] FIG. 6 illustrates an embodiment of a process 600 of encoding video data. The
process 600 is implemented to assign a minimum value 0 a syntax structure i a
parameter set. In some aspects, the process 600 may be performed by a computing
device or an apparatus, such as the cncoding device 104 shown in FIG. 1 or the encoder
20 shown in FIG. 9. For example, the computing device or apparatus roay include an

encoder, OF a Processor, nHCreprocessor, microcomputer, or other component of an

encoder that is configured to carry out the steps of process 600,

{8188] Process 600 1s tllustrated as a logical flow diagram, the operation of which
represents a sequence of operations that can be implemented in hardware, computer
instructions, or a combination thercof. In the context of computer instructions, the
operations represent compuier-cxecutabie fustructions stored on one Or 1aore computer-
readable storage media that, when executed by one or more processors, perform the
ecited operations.  Generally, computer-gxecutable instroctions include routings,
programs, objccts, components, data structures, and the like that perform particular
fumctions or wmplement particular data types. The order in which the operations are
described is not intended to be construed as a limitation, and any number of the
described operations can be combined in any order and/or in paralle] to mplement the

Processes.

{816%] Additionally, the process 600 may be performed under the control of one or
more  computer  systems  counfigured with executable nstructions and may be
mplemented as code (e.g., exccutable instructions, one or more compuier programs, 01
one or more applications) execcuting collectively on one or more processors, by

hardware, or combinations thercof. As noted above, the code may be stored on 3
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computer-readable or machine-readable storage medium, for example, in the form of a
computer program comprising a plurality of instructions execcutable by one or more
processors. The computer-readable or machine-readable storage medium may be non-

transitory.

18110] At 602, the process 600 of encoding video data includes generating, by an
encoder, an encoded video bitstream according to a first coding protocol, the encoded
video bitstream including one or more enhancement layers and a video parameter set
defining paramecters of the encoded video bitstream. In some ombediments, an
encoding device may generate the cncoded video bitstream to include a base layer and

the one or more enhancement layers.

9111] At 604, the process 600 includes determuing that a base layer is 1o be
provided 1o a decoding device by an external source and is not to be provided as part of
the encoded video bitstream. The external source is a source other than the encoder that
generated the encoded video bitstream according to the first coding protocel. The
decoding device may operate according to the first coding protocol.  In some
embodiments, the base layer provided by the external source 1s encoded according to a
second coding protocol that is different than the first coding protocol. For example, the
first coding protocol may iuclude a high efficiency video coding protocol, and the
second coding protocol may include an advanced video coding protocol. In one
cxample, an encoder configured to generate a bitstream according to the second coding
protocol may generate the base layer that s to be provided 1o the decoding device. A
decoding device operating according to the second coding protocol may receive the base
layer from the encoder operating according to the second coding protocol, and may
provide the base layer to the decoding device operating according to the first coding
protocol.  In ancther example, a fust network entity {c.g., an editor or sphicer) may
splice the one or more enhancement layers from the encoder operating according to the
first protocol together with the base layver from the encoder operating according to the
second protocol. A second network entity {e.g., a receiver or a file format parser) may
pass the bitstream of the one or more cvhancoment layers to a decoding device
operating according to the first coding protocol, and may pass the bitstream of the base

fayer to a decoding device operating according o the second coding protocol. In some



WO 2015/195874 PCT/US2015/036366

(&3]

16

36

[
~3

embodiments, determining that the base layer is to be provided by the external source
inchudes determining that a flag is set to a value indicating that the base layer is
provided by the external source. For example, as described above, the flag may include
a vps_base layer internal flag, a vps_base layer available flag or both flags may be

used to indicate that the base laver is to be provided by the external source.

[8112] At 606, the process 600 includes assigning a muinimum value to a synfax
structure in the video parameter set when it is determined that the base layer is to be
provided by the cxtersal source, the syntax structure defining profile, tier, and lovel
parameters for the base laver. In some embodiments, the minimum value melades a
vahue of O for all bits of the syntax structure, In some embodiments, the profile, tier,
and level paramcters include restrictions on the encoded video bitstream and limits on
the capabilities needed to decode the encoded video bitstream. For example, the profile,
ter, and level parameters may specify comsiraints on coding tools, bitstream
characteristics, or buffer characteristics required by the decoding device o decode the
basc layer, or other parameters. The profile, tier, and level paramcters may be inchuded
in a syntax structure of a parameter set (e.g., & VPS or 5PS), and may include a

profile tier levell ) syntax stroctore.

18113} Using the above-described technigues, bandwidth and other transmission and
processing overhead is reduced by requiring a minimal number of bits to be assigned o
unnecessary symtax structures in certain situstions.  Such techaigues minimize the

number of bits used by, for exaniple, the profile, tier, level syntax structure.

{#114]  In further embodiments, techniques and systems are described for constraining
representation format parameters for a parameter set. FIG. 7 illustrates an example of a
video parameter set (VPS) 706 and a sequence parameter set (SPS) 702, The 8PS 702
may be the active SPS for one or more layers in an encoded video bitstream. The SPS
702 includes representation format parameters 704, The SPS 702 may apply to more
than one layer, and the representation format parameters 704 apply to all the layers 1o
which the SPS 702 apphies. In some embodiments, an SPS applies to only one layer,
and thus therc may be multiple active SPSs for multiple layers at a particolar time, A

VPS can include ronltiple sets of representation format parameters, and cach of these
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sets can be assigned o one or more lavers. For example, the VPS 706 includes
represcntation format paramcters 708 that apply to a base layer with layer ID = §,
representation format parameters 710 that apply to an enbancerent fayer with layer 1D
= 1, and representation format parameters 712 that apply to an enhancement layer with
layer 1D = n, mdicating that any number of layers and corresponding representation

format parameters may oxist in the encoded bitstream.

[8115] The representation format parameters 704, 708, 710, 712 describe various
video data characteristics {e.g., resohution parameters, bit depth, picture width, color
format, or other representation format parameters).  The representation format
parameters 708, 710, 712 signaled in the VPS 706 may provide maximum valaes for the
parameters, and may be used in session negotiation between an encoder of one device
and a decoder of ancther device, smong other uses.  Session negotiation may be
performed between an encoder and a decoder of different devices to agree on an
operation point {or output operation point), to determine a maxinum resehution, bit rale,
or to agree on other characteristic to include in the encoded bitstream.  The
representation format parameters 704 signaled in the SPS 706 (or other representation
format parameters signaled in other SPSs) may provide updated parameter values to

those provided in the VPS.

[9116] A constraint may be provided indicating that when representation format
parameters for a layer are updated in an SPS, the updated representation format
parameters shall not be larger than the corresponding representation format parametors
for that layer that is assigned in VPS. The objoctive of the above constraint is to ensure
that the values of representation format parvameters that are signalled for each layer n
the VPS are the largest value of those paramcters that a decoder shoold anticipate for
that layer. This informs the decoder bow much memory should be allocated to handle
pictures of cach laver, and is useful in session negotiation to determine whether a
decoder can decode 2 bitstream. However, in some embodiments, the constraint only
applies to layers that have a layer ID (e.g., noh layer id} greater than O (only layers
other than the base layer). For the base layer (layer ID = (), a constraint may not exist
that constrains the value of representation format parameters signalled in the active SPS

for the base layer. The values of representation format parameters signalled in the
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active SPS for the base layer can thus be greater than the values of the corresponding
represcntation format parameters that are assigned for the base layer in the VPS.
Problems may arise if the constraint is not applied to the base layer. For example, the
representation  format parameters 708 o VPS 706 may be used during session
negotiation with a decoder, and later, the SPS 702 may include representation format
parameters that update up to a larger resclution, bit rate, or other characteristic for the
base layer. In such cases, the result of the carlicr negotiation would not bold and the
decoding process may fail.  This may also defeat the purpose of constraining the
representation format update for other layers. Furthermore, when the pichire size
information to the VPS instead of the SPS is used for level definitions, aliowing an
update of the picture size to be greater than that in the VPS would result in a situation in

which conforming decoders are not guaranteed to be able o decode the bitstream.

9117]  Accordingly, techuigues and systems are described for constraining
representation format pavameters signalled in a parameter sct for the base layer. For
cxample, a constraint may be specified that requires the values of the representation
format parameters 704 signaled o the SPS 702 {or other representation format
parameters signaled in other SPSs) to be less than or equal to the values of the
representation format parameters 708, 710, 712 signaled in the VPS 706. The consiraint
may Hmit an encoder to generating values for the representation format parameters 704
in the SPS 707 assigned to the base layer o be less than or ogual to corresponding
vahucs in the representation format parameters 708 that are assigned to the base layer in
the VPS 706. For example, the encoder may provide parameter updates in one or more
sets of representation format parameters in one of more SPSs (e.g., the representation
format parameters 704 in the SPS 702), but may hmit the values of the parameters
according to the constraint. An example of the constraint for base layer representation

format parameters in an SPS may include:

{8118} When an SPS with nuh layer id equal to 0 is the active SPS of a layer
with nuh layer id equal to 0, it is a requircment of bitstream conformance that the
value of gyntax clements chroma format ide, separate colour planc flag,
pic_width in humna samples, pic_height in hima samples,

bit_depth luma minus8, or bit_depth chroma minus8 present in the SPS shall be
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less than or equal to chroma format vps ide, separate colour plane vps flag,
pic_width vps_in luma samples, pic_height vps in luma samples,
bit_depth vps_  lums minusy, or bit_depth vps_chroma mious, respectively, of

the vps_rep format idx[ 0 J-th rep_format( } syntax structure in the active VPS.

18119] The syntax clements chroma format ide, separate colour planc flag,
pic_width iIn_ huma samples, pic_height in huma samples, bit _depth lnma minuss,
or bit_depth chroma minus8 include various parameters in a set of representation
format parameters for the SPS. The syntax clements chroma format vps idc,
separate_colowr_plane vps_flag, pic_width vps in fuma_samples,
pic_height vps in loma  samples, bit depth vps luma minus8, or bit depth
vps chroma minus¥ include various parameters in a set of ropresentation format

pararacters for the VPS.

18128] FIG. 8 illustrates an embodiment of a process 400 of encoding video data. The
process 800 is implemented to constrain representation format parameters for a
parameter set. In some aspects, the process 800 may be performed by a computing
device or an apparatus, such as the cncoding device 104 shown in FIG. 1 or the encoder
20 shown in FIG. 9. For example, the computing device or apparatus roay include an

encoder, Or a processor, nHcreprocessor, microcomputer, or other component of an

encoder that is configured to carry out the steps of process 800,

{#121] Process 8OO is illustrated as a logical flow diagram, the operation of which
represents a sequence of operations that can be tmplemenied in hardware, computer
instructions, or a combination thercof. In the context of computer instructions, the
operations represent computer-cxecutabie fustructions stored on one or maore computer-
readable storage media that, when executed by one or more processors, perform the
recited operations.  Qenerally, computer-exceutable instroctions include routines,
programs, objects, components, data structures, and the like that perform particular
functions or toplement particular data types. The order in which the operations are
described is not intended to be construed as a limitation, and any number of the
described operations can be combined in any order and/or in paralle] to mplement the

Processes.
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{8122] Additionally, the process 800 may be performed under the control of one or
more computer systems configured with exccutable instructions and wmay be
implemented as code (e.g., executable Instructions, one or MoTe COTMPULCT programs, ot
one or more applications) executing collectively on one or more processors, by
hardware, or combinations thereof. As noted above, the code may be stored on a
computer-readable or machine-readable storage medium, for cxample, in the form of a
computer program comprising a plurality of instructions executable by one or more
processors. The computer-readable or machine-readable storage medium may be non-

transitory.

{8123] At 802, the process 800 of encoding video data includes generating an encoded
video bitstream comprising multiple layers, the encoded video bitstream including one
OF More sequence parameter sets and a video parameter set. In one example, the one or
more sequence parameter seis include the SPS 702 shown in FIG. 7, and the video

parameter set inchades the VPS 706.

[8124] At 804, the process 800 includes generating, according to 8 constraint, one or
more representation format parameters for a sequence parameter set assigned to a base
fayer of the encoded video busiream, the constraint miting values of the one or more
representation format parameters 1 the sequence parameter sct o be fess than or equal
to values of corresponding representation format parameters that are assigned to the
base layer in the video parameter set.  The one or more represendation format
parameters in the sequence parameter set may be signaled in one or more HEVC syntax
clements. In some embodiments, the one or more representation format parameters
include one or more of resolution, bit depth, picture width, color format, or other format
parameters. In some cmbodiments, the one or more representation format parameters
signaled in the video parameter st arc used for session negotiation with one or more

decoders, as previously described.

81258]  In some embodiments, the process includes updating the one or more sequence
parameter sets according to the constraint. For example, an apparatus, such as an
encoder, may provide representation format parameter updales in a sequence parameter

set, but may limit the values of the parameters according to the constraint.
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[8126] Using the above-described techniques, representation format parameters for a
basc layer signaled in an 5PS can be constrained according to representation format
parameters ina VPS8, Such techmigques aliow the resulis of session negotiations to hold,
leading to reliable coding processes. Furthermore, when the picture size information in
the VPS8 mstead of the SPS s used for level definitions, a situation in which conforming
decoders are not guaranteed to be able o decede the bitstream is avoided because an

update of a picture size is not allowed to be greater than that in the VPS,

18127} In further embodiments, other techniques and systems are described herein.
For example, as previously described, some layers for which information is included in
the VPS may be absent in the bitstream and may not be indicated in the VPS (e.g., a
layer 1D for that layer may not be present n the VP5). In one example, an HEVC base
fayer may not be available (e.g., neither in an HEVC encoded video bitstream nor
provided by external meang). The VPS may indicate that the base layer is not present
using, for example, the vps_base layer imternal flag, the
vps base layer available flag, or both flags. However, because some layers for which
information is included in the VPS may be absent in the bitstream and not indicated 1o
the VPS5 anyway, there is no good reason to indicate in the VPS that a base layer is not
available. In some embodiments, the vps base layer available flag and/or the
vps base layer internal flag may only be used in the HEVC specification to indicate a
requirement for the external means that provides the value of TargetOlsidx. However,
it is out of scope of a video coding specification to specify such requirements for
external means, and there are many other similar requiremenis for external means that
arc not specified o HEVC, SVC {or SHVC), and MV {or MV-HEVC). A flag may be
used by legacy HEVC decoders to dgnore bitstreams with this flag equal to 0.
Furthermore, when information in a VPS is used for session negofiation to agree on an
(output) operation poini, knowing which of the {outputl) operation points are actually
fully available would be useful. Such information would also be useful 1o a bitstream
conformance checker to test only those (output) operation points that are fully available
{as previcuosly described). However, a mechanism for signalling of such information is

not available in the HEVC standard.
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{8128] fn some embodiments, techniques to resolve the above issues may include
removing the vps base layer available flag from the VPS, designating the current bit
for vps_base layer  available flag to be reserved or for other use, and adding a
supplemental enhancement information (SEI) message to the VPS 1o indicate which
operation points are fully available (in which case it can be determined which are not
fully availablc) or which operation points are not fully available {in which case it can be
determined which are available). From the added SEI message, it may be determined
whether  the base layer is  available. In  other cmbodiments, the
vps base layer available flag may be included i the SEI message. In other
cembodiments, the SEI message can be cither provided in the bitstream or through
external means, similarly as for parameter sets and the HRD related SE@ messages.
Information included n the SEI message can be used in the specification of bitstream
conformance tesis to tost only those {output) operation points that are fully available. In
other embodiments, the SEI message may indicate which operation points are at loast

partially available or which operation points are not at least partially available.

{8128] In further embodiments, other techniques and systems are described herein,
For example, the SVC (or SHVC)Y and MV C {or MV-HEV () extensions to HEVC allow
for an cutput layer set to include a layer that is neither an output layer nor needed
directly or indirectly for decoding an output layer, and the HRD parameters used for
conformance definition take nto account such unnecessary layers. To make sure the
bitstream sent 1o the decoder is conforming, such unmecessary layers would be required
io be sent to decoder, which leads to a large waste of bandwidth. Tn some embodiments,
techniques 1o resolve this issue includes disallowing output layer sets from meluding a
layer that is neither an output layer of the output layer set nor needed directly or

ndirectly for decoding an output layer of the output layer set.

18130 In some embodiments, modifications may be made to the HEVC coding
standard. For example, the HEVC syntax may be modified to speeify the use of one bit
in general reserved zero 44bits for the vps_base layer available flag, designaic the
current bit for vps_base layer _available flag to be reserved or for other use, and change
the semantics of general reserved zero 44bits in the HEVC spec to require decoders 1o

ignore the coded video sequence when general reserved zero 44bits is not equal to 0.
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{8131} The coding techniques discussed herein may be implemented in #n example
video encoding and decoding system (o.g., system 100}, A system inchudes a source
device that provides encoded video data to be decoded at a later time by a destination
device, In particular, the source device provides the video data to destination device via
a computer-readable medivim.  The source device and the destination device may
comprise any of a wide range of devices, including desktop compuiers, notehook (1.,
laptop) computers, tablet computers, set-top boxes, telephone handscts such as so-called
“smart” phones, so-called “smart” pads, televisions, cameras, display deviees, digital
media plavers, video gaming consoles, video streaming device, or the like. In some
cases, the source device and the destination device may be equipped for wireless

communication.

18132] The destination device may receive the encoded video data to be decoded via
the computer-readable medivm.  The computer-readable mediunm may comprise any
type of mediom or device capable of moving the encoded video data from source device
o destination device. In onc example, compuier-readable medium may comprise a
communication medium to enable source device to transmit encoded video data divectly
to destination device in real-timeg. The encoded video data may be modulated according
to a commumication standard, such as 2 wireless conumunication protocol, and
transmitted 1o destination device. The comumunication medium may comprise any
wirgless or wired communication medium, such as a radio frequency (RF) spectrum or
one or more physical transmission lines. The commumnication medivm may form part of
a packet-based network, such as 3 local area network, a wide-arca network, or a global
network such as the Ioternet.  The communication medivm may inchide routers,
switches, base stations, or any other equipment that may be useful to facilitate

communication from source device to destination device.

8133] In some examples, encoded data may be output from output interface o a
storage device. Similarly, encoded data may be accessed from the storage device by
input interface. The storage device may include any of a variety of distributed or locally
accessed data storage media such as a hard drive, Bhiray discs, DVDs, CD-ROMs,
flash memory, volatile or non-volatile memory, or any other suitable digital storage

media for storing encoded video data. In a further example, the storage device may
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correspond to a file server or another intermediate storage device that may store the
encoded video generated by source device. Destination device may access stored video
data from the storage dovice via streaming or downlead. The file server may be any
type of server capable of storing encoded video data and tfransmitting that encoded
video data to the destination device. Example file servers include a web server (e.g., for
g website), an FTP server, network attached storage {(NAS) devices, or a local disk
drive. Destination device may access the encoded video data through any standard data
connection, inchiding an Internet connection. This may include a wireless chamnel (e.g.,
a Wi-Fi comnection), a wired connection {e.g., DSL, cable modem, etc.), or a
combination of both that is suitable for accessing encoded video data stored on a file
server, The transmission of encoded video data from the storage device may be a

streaming transmission, a download transmission, or a combination thereof,

{8134] The technigues of this disclosure are not necessarily hmited to wireless
applications or settings. The techniques may be applied to video coding in support of
any of a varicty of multimedia applications, such as over-the-air fclevision broadcasts,
cable television transmissions, satclitic television fransmissions, Interoet streaming
video transmissions, such as dynamic adaptive streaming over HTTP (DASH), digital
video that is encoded onto a data storage medium, decoding of digital video stored on a
data storage medium, or other applications. In some cxamples, systoem may be
configured to support one-way or two-way video transmission to support applications

such as video streaming, video playback, video broadeasting, and/or video telephony.

[#135] In one example the source device inclades a video source, a video encoder,
and a output interface. The destination device may include an input interface, a video
decoder, and a display device. The video enceder of source device may be configured
to apply the techniques disclosed heremn.  In other examples, a source device and a
destination device may include other components or arrangements.  For example, the
source device may receive video data from an externsl video source, such as an external
camera. Likewise, the destination device may interface with an oxternal display device,

rather than meluding an integrated display device.
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{8136] The cxample system above 1s mercly one example. Techniques for processimg
video data in parallel may be performed by any digital video encoding and/or decoding
device. Although generally the techniques of this disclosure are performed by a video
encoding device, the techniques may also be performed by a video encoder/decoder,
typicaily referred to as a “CODEC.” Morcover, the techniques of this disclosure may
also be performed by a video preprocessor. Source device and destination device are
mercly examples of such coding devices in which source device generates coded video
data for transmission to destination device. In some examples, the source and
destination devices may operate in a substantially symmetrical manner sach that cach of
the devices include video encoding and decoding compounends. Hence, example systems
may support one-way or two-way video transmission between video devices, ¢.g., for

video streaming, video playback, video broadeasting, or video telephony.

{8137}  The video source may mclude a video capture device, such as a video camera,
a video archive containing previously captored video, and/or a video feed tnterface to
eceive video from a video content provider. As a further aliernative, the video source
may generate computer graphics-based data as the source video, or a combination of
tive video, archived video, and computer-generated video, In some cases, if video
source is 2 video camera, source device and destination device may form so-called
camera phones or video phones.  As mentioned above, however, the technigues
described in this disclosure may be applicable to video coding in general, and may be
applied to wireless and/or wired applications. In each case, the captared, pre-captured,
or computer-generated video may be encoded by the video encoder. The encoded video
information may then be oulput by output interface omto the computer-readable

medium.

{8138] As noted the computer-readable medium may include transient media, such as
a wircless broadeast or wired network transmission, or storage media (that is, non-
transitory storage media}, such as a hard disk, flash drive, compact disc, digital video
disc, Blu-ray disc, or other computer-readable media.  In some exanples, a network
server {not shown) may receive encoded video data from the source device and provide
the encoded video data to the destination device, ¢.g., via network tfransmission,

Similarly, a computing device of a medivm production facility, such as a disc stamping
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facility, may receive encoded video data from the source device and produce a disc
containing the encoded video data. Therefore, the computer-readable medium may be
understood to include one or more computer-readabic media of various forms, in

varigus examples.

1813%9] The input interface of the destination device receives information from the
computer-readable medivm. The mformation of the computer-readable mediom may
inchide syntax information defined by the video encoder, which is also used by the
video decoder, that includes syntax cloments that describe characteristics and/or
processing of blocks and other coded umits, e.g., group of pictures (GOP). A display
device displays the decoded video data to a user, and may comprise any of a variety of
display devices such as a cathode ray tube (CRT), a liquid crystal display (LCD), a
plasma display, an organic light emitting diode (OLED) display, or another type of

display device. Various embodiments of the invention have been described.

8148] Specific detais of the encoding device 104 and the decoding device 112 are
shown in FIG. 9 and FIG. 10, respectively. FIG. ¢ is a block diagram ilhstrating an
example encoding device 104 that may implement one or more of the techniques
described in this disclosure.  Encoding device 104 may, for example, gencrate the
syntax structures described herein {e.g., the syntax structures of a VPS, 8PS, PPS, or
other syntax clements). Encoding device 104 may perform intra-prediction and inter-
prediction coding of video blocks within video slices. As previously described, intra-
coding relies, at least in part, on spatial prediction to reduce or remove spatial
redundancy within a given video frame or picture. Inter-coding relies, at least in part,
on temporal prediction to reduce or remove temporal redundancy within adjacent or
surreunding frames of a video sequence. Intra-mode (1 mode) may refer to any of
several spatial based compression modes.  Inter-modes, such as uni-directional
prediction (P mode) or bi-prediction (B mode), may vefer to any of several temporal-

based compression modes.

[#143] The encoding device 104 includes a partitioning unit 35, prediction processing
unit 41, filter unit 63, pictre memory 64, sunmumer 50, transform processing onit 52,

guantization unit 54, and entropy encoding wnit 56, Prediction processing unit 41
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mchides motion estimation unit 42, motion compensation unit 44, and intra-prediction
processing unit 46, For video block reconstruction, encoding device 104 also includes
inverse quantization untt 58, foverse transform processing unit 60, and sunumer 62,
Filter unit 63 15 intended fo represent one or more loop filters such as a deblocking

filter, an adaptive loop filter (ALF), and a sample adaptive offset (SAO)} filter.

N

Although filter umit 63 is shown in FIG. 9 as being an in loop filter, in other
configurations, filter unit 63 may be mmplemented as a post loop filter. A post

=
/
/

processing device 57 may perform additional processing on encoded video data
generated by the enceding device 104, The techniques of this disclosure may o some
instances be implemented by the encoding device 104, In other instances, however, one
or more of the techniques of this disclosure may be implemented by post processing

device 57.

18142} As shown in FIG. 9, the encoding device 104 receives video data, and
partitioning unit 35 partitions the data into video blocks. The partitioning may also
inciude partitioning into slices, slice scgments, tiles, or other larger units, as wells as
video block partitioning, ¢.g., according to a quadtree structure of LCUs and CUs. The
neoding device 104 generally illustrates the components that encode wvideo blocks
within a video slice to be encoded. The slice may be divided into multipie video blocks
(and possibly wnto scts of video blocks referred to as tiles). Prediction processing unit
41 may select one of a phurality of possible coding modes, such as one of a plurality of
intra-prediction coding modes or one of a plurality of inter-prediction coding modes, for
the current video block based on error results (e.g., coding rate and the lovel of
distortion, or the like). Prediction processing unit 41 may provide the resulting ntra- or
mier-coded block to summer SO to generate residual block data and to summer 62 to

reconstruct the encoded block for use as a reference picture,

{8143] Intra-prediction processing unit 46 within prediction processing umit 41 may
perform intra-prediction coding of the current video block relative to onc or more
neighboring blocks in the same frame or slice as the current block to be coded 1o
provide spatial compression. Motion estimation unit 42 and motion compensation unit

44 within prediction processing unit 41 perform inter-predictive coding of the current
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video block relative to one or more predictive blocks in one or move reference pictares

to provide temporal compression.

[#144] Motion estimation vnit 42 may be configured to determine the inter-prediction
mode for a video shice according to a predetermined pattern for a video sequence. The
predetermained patiern may designate video slices in the sequence as P slices, B slices,
or GPB slices. Motion estimation unit 42 and motion compensation unit 44 may be
highly integrated, bwt are illustrated scparately for conceptual purposes.  Motion
estimation, performed by motion estimation unit 42, 1s the process of gencrating motion
vectors, which estimate motion for video blocks. A motion vector, for example, may
indicate the displacement of a prediction unit (PU)Y of a video block within a current

video frame or picture relative to a predictive block within a reference picture.

18148] A predictive block 1s a block that is foond to closely match the PU of the video
block to be coded in terms of pixel difference, which may be determined by sum of
absolute difference (SAD), sum of square difference (SSD), or other difference metrics.
In some examples, the encoding device 104 may caleulate valoes for sub-integer pixel
positions of reference pictures stored in picture memory 64. For example, the encoding
device 104 may interpolate values of one-quarter pixel positions, one-eighth pixel
positions, or other fractional pixel positions of the reference picture. Therefore, motion
estimation unit 42 may perform a motion search relative to the full pixel positions and

fractional pixel positions and output & motion vector with fractional pixel precision.

16146] Motion cstimation unit 42 calculates a motion vector for a PU of a video block
n an ioter-coded slice by conparing the position of the PU to the position of a
predictive block of a reference picture. The reference pictare may be selected from a
first reforence picture st (List 0} or a second reference picture list (List 1), each of
which identify one or more reference pictures stored in picture memory 64. Motion
estimation unit 42 sends the calculated motion vector o entropy encoding unit 56 and

motion compensation unit 44,

{8147 Motion compensation, performed by motion compensation unit 44, may

involve fetching or generating the predictive block based on the motion vector
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determined by wmotion estimation, possibly performing interpolations to sub-pixel
precision.  Upon receiving the motion vector for the PU of the current video block,
mofion compensation unit 44 may locate the predictive block to which the motion
vector points in a reference picture fist. The encoding device 104 forms a residual video
block by subtracting pixel values of the predictive block from the pixel vahies of the
current video block being coded, forming pixel difference values. The pixel ditference
values form residual data for the block, and may ifoclude both luma and chroma
difference components.  Swmmer 50 represents the component or components that
perform this sebtraction operation. Motion compensation unit 44 may also generate
syntax clements associated with the video blocks and the video slice for use by the

decoding device 112 in decoding the video blocks of the video shice.

18148] Totra-prediction processing unit 46 may iutra-predict a current block, as an
allernative o the inter-prediction performed by motion estimation unit 42 and motion
compensation unit 44, as described above. In particelar, intra-prediction processing umit
46 may determing an intra-prediction mode 1o use o encode a current block. o some
examples, intra-prediction processing unit 46 may encode a current block using various
ntra-prediction modes, e.g., during separate encoding passes, and intra-prediction unit
processing 46 may select an appropriate intra-prediction mode o use from the tested
modes. For cxample, intra-prediction processing vonit 46 may calenlate rate-distortion
values using a rate-distortion analysis for the various tested intra-prediction modes, and
may select the infra-prediction mode having the best rate-distortion characteristics
among the tested modes. Rate-distortion analysis generally determines an amount of
distortion {or error) between an encoded block and an original, unencoded block that
was encoded to produce the encoded block, as well as a bit rate (that i3, a number of
bits} used to produce the encoded block. Intra-prediction processing opit 46 may
calculate ratios from the distortions and rates for the various encoded blocks to
determine which intra-prediction mode exhibits the best rate-distortion value for the

block.

[8149] In any case, after selecting an mira-prediction mode for a block, intra-
prediction processing onit 46 may provide information indicative of the selected intra-

prediction mode for the block to entropy encoding unit 56. Eutropy encoding unit 56
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may encode the information indicating the sclected mtra-prediction meode.  The
encoding device 104 may include in the transmitted bitstream configuration data
definitions of encoding contexts for various blocks as well as indications of a most
probable intra-prediction mode, an fntra-prediction mode mdex table, and a modified
intra-prediction mode index table to use for each of the contexts. The bitstream
configuration data may include a plurality of intra-prediction mode ndex tabies and 3
plurality of moditied intra-prediction mode index tables {also referred 1o as codeword

mapping tables).

{B180] Afier prediction processing unit 41 generates the predictive block for the
current video block via either inter-prediction or intra-prediction, the encoding device
104 forms 3 residual video block by subtracting the predictive block from the current
video block. The residual video data in the residual block may be included in one or
more Ts and applied to transform processing umit 52, Transform processing unit 52
transforms the residual video data tnto residual transform coefficients using a transform,
such as a discrete cosine transform (DCT) or a conceptually similar fransform.
Transform processing unit 52 may convert the residual video data from a pixel domain

to a transform domain, such as a frequency domain,

[8181]  Transform processing vmit 52 may send the resulting transform coefficients to
quantization unit 54. Quantization unit 54 quantizes the transform coefficients to
further reduce bit rate. The guentization process may reduce the bit depth associated
with some or all of the coefficients. The degree of quantization may be modified by
adjusting a qoantization parameter. In some examples, quantization unit 54 may then
perform a scan of the matrix inciuding the quantized transform coefficients.

Alternatively, entropy encoding unit 56 may perform the scan.
o 6 !

{8152] Following quantization, ecntropy cncoding unit 56 cntropy encodes the
guandized transform coefficients. For example, entropy encoding unit 36 may perform
context adaptive variable length coding (CAVLC), context adaptive binary arithmetic
coding {CABAC), syntax-based context-adaptive binary arithmetic coding {SBAC),
probability interval partitioning entropy (PIPE) coding or another cuntropy encoding

techmique. Following the entropy encoding by entropy encoding unit 56, the encoded



WO 2015/195874 PCT/US2015/036366

I

SV
o

wr

0

12
o

bitstream may be transmuited to the decoding device 112, or archived for later
fransimission or refrieval by the decoding device 112, Entropy cncoding unit 56 may
also entropy oncode the motion vectors and the other syntax clements for the current

video shce being coded.

19153] Toverse guarndization unit 58 and foverse transform processing unit 60 apply
mverse quantization and fnverse transformation, respectively, to reconstruct the residual
block in the pixel domain for later use as a reference block of a reference picture.
Motion compensation unit 44 may calculate a reference block by adding the residual
block to a predictive block of one of the reference pictures within a reference picture
list. Motion compensation unit 44 may also apply one or more interpolation filters to
the reconstructed residual block to calculate sub-intoger pixel values for use in motion
estimation.  Summer 62 adds the recomstructed residual block to the motion
compensated prediction block produced by motion compensation unit 44 to produce a
reference block for storage in picture memory 64, The reference block may be used by
motion estimation unit 42 and motion compensation unit 44 as 3 reference block to

inter-predict a block in a subsequent video frame or picture.

18154] In this manney, the encoding device 104 of FIG. 9 represents an example of a
video encoder configured to generate syntax for a encoded video bitstream.  The
encoding device 1{4 may, for example, generate VP3, SPS, and PPS parameter sets as
described above. The the encoding device 104 may perform any of the technigues
described herein, including the processes described above with respect to FiGs. 4, 6,
and 8. The techniques of this disclosure have generally been described with respect to
the encoding device 104, but as mentioned above, some of the techmiques of this

disclosure may also be implemented by post processing device 57.

{8185] FIG. 10 s a block diagram illustrating an example decoding device 112, The
decoding device 112 includes an entropy decoding urit 80, prediction processing unit
81, nverse quantization unit 86, inverse transform processing unit 88, summer 90, filter
wnit 91, and picture memory 92, Prediction processing wumit 81 includes mwotion

compensation unit 82 and intra prediction processing unit 84. The decoding device 112
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may, in some examples, perform a decoding pass generally reciprocal to the encoding

pass described with respect to the enceding device 104 from FIG. 9.

[#1586] During the decoding process, the decoding device 112 receives an encoded
video bitstream that represents video blocks of an encoded video slice and associated
syntax clemeunts sent by the encoding device 104, In some embodiments, the decoding
device 112 may receive the encoded video bitstream from the encoding device 104, In
some embodiments, the decoding device 112 may receive the encoded video bitstream
from a network cotity 79, such as a server, a medig-aware network elerpent (MANE), a
video editor/splicer, or other such device configured to mplement one or more of the
techniques described above. MNetwork entity 79 may or may not include the encoding
device 104, Some of the techniques described in this disclosure may be implemented
by network entity 79 prior to network entity 79 transmitting the encoded video bitstream
to the decoding device 112, In some video decoding systems, network entity 79 and the
decoding device 112 may be parts of separate devices, while in other instances, the
fonctionality described with respect to network entity 79 may be performed by the same

device that comprises the decoding deviee 112,

19157 The entropy decoding unit 80 of the decoding device 112 entropy decodes the
bitstream to generate quantized coefficients, motion vectors, and other syntax elements.
Entropy decoding unit 80 forwards the motion vectors and other syntax elements to
prediction processing unit 81, The decoding device 112 may reccive the syntax
ciements at the video slice fevel and/or the video block level, Entropy decoding unit 80
may process and parse both fixed-length syntax clements and variable-length syntax

clements in or morg parameter sots, such as a VPS, SPS, and PPS.

[8188] When the video slice 15 coded as an intra-coded (1) shice, intra prediction
processing unit 84 of prediction processing unit 81 may generate prediction data for a
video block of the current video slice based on a signaled tndra-prediction mode and
data from previously decoded blocks of the cumrent frame or picture. When the video
frame is coded as an inter-coded (1.2, B, P or GPB) shice, motion compensation unit 82
of prediction processing unit 81 produces predictive blocks for a video block of the

current video slice based on the motion vectors and other syntax clements received from
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entropy decoding vnit 80, The predictive blocks may be prodaced from one of the
reference pictures within a reference picture list.  The decoding device 112 may
construct the reforence frame lists, List 0 and List 1, using default counstruction

techniques based on reference pictares stored n pictare memory 92.

[9159]  Motion compensation unit 82 determines prediction imformation for a video
block of the current video shice by parsing the motion vectors and other syntax
ciements, and uses the prediction information to preduce the predictive blocks for the
current videe block being decoded. For cxample, motion compensation unit 82 may use
one or more syntax elements in a parameter set to determine a prediction mode {e.g.,
intra- or inter-prediction) wsed to code the video blocks of the video slice, an inter-
prediction skce type {c.g., B shice, P slice, or GPB slice), construction information for
one or more reference picture hists for the slice, motion vectors for each nter-cncoded
video block of the slice, inter-prediction status for each inter-coded video block of the

slice, and other information to decode the video blocks in the corrent video shice.

[#168] Motion compensation unit 82 may alse perform interpolation based on
interpolation filicrs, Motion compensation unit €2 may usc interpolation filters as used
by the cncoding device 104 during cocoding of the video blocks to caleulate
mterpolated values for sub-integer pixels of reference blocks., In this case, motion
compensation unit 82 may determine the interpolation filters used by the encoding
device 104 from the received syntax clements, and may use the inferpolation filters to

produce predictive blocks.

18163] Inverse quantization unit 86 inverse quantizes, or de-quantizes, the guantized
transtorm coefficients provided in the bitstream and decoded by entropy decodmg vt
80. The inverse quantization process may include use of a quantization parameter
calcuiated by the encoding device 104 for gach video block in the video shice to
determing a degree of quantization and, likewise, a degree of inverse quantization that
should be applicd. Inverse transform processing unit 38 applics an inverse transform
(e.g., an inverse DCT or other suitable inverse transform), an inverse integer transform,
or a concepiually similar inverse transform process, to the transform cocfficients in

order to produce residual blocks in the pixel domain.
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{8162] After motion compensation unit 82 generates the predictive block for the
current video block based on the motion vectors and other syntax clements, the
decoding device 112 forms 2 decoded video block by summing the residual blocks from
mverse transform processing unit 88 with the corresponding predictive blocks generated
by motion compensation unit 82. Summer 90 represents the component or components
that perform this summation operation. If desired, loop filters {either in the coding loop
or after the coding leop) may also be used to smooth pixel transitions, or to otherwise
mnprove the video quality. Filter umit 91 15 intended to represent one or more loop
filters such as a deblocking filter, an adaptive loop filter (ALF), and a sample adaptive
offset (SAQ) filter. Although filier unit 91 is shown in FIG. 10 as being an in loop
filter, in other configurations, filter unit 91 may be mplemented as a post loop filter,
The decoded video blocks in a given frame or picture are then stored in pictire memory
92, which stores reference pictures used for subsequent motion compensation. Picture
memory 92 also stores decoded video for later presentation on a display device, such ag

video destination device 122 shown m FiG. 1

{8163} In the foregoing description, aspects of the application are described with
reference to specific embodiments thereof, but those skilled in the art will recognize that
the invention is not limited thereto. Thus, while illustrative embodiments of the
application have becu described in detail berein, it is 1o be understood that the inventive
concepts may be otherwise variously embodied and employed, and that the appended
claims are intended to be construed to inclade such variations, except as limited by the
prior art. Various features and aspecis of the above-described invention may be used
individually or jointly. Further, embodiments car be wtilized in any number of
environments and applications beyond those described herein without departing from
the broader spirit and scope of the specification.  The specification and drawings are,
accordingly, to be regarded as illusirative rather than restrictive. For the purposes of
illustration, methods were described in a particular order. It should be appreciated that
in alternate crbodiments, the methods may be performed in a different order than that

described.

[#164] Where components are described as being “configured t0” perform certain

operations, such configuration can be accomplished, for example, by designing
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electronic circuits or other hardware 1o perform the operation, by programming
programmable clectronic circuiis (c.g., microprocessors, or other suifable clectronic

circuits} fo perform the operation, or any combination thereof,

[8165] The various iHustrative logical blocks, modules, circuits, and algorithm steps
described in connection with the embodiments disclosed hercin may be implemented as
electronic hardware, computer sofiware, firmware, or combinations thercof. To clearly
illustrate  this interchangeability of hardware and software, various illustrative
components, blocks, modules, circuits, and steps have been described above generally
in termos of their functionality. Whether such functionality is implemented as hardware
or software depends upon the particular application and design constraints imposed on
the overall system.  Skilled artisans may implement the described functionality in
varying ways for cach particular application, but such implementation decisions should

not be interpreted as causing a departure from the scope of the present fuvention.

{8166] The technigues described herein may also be implemented in clectronic
hardware, computer software, firmyware, or any combination thereof. Such techniques
may be implemented n any of a variety of devices such as general purposes computers,
wireless commumication device handsets, or infegrated circuit devices having multiple
uses including application in wireless communication device handsets and other
devices,  Any features described as mwodules or components may be implemented
together in an integrated logic device or separately as diserete but interoperable logic
devices. 1f implemented in software, the tochoigues may be realized at least inpartby a
compuicr-readable  data  storage mediun  comprising  program  code  including
mstructions that, when executed, performs one or more of the methods deseribed above.
The computer-readable data storage mediom may form part of a computer program
product, which may include packaging materials. The computer-readable medivm may
comprise memory of data storage media, such as random access memory {(RAM) such
as synchronous dynamic random access memory (SDRAM), read-only memory (ROM),
non-velatile random access memory (NVRAM), clectrically crasable programmable
read-only memory (EEPROM), FLASH wmemory, magnetic or optical data storage
media, and the Hike. The techmiques additionally, or alternatively, may be realized at

least i part by a computer-readable commumication moedivm  that carries or
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commimicates program code in the form of instructions or data structures and that can

be accessed, read, and/or executed by a computer, such as propagated signals or waves.

[8167] The program code may be exccuted by a processor, which may include one or
mMore processors, such as one or more digital signal processors {DSPs), general purpose
microprocessors, an  application  specific  mtegrated  circuits  {ASICs),  ficld
programmable logic arrays (FPGAs), or other equivalent mtegrated or discrete logic
circuitry.  Such a processor may be configured to perform any of the technigues
described in this disclosure. A general purpose processor may be a microprocessor; but
m the alternative, the processor may be any conventional processor, controller,
microcontroller, or state machine. A processor may also be implemented as a
combination of computing devices, ¢.g., a combination of a DSP and a microprocessor,
a plurality of microprocessors, 082 of Ore MICroprocessors in conjunction with a DSP
core, or any other such configuration. Accordingly, the term “processor,” as used
herein may refer to any of the foregoing structure, any combimation of the foregoing
structure, or any other struciure or apparatus supitable for implementation of the
techniques described herein.  In addition, in some aspects, the functionality described
herein may be provided within dedicated software modules or hardware modoles
configured for encoding and decoding, or incorporaied i a combined video encoder-

decoder (CODEC).



WO 2015/195874 PCT/US2015/036366

CLAIMS

WHAT IS CLAIMED IS:

1. A method of encoding video data, the method comprising:

Al generating an ¢ncoded video bitstream comprising multiple layers, the encoded
video bitstream inchluding a parameter set defining parameters of the encoded video
bitstream;

determining one or more paramecters of the parameter set that inclode

information describing a first sub-bitstream of the cncoded video biistream and

160 information describing a second sub-bitstreanm of the encoded video bifstroam, the first

sub-bitstream including one or more layers with video data, and the second sub-
bitstream including one or more layers with no video data; and

performing a bistream conformance check on the first sub-bitstream or the

sccond sub-bitstream based on whether at least one layer of the first sub-bitstream or the

15 second seb-biistream inchudes video data.
2. The method of claim 1, firther comprising performing the bitstream

conformance check on the first sub-bitstream based on the one or more layers of the
first sub-bitstream having video data, wherein a bitstream conformance check is not
performed on the second sub-bitstream based on the one or more lavers of the sccond

20 sub-bitstream having no video data.

3. The method of claim 2, further comprising performing the bitstream
conformance check on the first sub-biistream when all of the one or more layers of the

first sub-bitstream have video data.

4. The method of claim 2, forther comprising performing the bitstream

]
wr

conformance check on the first sub-bitstream when at {east one of the one or more

layers of the first sub-bitstream has video data.

3. The method of claim 2, wherein the bitstream conformance check includes
performing a normative test on the first sub-bitstream to ensure the {irst sub-bitstream

conforms to coding requirements needed for the first sub-bitstream to be decoded.
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6. The method of claim §, wherein the normative test is performed using

hypothetical reference decoder parameters.

7. The method of claim 1, forther comprising performing the bitstream
conformance check on the first sub-bitstream based on whether a bhighest value of a
termporal identificr of the video data in the first sub-bustream 15 equal 1o or greater than

a value of a corresponding temporal identifier of the first sub-bitstream.

8. The method of claim 1, wherein the video data of the one or more layers of the
first sab-bitstream is present in the first sub-bitstream or is provided from an external

source other than an encoder used to generate the encoded video bitstream.

9. The method of claim 1, wherein the video data imcludes one or more video

coding layer network abstraction layer units.

16 The method of claim 1, wherein the second sub-bitstream is generated from the

encoded video bitstream by removing at least one layer from the encoded video

bitstream.

11, The method of claim 1, whercin the parameter set includes a video parameter
set.

12. The methoed of claim 1, wherem the parameter set inchides a sequence parameter
set.

13. An apparatus conmprising:

a memory configured to store video data; and
a processor configured to;

generate, from the video data, an encoded video bitstream comprising
rettiple layers, the encoded video bitstream including a parameter set defining
parameters of the encoded video bitstreany;

determine one or more parameiers of the parameter sot that include
information describing a first sub-bitstream of the encoded video bitstream and

information describing a second sub-bitstream of the encoded video bitstream,



WO 2015/195874 PCT/US2015/036366
60

the first sub-bitstream including one or more layers with video data, and the

second sub-bitstream including one or more layers with no video data; and
perform a bustream conformance check ou the first sub-bitstream or the

sccond sub-bitstream based on whether at least one layer of the first sub-

biistream or the second sub-bitstream includes video data.

(&3]

14, The apparatus of claim 13, wherein the processor is configured to perform the
bitstream conformance check on the first sub-bitstream based on the one or more layers
of the first sub-bitstream having video data, wherein a bitstream conformance check is
not performed on the second sub-bitstream based on the one or more layers of the

10 second sub-biistream having no video data.

15, The apparatus of claim 14, wherein the processor 15 configured to perform the
bitstream conformance check on the first sub-bitstream when all of the one or more

layers of the first sub-bitstream have video data.

16.  The apparatus of claim 14, wherein the processor is configured to perform the
15 bitstream conformance check on the first sub-bitstream when at least one of the one or

maore layers of the first sub-bitstream has video data.

17.  The apparatus of claim 14, wherein the processor is configured to perform the
bitstream conformance check by performing a normative test on the first sub-bitsiream
to cnsure the first sub-bitstream conforms to coding requirements necded for the first

20 sub-bitstream to be decoded,

18.  The apparatus of claim 17, wherein the processor is configured to perform the

normative test using hypothetical refercnce decoder parameters.

19.  The apparatus of claim 13, wherein the processor is configured to perform the
bitstream conformance check on the first sub-bitstream based on whether 2 highest
25 wvaloe of a temporal identifier of the video data in the first sub-bitstream is equal to or

greater than a value of 8 corresponding temporal identifier of the first sub-bitstream.
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20, The apparatus of claim 13, wherein the video data of the one or more layers of
the first sub-bitstrecam is present in the first sub-bitstream or is provided from an

external source other than the apparatus.

2i.  The apparatus of claim 13, wherein the video data includes one or more video

coding layer network abstraction layer voifs.

22, The apparatus of claim 13, wherein the processor is configured to generate the
second sub-bitstream from the encoded video bitstream by removing at least one laver

from the encoded video bitstream.

23, The apparatus of claim 13, wherein the parameter set includes a video parameter
set.
24, The apparatus of claim 13, wherein the parameier set includes a sequence

parameter set.

25. A computer readable medium having stored thereon imstructions that when
exgcuted by a processor perform a method, meluding:

generating an encoded video bitstream comprising multiple layers, the encoded
video bitstream including a parameter set defining parameters of the encoded video
bitstream;

determining one or wmorc paramecters of the parameter set that include
mformation describing a first sub-bitstream of the encoded video bitstream and
information describing a second sub-bitstream of the encoded video bitstream, the first
sub-bitsiream including one or more layers with video data, and the second sub-
bitstream inclading one or more layers with no video data; and

performing a bitstream conformance check on the first sub-bitstream or the
second sub-bitstream based on whether at least one layer of the first sub-bitstream or the

second sub-biistream includes video data.

26.  The computer readable medium of claim 25, whercin the bitstream conformance
check is performed on the first sub-bitstream based on the one or more layers of the first

sub-bitstream having video data, wherein a bitstream conformance check is not
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performed on the second sub-bitstream based on the one or more layers of the second

sub-bitstream having no video data.

27.  The computer readable medium of claim 26, further comprising:

performing the bitstream conformance check on the first sub-bitstream when all
of the one or more layers of the first sub-bitstream have video data; or

perfornying the bitstream conformance check on the first sub-bitstream when at

least one of the one or more layers of the first sub-bitstream has video data.

28. An apparatos comprising:

means for generating an encoded video bitstream comprising multiple layers, the
encoded video bitstream inchuding a pavarseter sot defining paramcters of the encoded
video bitstream;

means for determining one of more parameters of the parameter set that inchude
information describing a first sub-bitstream of the encoded video bitstream and
information describing a second sub-bitstream of the encoded videoe bitstream, the first
sub-bitstream including one or more layers with video data, and the sccond sub-
bitstream including one or more layers with no video data; and

means for performing a bitstream conformance check on the first sub-bitstream
or the second sub-bitstream based on whether at least one layer of the fivet sub-bitstream

or the second sub-bitsiream inclades video data.

29, The apparatus of claim 28, wherein the bitstream conformance check is
performed on the first sub-bitstream based on the one or more layers of the first sub-
bitstream having video data, wherein 2 bitstrcam conformance check is not performed
on the second sub-bitstream based on the one or more layers of the second sub-bitstream

having no video data.

30, The apparatus of claim 29, wherein:

the bitstream conformance check is performed on the first sub-bitstream when
all of the one or more fayers of the first sub-bitstream have video data; or

the bitstream conformance check is performed on the first sub-bitstream when at

least one of the one or more layers of the first sub-bitstream has video data.
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