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METHOD, SYSTEM AND PROGRAM PRODUCT 
FOR DETERMINING OBJECTIVE FUNCTION 
COEFFICIENTS OF A MATHEMATICAL 

PROGRAMMING MODEL 

BACKGROUND OF THE INVENTION 

0001) 1. Technical Field 
0002 The present invention relates to a computer-imple 
mented method and system for determining objective func 
tion coefficients of a mathematical programming model, and 
more particularly to a technique for determining objective 
function coefficients for multi-criteria evaluation of con 
strained large-scale production plans. 

0003 2. Related Art 
0004. A fundamental problem faced in manufacturing 
industries is the allocation of material and capacity assets to 
meet end customer demand. Production lead times necessi 
tate the advance planning of production starts, interplant 
shipments, and material Substitutions throughout the Supply 
chain so that these decisions are coordinated with the end 
customers’ demand for any of a wide range of finished 
products. This range of finished products is typically on the 
order of thousands in semiconductor manufacturing. Such 
advance planning depends upon the availability of finite 
resources which include finished goods inventory, work in 
process (WIP) inventory at various stages of the manufac 
turing system, and work-center capacity. Often, there are 
alternative possibilities for satisfying the demand. Products 
may be built at alternate locations, and within a location 
there may be choices as to which materials and/or capacity 
to use to build the product. Further, the product may be built 
directly or acquired through material Substitution or pur 
chase. When limited resources prevent the satisfaction of all 
demands, decisions need to be made as to which demands to 
satisfy and how to satisfy them. This resource allocation 
problem is often addressed by Solving a linear program (LP) 
having some objective function coefficient inputs that are 
determined based on known data (e.g., product yields), and 
other coefficient inputs that are based on Subjective judg 
ments (e.g., inventory holding costs). A solution of Such an 
LP is sensitive to the subjectively determined coefficients 
(e.g., the Solution varies widely as the Subjectively deter 
mined coefficients vary). Conventional techniques utilize 
intuition and trial-and-error guesswork to vary the Subjec 
tively based coefficients in multiple instances of the LP to 
generate multiple outputs, which are compared to select a 
final solution. The objective function coefficients associated 
with the final solution are not provided in a systematic, 
automated, and repeatable manner. Thus, there is a need for 
an improved technique for determining objective function 
coefficients. 

SUMMARY OF THE INVENTION 

0005. In first embodiments, the present invention pro 
vides a method of determining a plurality of coefficients of 
an objective function of a mathematical programming model 
in a computing environment, the method comprising: 
0006) 
0007 determining a first set of coefficient values as 
initially representing said plurality of coefficients, said first 
set determining a first solution of said model, wherein said 

identifying a plurality of attributes of said model; 
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determining said first set employs a specified ranking of the 
attributes of said plurality of attributes; 
0008) 
tion; 

initializing a prevailing solution to said first solu 

0009 generating one or more sets of coefficient values 
determining a corresponding one or more solutions of said 
model in addition to said prevailing solution; 
0010 evaluating said one or more solutions to provide a 
ranking of said one or more solutions, said ranking of said 
one or more solutions dependent upon said plurality of 
attributes, wherein said ranking of said one or more solu 
tions is employed to select a second solution of said one or 
more solutions; and 
0011 setting said prevailing solution to said second solu 
tion if said second solution exceeds a sum of said prevailing 
Solution and a specified tolerance. 
0012. In second embodiments, the present invention pro 
vides a system for determining a plurality of coefficients of 
an objective function of a mathematical programming model 
in a computing environment, the system comprising: 
00.13 means for identifying a plurality of attributes of 
said model; 
0014) means for determining a first set of coefficient 
values as initially representing said plurality of coefficients, 
said first set determining a first solution of said model, 
wherein said determining said first set employs a specified 
ranking of the attributes of said plurality of attributes: 
00.15 means for initializing a prevailing solution to said 

first solution; 
00.16 means for generating one or more sets of coeffi 
cient values determining a corresponding one or more 
Solutions of said model in addition to said prevailing solu 
tion; 
0017 means for evaluating said one or more solutions to 
provide a ranking of said one or more solutions, said ranking 
of said one or more solutions dependent upon said plurality 
of attributes, wherein said ranking of said one or more 
Solutions is employed to select a second solution of said one 
or more solutions; and 
00.18 means for setting said prevailing solution to said 
second solution if said second solution exceeds a Sum of said 
prevailing solution and a specified tolerance. 
0019. In third embodiments, the present invention pro 
vides at least one program storage device readable by a 
machine, tangibly embodying at least one program of 
instructions executable by the machine to perform a method 
of determining a plurality of coefficients of an objective 
function of a mathematical programming model in a com 
puting environment, the method comprising: 
0020 identifying a plurality of attributes of said model; 
0021 determining a first set of coefficient values as 
initially representing said plurality of coefficients, said first 
set determining a first solution of said model, wherein said 
determining said first set employs a specified ranking of the 
attributes of said plurality of attributes; 
0022) 
tion; 

initializing a prevailing solution to said first solu 
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0023 generating one or more sets of coefficient values 
determining a corresponding one or more solutions of said 
model in addition to said prevailing solution; 
0024) evaluating said one or more solutions to provide a 
ranking of said one or more solutions, said ranking of said 
one or more solutions dependent upon said plurality of 
attributes, wherein said ranking of said one or more solu 
tions is employed to select a second solution of said one or 
more solutions; and 

0.025 setting said prevailing solution to said second solu 
tion if said second solution exceeds a sum of said prevailing 
Solution and a specified tolerance. 
0026. In fourth embodiments, the present invention pro 
vides a method for deploying computing infrastructure, 
comprising integrating computer-readable code into a com 
puting system, wherein the code in combination with the 
computing system is capable of performing a process of 
determining a plurality of coefficients of an objective func 
tion of a mathematical programming model in a computing 
environment, the process comprising: 

0027 identifying a plurality of attributes of said model; 
0028) determining a first set of coefficient values as 
initially representing said plurality of coefficients, said first 
set determining a first solution of said model, wherein said 
determining said first set employs a specified ranking of the 
attributes of said plurality of attributes; 

0029) 
tion; 

initializing a prevailing solution to said first Solu 

0030 generating one or more sets of coefficient values 
determining a corresponding one or more solutions of said 
model in addition to said prevailing solution; 

0031 evaluating said one or more solutions to provide a 
ranking of said one or more solutions, said ranking of said 
one or more solutions dependent upon said plurality of 
attributes, wherein said ranking of said one or more solu 
tions is employed to select a second solution of said one or 
more solutions; and 

0032) setting said prevailing solution to said second solu 
tion if said second solution exceeds a sum of said prevailing 
Solution and a specified tolerance. 
0033 Advantageously, the present invention provides a 
method of determining objective function coefficients of an 
optimal solution of a mathematical programming model in 
Successive refinements, where the Successive refinements 
are automated, logical, Systematic, and repeatable. Further, 
the present invention searches through a large range of 
potential solutions for an optimal Solution of the model, 
rather than being restricted to mapping predetermined model 
inputs to corresponding model outputs. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0034 FIG. 1 is a flow chart of logic for determining 
objective function coefficients, in accordance with embodi 
ments of the present invention. 

0035 FIG. 2 is a flow chart of detailed logic for the step 
of generating coefficient constraints in FIG. 1, in accordance 
with embodiments of the present invention. 
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0036 FIG. 3 is a block diagram of a hierarchical structure 
employed by the Analytic Hierarchy Process utilized in the 
logic of FIGS. 1 and 2, in accordance with embodiments of 
the present invention. 
0037 FIG. 4 is a flow chart of logic for an alternate 
embodiment for determining objective function coefficients, 
in accordance with embodiments of the present invention. 
0038 FIG.5 depicts a computer system for implementing 
the logic of FIG. 1 and/or FIG. 4, in accordance with 
embodiments of the present invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0039 The present invention determines coefficients of an 
objective function for a mathematical programming model 
(e.g., linear program or LP). These coefficients are deter 
mined by considering a series of different scenarios, each 
scenario testing a different instance of the model with 
different objective function coefficients. As used herein, a 
scenario is defined as a set of candidate values for the 
objective function coefficients. The different scenarios are 
generated and compared iteratively, and a search space for 
the objective function coefficients is successively refined 
during each iteration. The objective function coefficients 
determined by this process are optimized based on attributes 
that are associated with the model. In one example, the 
model optimizes large-scale production planning for a com 
plete supply chain, which can include multiple manufactur 
ing plants, interplant shipments, and multiple distribution 
CenterS. 

0040. As used herein, a mathematical programming 
model is defined as an optimization problem in which an 
objective function of multiple variables is maximized or 
minimized, Subject to constraints on the variables. An objec 
tive function is a function that specifies an objective or goal 
of the optimization problem. Determining objective function 
coefficients is defined as determining a value of each of the 
coefficients. The successive refinement of the objective 
function coefficients is referred to herein as a calibration, 
and the overall process of determining objective function 
coefficients in the present invention is referred to herein as 
a calibration process. Details of the calibration process are 
discussed below relative to FIG. 1. 

Linear Programming Model for the Calibration Process 
0041 FIG. 1 is a flow chart of logic for determining 
objective function coefficients, in accordance with embodi 
ments of the present invention. In one embodiment, the 
objective function coefficients being determined are associ 
ated with an LP. FIG. 1 is described relative to a sample 
production planning LP for optimizing production costs. 
Examples of constraints used in a production planning LP 
and a complete sample LP formulation are included respec 
tively in the Definitions and LP Formulation sections pre 
sented below. Hereinafter, a reference to a specific linear 
program refers to the LP formulation in the LP Formulation 
section presented below. 
0042. The production planning LP presented herein is 
associated with the logic of the present invention for illus 
trative purposes, and it will be apparent to those skilled in 
the art that the logic can be associated with other math 
ematical programming models (e.g., a nonlinear program 
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ming model), and be utilized in other contexts instead of 
production planning (e.g., distribution planning, manufac 
turing scheduling, capacity planning, and financial model 
ing). 

0043. The example LP's objective function coefficients 
that are to be calibrated by the logic of FIG. 1 include: 
0044) PRC.: cost of releasing one piece of part m 
during period j at plant a using process e (i.e., processing 
cost) 
0045) SUBC, substitution cost per piece of part num 
ber n which is being substituted by part number m during 
period j at plant a 

0046) TC: transportation cost per piece of part num 
ber m leaving plant a during period which are destined for 
plant V (i.e., shipping cost) 
0047 NVC: inventory cost of holding one piece of ma 
part number m at the end of period j at a particular plant a 

0048) DMAXC: cost per piece of exceeding the maxi 
mum amount of shipments of group Z parts from plant a to 
consuming location(s) u during period 

0049) DMINC: cost per piece of falling short of the 
minimum amount of shipments specified for group Z, parts 
from plant a to consuming location(s) u during period 
0050 BOC.: backOrder cost of one piece of part m at imko p p 
the end of period j for class q demand at customer location 
k 

0051) The objective function coefficients of the LP each 
have many dependencies, as indicated above by the several 
subscripts associated therewith. Further, one or more of the 
LP objective function coefficient values are not associated 
with objective data. 
Coefficient Constraints 

0.052 The logic of the determination of objective func 
tion coefficients begins at step 100, and in step 102. con 
straints associated with the objective function coefficients 
are generated. FIG. 2 is a flow chart of detailed logic for the 
step of generating coefficient constraints in step 102 of FIG. 
1, in accordance with embodiments of the present invention. 
The generation of coefficient constraints begins at step 200, 
and in step 202, an existing model is used for the LP or an 
LP is formulated, such as the LP presented below in the LP 
Formulation section. In step 204, a list of determined inputs 
to the LP model is identified. These determined inputs are 
objective function coefficients whose values are determined 
by the method of FIG. 1. For example, one determined input 
is BOC. Although the examples provided herein address 
determined objective function coefficients, the present 
invention also contemplates LP models that include one or 
more predetermined objective function coefficients and one 
or more coefficients whose values are determined by objec 
tive data. Such predetermined objective function coefficients 
are provided as input to the method described herein and 
remain constant during the method. 
0053. In step 206, two sets of logical rules (i.e., prefer 
ence rules and attribute rules) describing constraints on the 
objective function coefficients are determined. Preference 
rules define relative differences between objective function 
coefficients of the same type, while attribute rules define 
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relative weighting among different types of objective func 
tion coefficients. Preference and attribute rules are described 
in more detail in the following two sections. 
Preference Rules 

0054 Preference rules are determined by stated prefer 
ences of stakeholders who have an interest in the solution of 
the LP. In the following examples, preference rules are 
defined in the context of the Supply chain optimization 
model. Preference rules define whether one objective coef 
ficient of a given type is larger or Smaller than another 
objective function coefficient of the same type. For instance, 
when considering the objective function coefficient of inven 
tory holding cost, inventory items with a higher monetary 
value (e.g. finished products) are expected to have a higher 
inventory holding cost than inventory items with lower 
monetary value (e.g., raw materials). An example of a 
preference rule is: 

INVCs=INVC+Delta1 ima na 

where m represents an assembled product (e.g., finished 
product) and n represents its component, Subcomponent, or 
component of Subcomponent, etc. (e.g., raw material). 
0055) Other examples of preference rules include: 

0056) a) PRC->=PRCs+Delta2 (indicating a 
preference to release material later, rather than Sooner); 

0057 b) BOCn-BOCnet-Delta3 (indicating a 
preference to backorder less important demand classes 
prior to more important ones); and 

0058 c) TC &=TC +Delta4 (indicating the 
preference to ship later, rather than Sooner), 

where Delta1, Delta2, etc. are user-defined parameters 
that have sufficient magnitude to allow the associated 
preference to be recognized by a solver tool being used 
to solve the LP (e.g., a commercial LP solver such as 
CPLEX). 

0059) There may also be preference rules which define 
feasible objective function coefficient values. For instance, 
preference rules can be determined that specify maximum 
and minimum allowable values for variables based on finite 
computer precision. Further, preference rules can also be 
used to exclude unreasonable objective function coefficient 
values (e.g., negative backorder cost coefficients which 
would indicate a preference for not satisfying customer 
demand). 
0060 Attribute Rules Attribute rules define the relative 
importance of types of objective function coefficients, and 
are used to define relative differences between values of 
objective function coefficients. In the context of the supply 
chain optimization model, examples of attribute rules are: 

BOCink PRCnaesTCina, SUBCinna DMAXBNiNC Zau Zau 

>INVCD 

where, in this example, backordering cost is more important 
than processing cost, processing cost is more important than 
shipping cost, and so on. Attribute rules are determined by, 
for example, stakeholders who are interested in the solution 
of the LP. 

0061 Furthermore, there are also attribute rules which 
must be satisfied to guarantee appropriate behavior of the LP 
model. For instance, the backorder cost for a particular part, 
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in a certain period, must be greater than the total cost of 
processing all Subassemblies, components etc., and the total 
cost of shipping parts throughout the Supply chain. Other 
wise, the model would behave as if it were beneficial to 
backorder against demand. 
Separating Objective Function Coefficients 
0062) The calibration process of the present invention 
utilizes a representation of each of the objective function 
coefficients by two terms: (a) a first term indicating a relative 
weighting compared to other types of objective function 
coefficients (e.g. inventory holding vs. backordering) and (b) 
a second term defining a relative difference between objec 
tive function coefficients of the same type (e.g. backorder 
coefficients for one demand class VS. another demand class). 
The first term is based on attribute rules and the second term 
is based on preference rules. 
0063. In step 208, determined inputs (i.e., objective func 
tion coefficients) identified in step 204 are each separated 
into preference rule and attribute rule based portions to 
determine a set of calibration parameters. Examples of 
objective function coefficients separated into preference and 
attribute rule based portions include: 

PRC-PRC+Deltanae nae 

SUBC =SUBC-Delta. 
mna nna 

TC.ETC+Delta. 
naw maw 

INVC=INVC+Delta, na 

DMAX=DMAX--Delta. 

DMIN =DMIN+Delta 
Zau Zau 

BOC-BOC+Delta 
where the set {PRC, SUBC, TC, INVC, DMAX, DMIN, 
BOC is a set of attribute rule dependent parameters that are 
evaluated, for example, by the Analytic Hierarchy Process 
(AHP), and the Delta parameters are determined by the 
user-defined preference rules. The AHP is described in detail 
below. The Delta parameters are taken as inputs unchanged 
by the invention while the attribute rule dependent param 
eters are to be calculated by the calibration method of the 
present invention. Hereinafter, attribute rule dependent 
parameters are also referred to as attribute dependent param 
eters. In one embodiment, the number of parameters in the 
set of attribute dependent parameters is selected to be a 
minimal number sufficient to provide a solution to the 
optimization problem of the LP. 
AHP Hierarchy 
0064. The Analytic Hierarchy Process or AHP is a multi 
criteria decision-making framework that addresses measure 
ments of attributes, where each measurement is based on 
objective data or on user preferences. The AHP methodol 
ogy is described in Thomas L. Saaty, “Decision Making with 
the Analytic Hierarchy Process”, International Journal of 
Information Technology, Vol. 1, No. 1, 1995, pp. 33-52. The 
present inventions novel application of the AHP in the 
calibration process of FIG. 1 is described below. 
0065. In step 210, AHP attributes and an AHP hierarchy 
of the attributes are determined. The AHP attributes are 
decision-making attributes to be used as selection criteria for 
evaluating and ranking candidate LP solutions, as described 
below. In a Supply chain optimization context, decision 
making attributes include, for example, total number of 
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unsatisfied orders, total number of late orders, average 
number of days material sits in stock, and workload balance 
across multiple plants in the enterprise. The decision-mak 
ing attributes are further described below relative to FIG. 3 
and the evaluation and ranking of Solutions is described 
below relative to step 108 of FIG. 1. 
0066 FIG. 3 is a block diagram of an example of an AHP 
hierarchy determined in step 210 of FIG. 2. On the first (or 
top) level of hierarchy 300 is the overall goal 302 of 
choosing the best scenario (i.e., determining the set of 
objective function coefficients associated with an optimal 
solution of the LP that is most preferred by the user). On the 
second level of hierarchy 300 are decision-making attributes 
(or factors or criteria) 304, 306 that contribute to goal 302. 
As used herein, decision-making attributes are criteria that 
are to be used in pair-wise comparisons to facilitate ranking 
solutions of the LP via the decision-making framework 
provided by the AHP. Decision-making attributes are deter 
mined by one or more stakeholders (i.e., one or more parties 
interested in the outcome of the model), and are also referred 
to herein as stakeholder-defined attributes. In the production 
planning example depicted in FIG. 3, the second level 
attributes are based on inventory holding 304 and the 
number of late orders 306. 

0067. On the third level of hierarchy 300 are product 
groupings A and B 308, 310, which are also known as part 
number groupings. Part numbers are also indicated by 
certain subscripts of objective function coefficients defined 
above. Product groupings 308, 310 can be compared in 
terms of attributes 304,306 in the second level. That is, 
product groupings 308, 310 are pair-wise compared in terms 
of inventory holding 304 in a first comparison, and are also 
pair-wise compared in terms of the number of late orders 
306 in a second comparison. 
0068. On the fourth (or bottom) level of hierarchy 300 are 
three scenarios 312, 314, 316 (i.e., three candidate sets of 
objective function coefficients associated with specific pro 
duction plans), that can be compared in terms of attributes 
308, 310. 

0069. For each level of hierarchy 300 (except for top 
level), the elements (i.e., the attributes and the scenarios of 
the hierarchy) of each level are pair-wise compared accord 
ing to the AHP methodology to determine which element is 
more important in terms of the associated attribute or goal on 
the next higher level, and to determine how much more 
important that element is with respect to the associated 
attribute or goal on the next higher level. The order and 
degree of importance of the elements in pair-wise compari 
Sons are determined by, for example, indicated preferences 
of one or more stakeholders. The pair-wise comparisons 
generate relative weights (e.g., numerical values) of the 
attributes and scenarios of hierarchy 300, including relative 
weights of attributes 304 and 306, attributes 308 and 310, 
and the scenarios 312, 314, 316, where each attribute and 
each scenario is associated with a weight. The weights 
associated with the scenarios are independent of the value of 
the objective function of the LP being solved, and indicate 
the relative importance that stakeholders assign to each of 
the scenarios. 

0070 These pair-wise comparisons are utilized to facili 
tate the evaluation and ranking of scenarios 312, 314, 316 
via the methodology of the AHP, which also provides an 
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evaluation and ranking of the LP solutions associated with 
the scenarios, and a ranking of the sets of objective function 
coefficients associated with each solution. This evaluation 
and ranking of LP solutions is a novel application of the 
AHP. Again, details of the methodology of the AHP are 
provided in the Saaty publication cited above. 
Iterative Process for Calibration 

0071 Returning to FIG. 2, after the AHP attributes and 
AHP hierarchy are determined, the coefficient constraint 
determination process ends in step 212. After the process of 
FIG. 2 is completed, the method of FIG. 1 continues with 
step 103, in which an initialization scenario is generated. 
The initialization scenario is a scenario comprising initial 
tentative values of the objective function coefficients (i.e., an 
initial prevailing solution of the LP model). These initial 
objective function coefficients can be manually determined 
by, for example, a user of a computer system implementing 
the logic of FIG. 1. The manual process would involve 
intuition and trial-and-error calibration of the objective 
function to obtain an initial starting point based on the user's 
knowledge of the attributes and their perceived relative 
importance. 
0072. In step 104, multiple scenarios satisfying the pref 
erence and attribute rules are generated using the initializa 
tion scenario as a base. Each scenario is designed to test a 
unique set of objective function coefficient values for the LP 
model. Since the calibration process of FIG. 1 includes 
successive iterations (described below) that repeat steps 
starting at step 104, the term “initialization scenario' in step 
104 and Subsequent steps refers to an initialization scenario 
associated with the current iteration. In the first iteration, the 
initialization scenario of step 104 is generated in step 103. 
In iterations Subsequent to the first iteration, the initializa 
tion scenario of step 104 is generated in step 114, as 
described below. 

0073. To generate the set of scenarios in step 104, 
repeated sampling associated with each of the attribute 
dependent parameters is performed, with the sample space 
being limited by the constraints generated in step 102. The 
sampling is based on a sample space comprising, for 
instance, intervals that each include one of the attribute 
dependent parameters of the initialization scenario, where 
the number of intervals equals the number of objective 
function coefficients of the LP, and where the boundaries of 
the intervals are selected to conform with the constraints 
determined in step 102. 
0074 For example, if there are three attribute dependent 
parameters in the initialization scenario (i.e., A1, A2, A3, in 
decreasing order of their importance based on the attribute 
rules), three intervals are sampled, where each interval 
corresponds to one of the attribute dependent parameters. In 
this example, Sampling begins in the first interval, which is 
upper bounded by a maximum allowable value (e.g., based 
on the precision of the computer system implementing the 
logic of FIG. 1, or a user-specified upper bound) and lower 
bounded by the value of A2 (i.e., the attribute dependent 
parameter whose importance is closest to and less important 
than A1). Sampling similarly continues in the second inter 
val bounded by A1 and A3, and the third interval bounded 
by A2 and a minimum allowable value (e.g., based on the 
precision of the computer system implementing the logic of 
FIG. 1, or a user-specified lower bound). 
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0075. As one specific example of sampling the three 
intervals described above, the first and second intervals are 
each sampled twice, so that two attribute dependent param 
eter values are determined for each of the first and second 
intervals, and the third interval is sampled three times to 
determine three attribute dependent parameter values for 
that interval. By selecting one sampling-generated param 
eter value from each interval, the parameter values are 
combined in different ways to generate various scenarios. 
That is, each combination of parameter values corresponds 
to a set of objective function coefficients, which in turn, 
corresponds to a specific scenario. In this specific example, 
at most 12 Scenarios are possible based on the maximum 
number of combinations of the sampling-generated param 
eters (i.e., 2 parameters from first intervalx2 parameters 
from second intervalx3 parameters from third interval=12 
combinations). 
0076) Of course, it must be emphasized that the number 
of samples per interval and the resulting number of combi 
nations described above are provided merely as an example. 
The present invention contemplates other numbers of 
samples per interval, and any or all of the potential combi 
nations determined by the samples can be selected, as long 
as a plurality of scenarios is generated at Step 104. 

0077 Selecting the number, N, of sample scenarios gen 
erated in step 104 is a tradeoff between the computational 
effort to evaluate each scenario, and the value of considering 
a larger search space. That is, as N increases, the computa 
tional effort increases, but the search space also increases, 
thereby providing an LP solution which is likely to be 
perceived by the user as being a solution of higher quality. 
Further, it will be apparent to those skilled in the art that 
various sampling methodologies may be employed in step 
104 (e.g., random sampling over a uniform distribution, 
biased sampling, etc.). Still further, since initial iterations in 
the calibration process examine a broad range of possibili 
ties while the final iterations refine the desired area within 
the narrower intervals, some users will find it helpful to 
decrease interval sizes as the number of iterations increase. 

0078. In step 106, each of the scenarios generated in step 
104 is solved via an LP solution technique. Solving a 
scenario of an LP is defined as solving the LP given the set 
of objective function coefficient values of the scenario. The 
Solutions of the scenarios are provided by, for example, a 
commercial optimization Software package (e.g., CPLEX). 

0079. In step 108, the AHP is applied to evaluate and rank 
the scenario solutions determined in step 106. As described 
above, the AHP utilizes a hierarchy that relates one or more 
levels of stakeholder-defined attributes to the scenario solu 
tions on the bottom level of the hierarchy. Weights are 
assigned to the attributes and the solutions to indicate their 
relative importance in terms of the associated attribute on 
the next higher level of the hierarchy. The evaluation of step 
108 utilizes the weights to generate an aggregate value (e.g., 
a priority value) for each of the solutions input into the AHP. 
The solutions are ranked according to their respective AHP 
generated aggregate values. For example, if the aggregate 
value of a first solution is higher than the aggregate value of 
a second solution, then the first Solution is ranked higher 
than the second solution. The highest ranked solution deter 
mined by the ranking of step 108 is to be utilized in step 112, 
as described below. 
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0080. The solutions of step 106 and the ranking of the 
solutions in step 108 may indicate that a modification is 
needed in the relationships defined by the attribute rules. For 
example, if a solution indicates that the relative importance 
of BOC and PRC is different from its initial deter 
mination in step 102 the attribute rules are modified to 
express: PRC->BOCs instead of BOC-PRCne. 
This modification step is not shown in FIG. 1. As another 
example, the Delta values of the objective function coeffi 
cients defined above (e.g., BOC and PRC) can be 
modified in response to the finding of an infeasible solution. 

0081. If inquiry step 110 determines that the current 
iteration of the process of FIG. 1 is the first iteration, the 
process continues by repeating steps 104, 106 and 108 to 
generate a second set of scenarios, determine Solutions for 
the second set, and evaluate and rank the solutions of the 
second set. This loop in the logic of FIG. 1 provides the two 
initial sets of Scenario Solutions to be considered (i.e., a 
current set from the second iteration and a previous set from 
the first iteration), each having a highest ranked solution to 
be compared with each other. If inquiry step 110 determines 
that the current iteration of the FIG. 1 process is not the first 
iteration, the process continues at inquiry step 112. 

0082 Inquiry step 112 compares the highest ranked solu 
tion of the current iteration to the highest ranked solution of 
the previous iteration. The comparison in step 112 is based 
on the value of the objective function as determined by each 
of the solutions being compared. If inquiry step 112 deter 
mines that the highest ranked solution of step 108 for the 
current iteration is a sufficient improvement over the highest 
ranked solution of the previous iteration, then the search 
space for objective function coefficients is refined in step 
114, and Successively refined as step 114 is repeated in 
Subsequent iterations of the calibration process. As used 
herein, a first solution of a current iteration is a sufficient 
improvement over a second solution of a previous iteration 
if the second solution exceeds a sum of the first solution and 
a specified tolerance. Step 114 refines the search space by 
using the objective function coefficients of the highest 
ranked solution of the current iteration as a new initialization 
scenario for the next iteration. Further, the prevailing solu 
tion of the LP model is updated to be the highest ranked 
solution of the current iteration. The next iteration then 
begins with the refined search space as the process repeats 
beginning at the generation of additional scenarios at Step 
104. In an alternate embodiment, the sufficient improvement 
of step 112 can be based on an improvement of the evalu 
ation of step 108 from the previous iteration to the current 
iteration. 

0083) If inquiry step 112 determines that the highest 
ranked solution of the current iteration of step 108 is not a 
sufficient improvement over the highest ranked solution of 
the previous iteration (i.e., the improvement is less than or 
equal to the specified tolerance), then the objective function 
coefficients of the highest ranked solution of the current 
iteration are output as the solution of the LP in step 116 and 
the process of determining the objective function coeffi 
cients ends at step 118. In another embodiment, the objective 
function coefficients of the highest ranked solution of the 
previous iteration are output as the LP solution in step 116. 

0084. In one alternate embodiment, step 114 generates a 
refined search space for Successive iterations based on a 
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Subset of multiple scenarios whose solutions are ranked in 
step 108. For example, the top 10% of scenarios in terms of 
their step 108 rankings are used as multiple initialization 
scenarios in the next iteration, from which other scenarios 
are generated in step 104. 
0085. In another alternate embodiment, information 
resulting from the comparison of a Subset of Scenarios can 
be used to update constraints generated in step 102 and 
modify the generation of scenarios in step 104. For instance, 
the LP solutions in the subset are compared to identify how 
the solutions differ in terms of attribute dependent parameter 
values. As one example, a comparison of Solutions A and B 
indicate that A and B have the same total production, but A 
has fewer backorder periods than B, and B has fewer 
Substitution quantities than A. In this example, A is assumed 
to be the preferable solution. The conditions of this example 
indicate that the relative preference of BOC to SUBC (i.e. 
the ratio of BOC to SUBC) should increase. This preference 
information is used to update values associated with the 
attribute rules. 

0086. In still another alternate embodiment, after output 
ting objective function coefficients in step 116, the entire 
process can be repeated with a significantly different initial 
ization scenario for the first iteration, thereby facilitating a 
check that the step 116 coefficients represent a global 
optimum, rather than a local optimum. A global optimal 
solution would be indicated if the repeated process provides 
substantially the same objective function coefficients in step 
116 as the original process. 
Alternate Embodiment 

0087 FIG. 4 is a flow chart of logic for an alternate 
embodiment for determining objective function coefficients, 
in accordance with embodiments of the present invention. 
Unlike the preferred embodiment discussed above relative to 
FIG. 1, the alternate embodiment depicted in FIG. 4 is 
limited to determining objective function coefficients for 
linear programming models, such as the LP model shown in 
the LP Formulation section presented below. 
0088. In the alternate embodiment, each solution prefer 
ence can be represented as a linear inequality over the space 
of objective function coefficients. Specifically, the linear 
program variables are denoted by X, and the objective 
function coefficients are denoted by c, so that the total 
objective function value is X.cx, . With the assumption that 
the linear program is associated with a maximization prob 
lem, if x, and x, are two specific feasible solutions, so that 
X, and X, have specific numeric values, then a preference 
for X, over X, is represented by the following inequality: 

0089 Rearranging the terms, expression (1) becomes a 
linear inequality over the space of objective function coef 
ficients c, 

0090 For simplicity in processing, the linear inequality 
(2) can be replaced by X, (x, , )c, ee for a small enough 
value of ex0. 

0091. When multiple solution preferences have been 
determined utilizing the mathematical representation 
described above, a set of linear inequalities is provided over 
the space of N objective function coefficients, which 
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describe an N-dimensional cone in that space. Hereinafter, 
an N-dimensional cone is referred to simply as a cone. A 
minimal description of a cone can be calculated by, for 
example, the double description algorithm, which is 
described in Manfred Padberg, Linear Optimization and 
Extensions, Springer-Verlag, Berlin, 1995, section 7.4, pp. 
151-170. Further, cone-related mathematical techniques can 
determine if an additional linear inequality is forced by/re 
dundant with respect to a given cone by determining if the 
additional linear inequality is a non-negative linear combi 
nation of the minimal cone constraints, as guaranteed by the 
Farkas lemma. 

0092. Like the process of FIG. 1, the alternate embodi 
ment of FIG. 4 is a calibration process that successively 
refines tentative solutions of the LP to determine a final 
solution. The calibration process of FIG. 4 includes tracking 
of: (1) a tentative optimal solution of the LP used as a base 
point to generate alternate feasible solutions of the LP; (2) 
a current, tentative assignment of objective function coeffi 
cient values; and (3) a set of linear inequalities over the 
space of objective function coefficients that represent cur 
rently determined user preferences. The tracked set of linear 
inequalities determines a current cone (i.e., a cone that 
represents the current set of linear inequalities). 
0093. After the logic of the alternate embodiment begins 
at 400, initial tentative objective function coefficient values 
are obtained in 402 from, for example, a user of a computer 
system implementing the logic of FIG. 4 who manually 
determines the values, or from a set of objective function 
coefficient values determined by a previous invocation of the 
process of the alternate embodiment. In 404, the LP is solved 
to generate an initial tentative optimal Solution. In 406, a set 
of linear inequalities is initialized to the empty set. Step 408 
performs a single pivot of the basis of the tentative optimal 
solution as determined by the Simplex Algorithm. The pivot 
is performed in 408 to generate an alternate feasible solution 
of the LP. Preferably, the pivot is selected to generate an 
alternate feasible solution that is substantially close to the 
tentative optimal solution. Hereinafter, this preferable pivot 
selection technique is referred to simply as selecting a close 
pivot. For example, the pivot is chosen to minimize the 
decrease in the total value of the objective function, with 
respect to the tentative objective function coefficient values. 
Although selecting a close pivot has advantages that are 
described below, the alternate embodiment can use other 
criteria that selects an alternate feasible solution that is not 
close to the tentative optimal solution (i.e., selecting a 
remote pivot). 
0094 Based on the current set of linear inequalities, 
inquiry 410 determines if the alternate feasible solution 
generated in 408 is necessarily not better than the tentative 
optimal solution. The alternate feasible solution is necessar 
ily not better than the tentative optimal solution if a linear 
inequality representing the non-negativity of the difference 
computed by subtracting the alternate feasible solution 
objective function value from the tentative optimal solution 
objective function value is redundant with respect to the set 
of linear inequalities, which is initialized in 406 and updated 
in 414, as described below. Cone-related mathematical tech 
niques described above can be used to make the determi 
nation in 410. If the half-infinite line segment representing 
the difference between the tentative optimal solution and the 
alternate feasible solution lies within the cone representing 
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the current set of linear inequalities, then the alternate 
feasible solution is necessarily not better than the tentative 
optimal solution, there is no need to obtain a user preference 
regarding these two solutions, and the process of FIG. 4 
continues with 422, as described below. Otherwise, if the 
alternate feasible solution is possibly superior to the tenta 
tive optimal Solution (i.e., the half-infinite line segment 
described above lies outside the current cone), a preference 
between the tentative optimal solution and the alternate 
feasible solution is determined in 412 by, for example, 
querying a user interested in the outcome of the optimization 
problem being solved. 
0095 Generating, in 408, an alternate feasible solution 
that is substantially close to the tentative optimal solution 
facilitates the formulation of queries to elicit user prefer 
ences in Step 412 by allowing the queries to be easier to 
answer and more pertinent to the knowledge of the user 
(e.g., the user's business knowledge related to the optimi 
zation problem of the LP). Selecting close pivots in 408 also 
reduces the number of queries that are required in 412 
because additional queries for remote pivots are not pre 
sented to the user. Reducing the number of queries facilitates 
the efficient utilization of the user's available time. As one 
example, a preference in 412 can be determined by asking 
a user whether it is preferable to have two customers each 
receiving a shipment a day late, or one customer receiving 
a shipment three days late and the other customer receiving 
a shipment on time. The alternate embodiment of FIG. 4 
advantageously utilizes these kinds of queries, which can be 
answered based on the business acumen of users, to facilitate 
the generation of precise objective function coefficients, 
while avoiding requesting a user to directly provide a value 
for a coefficient. 

0096. In 414, the preference determined in 412 is 
expressed as a linear inequality over the space of objective 
function coefficients, which is added to the current set of 
linear inequalities. If inquiry 416 determines that the tenta 
tive optimal solution is preferred over the alternate feasible 
Solution, a portion of the process described above repeats, 
beginning at step 408. If inquiry 416 determines that the 
tentative optimal Solution is not preferred (i.e., the alternate 
feasible solution is preferred over the tentative optimal 
solution), then 418 recalculates the tentative objective func 
tion coefficient values to make the alternate feasible solution 
the new tentative optimal Solution, and to satisfy or maintain 
consistency with the current set of linear inequalities (i.e., 
the recalculated objective function coefficient values lie 
inside the current cone). The recalculation of 418 can be 
performed by, for example, an orthogonal projection of the 
previous tentative objective function coefficient values. A 
preference of the alternate feasible solution over the tenta 
tive optimal solution is determined if the alternate feasible 
Solution satisfies criteria specified by, for example, a user of 
a computer system implementing the calibration process of 
FIG. 4. In 420, an updated LP is re-solved so that the 
alternate feasible solution is the current tentative optimal 
solution. Following step 420, a portion of the process 
described above repeats starting at 408. 
0097. Returning to inquiry 410, if the alternate feasible 
Solution is necessarily inferior to the tentative optimal 
solution, induiry 422 checks to determine if all possible 
pivots for the current tentative optimal solution have already 
been performed. If 422 determines that all possible pivots 
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have not yet been performed, the process continues by 
repeating a portion of the process beginning at 408, thereby 
performing another possible pivot and generating another 
alternate feasible solution to be checked by inquiry 410. 
0.098 If 422 instead determines that all possible pivots 
have been performed for the current tentative optimal solu 
tion, then the current tentative optimal Solution is returned as 
the final optimal solution of the LP and the tentative objec 
tive function coefficients are returned as the final objective 
function coefficients of the LP. The set of linear inequalities 
over the space of objective function coefficients includes 
enough information to determine the final optimal Solution 
being returned in 424. After the final solution and final 
coefficients are returned, the alternate embodiment process 
ends at 426. 

0099 Under certain conditions, the calibration process of 
FIG. 4 can be accelerated. For example, if a plurality of 
preferences determined in 412 include a first subset of one 
or more preferences that need to be revised at a time in the 
future, and a second Subset of one or more preferences that 
do not require revising at that time, then the preferences that 
do not need revising can be used as the starting point for the 
set of linear inequalities (i.e., the cone) to accelerate the 
process of FIG. 4. If some preferences depend on specific 
business conditions that change over a particular time 
period, then other preferences that do not depend upon those 
specific business conditions can be used as the starting point 
for the cone, thereby accelerating the calibration process. 
Computing System for Determining Objective Function 
Coefficients 

0100 FIG.5 depicts a computer system for implementing 
the method of determining objective function coefficients of 
FIG. 1 and/or FIG. 4, in accordance with embodiments of 
the present invention. Computer system 500 suitably com 
prises a processor 502, a main memory 504, an operating 
system 506 included in main memory 504, memory con 
troller 508, and at least one input/output (I/O) interface 510. 
Processor 502, main memory 504, memory controller 508 
and I/O interface(s) 510 are interconnected via a system bus 
512. Main memory 504 also includes a computer program 
514 that includes an algorithm including objective function 
coefficient determination logic. In one embodiment, com 
puter program 514 includes an algorithm of the logic of FIG. 
1. In another embodiment, computer program 514 includes 
an algorithm of the logic of FIG. 4. 
0101 Processor 502 performs computation and control 
functions of computer system 500, and comprises a suitable 
central processing unit. Processor 502 may comprise a 
single integrated circuit, such as a microprocessor, or may 
comprise any suitable number of integrated circuit devices 
and/or circuit boards working in cooperation to accomplish 
the functions of a processor. Processor 502 suitably executes 
one or more computer programs, including computer pro 
gram 514, within main memory 504. In one embodiment, 
processor 502 executes an algorithm implementing the logic 
depicted in the flow chart of FIG. 1. I/O interfaces 510 may 
comprise any system for exchanging information from 
external sources such as external devices 516. External 
devices 516 may comprise conventional external devices 
including a display monitor, keyboard, mouse, printer, plot 
ter, facsimile, etc. Computer system 500 can be connected to 
one or more other computers via a communication interface 
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using an appropriate communication channel (not shown) 
Such as a modem communications path, a computer net 
work, or the like. The computer network (not shown) may 
include a local area network (LAN), a wide area network 
(WAN). Intranet, and/or the Internet. I/O interfaces 510 also 
allow computer system 500 to store and retrieve information 
(e.g., program instructions or data) from an auxiliary storage 
device 518, such as a non-volatile storage device, which can 
be, for example, a CD-ROM drive which receives a CD 
ROM disk (not shown). Computer system 500 can store and 
retrieve information from other auxiliary storage devices 
(not shown), which can include a direct access storage 
device (DASD) (e.g., hard disk or floppy diskette), a mag 
neto-optical disk drive, a tape drive, or a wireless commu 
nication device. Memory controller 508, through use of a 
processor (not shown) separate from processor 502, is 
responsible for moving requested information from main 
memory 504 and/or through I/O interfaces 510 to processor 
502. While for the purposes of explanation, memory con 
troller 508 is shown as a separate entity, those skilled in the 
art understand that, in practice, portions of the function 
provided by memory controller 508 may actually reside in 
the circuitry associated with processor 502, main memory 
504, and/or I/O interfaces 510. 
0102) It should be understood that main memory 504 will 
not necessarily contain all parts of all mechanisms shown. 
For example, portions of computer program 514 and oper 
ating system 506 may be loaded into an instruction cache 
(not shown) for processor 502 to execute, while other files 
may well be stored on magnetic or optical disk storage 
devices, such as storage device 518. In addition, although 
computer program 514 is shown to reside in the same 
memory location as operating system 506, it is to be 
understood that main memory 504 may consist of disparate 
memory locations. 
0103) A terminal interface of I/O interfaces 510 allows 
system administrators and computer programmers to com 
municate with computer system 500. Although computer 
system 500 depicted in FIG. 5 contains only a single main 
processor 502 and a single system bus 512, it should be 
understood that the present invention applies equally to 
computer systems having multiple processors and multiple 
system buses. Similarly, although system bus 512 is a typical 
hardwired, multidrop bus, any connection means that Sup 
ports bi-directional communication in a computer-related 
environment could be used. 

0104. A computer system 500 in accordance with the 
present invention is, for example, a personal computer. 
However, those skilled in the art will appreciate that the 
methods and apparatus of the present invention apply 
equally to any computer system, regardless of whether the 
computer system is a complicated multi-user computing 
apparatus or a single user device Such as a workstation. 
0105. Note that various modifications, additions, or dele 
tions may be made to computer system 500 illustrated in 
FIG. 5 within the scope of the present invention such as the 
addition of cache memory or other peripheral devices. FIG. 
5 is presented to simply illustrate some of the salient features 
of computer system 500. 

0106. It is important to note that while the present inven 
tion has been (and will continue to be) described in the 
context of a fully functional computer system, those skilled 
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in the art will appreciate that the mechanisms of the present 
invention are capable of being distributed as a program 
product in a variety of forms, and that the present invention 
applies equally regardless of the particular type of signal 
bearing media to actually carry out the distribution. 
Examples of signal bearing media include recordable type 
media such as floppy disks and CD-ROMs, and transmission 
type media Such as digital and analog communication links, 
including wireless communication links. 
0107 Thus, the present invention discloses a method for 
deploying or integrating computing infrastructure, compris 
ing integrating computer-readable code into computer sys 
tem 500, wherein the code in combination with computer 
system 500 is capable of performing a process of determin 
ing objective function coefficients. 
0108. The present invention can be included, for 
example, in an article of manufacture (e.g., one or more 
computer program products) having, for instance, computer 
usable media. This media has embodied therein, for 
instance, computer-readable program code means for pro 
viding and facilitating the capabilities of the present inven 
tion. The article of manufacture can be included as part of 
the computer system or sold separately. 
0109 Additionally, at least one program storage device 
readable by machine, tangibly embodying at least one pro 
gram of instructions executable by the machine, to perform 
the capabilities of the present invention, can be provided. 
0110. The flow diagrams depicted herein are provided by 
way of example. There may be variations to these diagrams 
or the steps (or operations) described herein without depart 
ing from the spirit of the invention. For instance, in certain 
cases, the steps may be performed in differing order, or steps 
may be added, deleted or modified. All of these variations 
are considered a part of the present invention as recited in 
the appended claims. 
0111. The above-described steps for implementing the 
present invention can be programmed in, for example, C or 
C++. It should be understood by those of ordinary skill in the 
art, however, that the invention is not limited to the above 
implementation and is independent of the computer/system 
architecture. Accordingly, the present invention may equally 
be implemented on varying computing platforms, program 
ming languages and operating systems, and also may be 
hardwired into a circuit or other computational component. 

0112 While embodiments of the present invention have 
been described herein for purposes of illustration, many 
modifications and changes will become apparent to those 
skilled in the art. Accordingly, the appended claims are 
intended to encompass all such modifications and changes as 
fall within the true spirit and scope of this invention. 
Definitions 

0113 A production planning linear program, such as the 
LP described in U.S. Pat. No. 5,971,585, determines deci 
sions including: production starts, material Substitutions, 
and shipments planned to customers, between manufactur 
ing and distribution locations, and from Vendor Suppliers. A 
linear program is composed of an objective function that 
defines a measure of the quality of a given Solution, and a set 
of linear constraints. Examples of the types of constraints 
used in production planning LP models include: 
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0114 (1) Material Balance Constraints, which describe 
the allowable flow of materials through the network of 
stocking points comprising the Supply chain. 
0115 (2) Capacity Constraints, which define the amount 
of capacity available for manufacturing activities. 
0116 (3) Inventory Constraints, which define the amount 
of inventory of a given part or group of parts that can be 
carried at a particular stocking point. 

0.117 (4) Backorder Conservation Constraints, which 
balance the quantity of a given part backordered in a given 
planning period with the quantity backordered in the previ 
ous planning period and the net of new demand and new 
shipments. 
0118 (5) Sourcing Constraints, which define target 
ranges (minimum and maximum) of shipments that should 
be made from a particular manufacturing location in the 
Supply chain. 
0119 (6) Lotsizing Constraints, which define a discrete 
set of quantities that a manufacturing production start may 
take. 

LP Formulation 

0.120. The entire LP formulation is provided below in a 
form familiar to those practiced in the art, and includes 
definitions of subscripts, objective function coefficients, 
constants, and decision variables, as well as LP equations. 
Definition of Subscripts 
0121) 
0122) 
0123) 
0.124 
0.125 Z group (which represents a family or collection 
of part numbers) 

0.126 e- process (a method of purchasing or manufac 
turing a material at a plant) 

j—time period 

m—material (part number) 
a plant location within the enterprise 
n—material being Substituted 

0.127 v receiving plant location 
0.128 k—demand center (i.e., customer location) (Note: 
the set of customer locations is mutually exclusive from 
the set of plant locations) 

0.129 q demand class which indicates relative priority 
0.130 w—resource capacity which could be a machine, 
labor hour, or other constraint 

0131 u—represents a consumer location which refers to 
an internal plant, external demand center, or to a generic 
indicator meaning any plant/or demand center 

Definition of Objective Function Coefficients 
I0132) PRC cost of releasing one piece of part m 

during period at plant a using process e 

0133) SUBC substitution cost per piece of part 
number n which is being substituted by part number m 
during period at plant a 

I0134) TCZ-transportation cost per piece of part 
number m leaving plant a during period which are 
destined for plant V 
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0135 INVC. inventory cost of holding one piece of ma. ry 9. p 
part number m at the end of period at a particular plant 
a 

0.136) DMAXC cost per piece of exceeding the 
maximum amount of shipments of group Z parts from 
plant a to consuming location(s) u during period 

0137) DMINC cost per piece of falling short of the 
minimum amount of shipments specified for group Z, parts 
from plant a to consuming location(s) u during period 

I0138) SUB2C substitution cost per piece of part 
number n which is being substituted by part number m 
during period j for shipments from plant a to satisfy 
demand at customer location k 

0139 BOC. —backorder cost of one piece of part mat imko p p 
the end of period for class q demand at customer location 
k 

Definition of Constants 

0140) DEMAND, demand requested during time 
period j for part number m at customer location k for 
demand class q 

0141) RECEIPT quantity of projected wip and pur 
chase order receipts for part number m expected to be 
received at plant a during time period 

0142) CAPACITY capacity of resource w available 
at plant a during period to support production starts 

0143 CAPREQae-capacity of resource w required 
for part number m at plant a for process e during period 
j 

0144) QTYPER quantity of component m needed 
per part number n during period at plant a using process 
e 

(0145) YIELD, output of part number m per piece 
released or started at plant a during time period using 
process e 

0146) SUBQTY quantity of part number m 
required to Substitute for one piece of part number n at 
plant a during time period 

0147 MAXPCT maximum percentage of total ship 
ments of group Z (collection of parts) leaving Supplier a 
during period to Support consumption at consuming 
location(s) u 

0148) MINPCT minimum percentage of total ship 
ments of group Z (collection of parts) leaving Supplier a 
during period to Support consumption at consuming 
location(s) u 

0149 CT. cycle time: the number of periods 
between the release and completion of part m jobs for 
releases made using process e at plant a during time 
period 

0150 TT transport time for part number m from 
plant a to plant V 

Definition of LP Decision Variables 

0151. In Inventory at the end of period for part 
number m at a particular plant a 
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0152 Pi—Production starts of part m during periodjat male 
plant a using process e 

0153 Li Quantity of part number n which is being mna 

Substituted by part number m during period at plant a 

0154 Ti Internal shipments of part number m leav maw 

ing plant a during period which are destined for plant V 

O155 Fa Shipments of part number m leaving plant 
a during period and satisfying class q demand at external 
customer k 

0156 B. Back orders of part m at the end of period imko 
for class q demand at customer location k 

0157 H. Total shipments of group Z (Z is a “collec 
tion of parts) leaving Suppliers during period to Support 
consumption at consuming location(s) u 

0158 S. Amount by which total shipments of parts Zau 

in Z from planta to consuming location(s) u during period 
exceeds the maximum amount specified as desired in the 
Sourcing rules 

0159) G. Amount by which total shipments of group 
Z parts from plant a to consuming location(s) u during 
period falls short of the minimum amount specified as 
desired in the Sourcing rules 

(0160 Ye Quantity of part number n which is being 
Substituted by part number m during period j for ship 
ments from plant a to satisfy class q demand at customer 
location k 

LP Equations 

Objective Function: 
Minimize: 

X. X. X. X. PRCnae Pinae + X. X. X. X. SUBCinna Linna + 
i in a e i in in a 

X. X. X. X. TCinay Timay + X. X. X. INVCinalina + 
i in a v i in a 

XXXX DMAXCat San XXXXDMINCai Gia + 
i z c it i z c it 

XXX XXX SUB2Cima Yinna + XXXX BOCng Bing 
i in in a q k i in k q 

Subject to: 

Sourcing Constraints 

His = |- -- X. t 
i 6. g 
&2. 

y |- +X t- - Sias MAXPCT. H. 
i g 
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-continued 

|- -- X. Finaug 
g 

i 
Sz 

-- Gigau st MINPCTH, 

Capacity Constraints 

XX CAPREQ, Pines CAPACITYaw 
in a 

Backorder Constraints: 

Bink = B-1)nk + DEMANDink - X. X. imagk X. Finaka 
6. 

Material Balance Constraints: 

ling = I_1 + RECEIPTina + X. XYIELDnies Pine + 
e 

X. Lima + X. X. 

XX Finaka - XXXY mala - 
k q in k q 

Tina-XSUBQTY Lima-X, Tina - 

X XQTYPER, Pine 
stra e 
is a 

component 
of n 

Non-Negativity Constraints 

All X, e0, where X is a generic decision variable and 
i,j etc. represent generic Subscripts. 

What is claimed is: 
1. A method of determining a plurality of coefficients of 

an objective function of a mathematical programming model 
in a computing environment, said method comprising: 

identifying a plurality of attributes of said model; 
determining a first set of coefficient values as initially 

representing said plurality of coefficients, said first set 
determining a first Solution of said model, wherein said 
determining said first set employs a specified ranking of 
the attributes of said plurality of attributes; 

initializing a prevailing solution to said first solution; 
generating one or more sets of coefficient values deter 

mining a corresponding one or more solutions of said 
model in addition to said prevailing solution; 

evaluating said one or more solutions to provide a ranking 
of said one or more solutions, said ranking of said one 
or more solutions dependent upon said plurality of 
attributes, wherein said ranking of said one or more 
Solutions is employed to select a second solution of said 
one or more solutions; and 

setting said prevailing Solution to said second solution if 
said second solution exceeds a sum of said prevailing 
Solution and a specified tolerance. 
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2. The method of claim 1, further comprising: 
replacing said first set of coefficient values with a second 

set of coefficient values, wherein said second set deter 
mines said second solution, and said prevailing Solution 
is set to said second Solution via said setting; and 

repeating said generating, said evaluating, said setting, 
and said replacing until said second solution does not 
exceed said Sum of said prevailing Solution and said 
specified tolerance, 

wherein, responsive to ending said repeating, said first set 
of coefficient values represents said plurality of coef 
ficients. 

3. The method of claim 1, wherein said evaluating com 
prises: 

arranging said plurality of attributes and one or more 
scenarios in a hierarchy to be utilized in the Analytic 
Hierarchy Process (AHP), wherein each scenario of 
said one or more scenarios is a set of coefficient values 
determining a solution of said one or more solutions; 

generating a plurality of weights via the AHP, wherein 
each weight of said plurality of weights is associated 
with an attribute of said plurality of attributes; 

generating one or more weights via the AHP, wherein 
each weight of said one or more weights is associated 
with a scenario of said one or more scenarios; and 

ranking said plurality of Scenarios via the AHP utilizing 
said hierarchy, said plurality of weights and said one or 
more weights. 

4. The method of claim 1, further comprising: 
identifying, for each coefficient of said plurality of coef 

ficients, a type of a plurality of types; 

determining a first set of rules that order said plurality of 
types; 

determining a second set of rules, each rule of said second 
set indicating a preference of a first coefficient of said 
plurality of coefficients over a second coefficient of said 
plurality of coefficients, wherein said first coefficient 
and said second coefficient are associated with a single 
type of said plurality of types; and 

representing each coefficient of said plurality of coeffi 
cients as a sum of a first parameter of a first plurality of 
parameters dependent upon said first set of rules and a 
second parameter of a second plurality of parameters 
dependent upon said second set of rules. 

5. The method of claim 4, wherein said first plurality of 
parameters are provided values initially by said determining 
said first set of coefficient values, and are provided updated 
values during said generating, and wherein said second 
plurality of parameters are provided values initially by said 
determining said first set of coefficient values, and are 
unchanged thereafter. 

6. The method of claim 4, further comprising modifying, 
responsive to said evaluating, at least one of said first set of 
rules and said second set of rules. 

7. The method of claim 1, wherein said model is a linear 
programming model, said generating comprising pivoting, 
by the Simplex Algorithm, said prevailing solution to gen 
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erate an alternate Solution, said pivoting performing a pivot 
of a plurality of potential pivots associated with said pre 
Vailing solution. 

8. The method of claim 7, wherein said evaluating com 
prises: 

receiving a preference between said prevailing Solution 
and said alternate solution; 

representing said preference as a linear inequality; 
adding said linear inequality to a set of linear inequalities; 

and 

Selecting, while satisfying said set of linear inequalities, 
said alternate solution to be said second solution, if said 
preference indicates that said alternate solution satisfies 
specified criteria. 

9. The method of claim 8, further comprising: 
repeating said pivoting while said linear inequality is 

redundant with respect to said set of linear inequalities, 
and while at least one pivot of said plurality of potential 
pivots remains unperformed by said pivoting. 

10. The method of claim 9, further comprising: 
associating a second set of coefficient values with said 

plurality of coefficients responsive to said repeating 
ending after said plurality of potential pivots associated 
with said prevailing solution are performed by said 
pivoting and said repeating, wherein said second set 
determines said second solution. 

11. A system for determining a plurality of coefficients of 
an objective function of a mathematical programming model 
in a computing environment, said system comprising: 

means for identifying a plurality of attributes of said 
model; 

means for determining a first set of coefficient values as 
initially representing said plurality of coefficients, said 
first set determining a first solution of said model, 
wherein said determining said first set employs a speci 
fied ranking of the attributes of said plurality of 
attributes; 

means for initializing a prevailing solution to said first 
Solution; 

means for generating one or more sets of coefficient 
values determining a corresponding one or more solu 
tions of said model in addition to said prevailing 
Solution; 

means for evaluating said one or more solutions to 
provide a ranking of said one or more solutions, said 
ranking of said one or more solutions dependent upon 
said plurality of attributes, wherein said ranking of said 
one or more solutions is employed to select a second 
Solution of said one or more solutions; and 

means for setting said prevailing solution to said second 
Solution if said second solution exceeds a Sum of said 
prevailing solution and a specified tolerance. 

12. The system of claim 11, further comprising: 
means for replacing said first set of coefficient values with 

a second set of coefficient values, wherein said second 
set determines said second solution, and said prevailing 
Solution is set to said second solution via said setting: 
and 
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means for repeating said generating, said evaluating, said 
setting, and said replacing until said second solution 
does not exceed said Sum of said prevailing solution 
and said specified tolerance, 

wherein, responsive to ending said repeating, said first set 
of coefficient values represents said plurality of coef 
ficients. 

13. The system of claim 11, wherein said means for 
evaluating comprises: 

means for arranging said plurality of attributes and one or 
more scenarios in a hierarchy to be utilized in the 
Analytic Hierarchy Process (AHP), wherein each sce 
nario of said one or more scenarios is a set of coefficient 
values determining a solution of said one or more 
Solutions; 

means for generating a plurality of weights via the AHP. 
wherein each weight of said plurality of weights is 
associated with an attribute of said plurality of 
attributes; 

means for generating one or more weights via the AHP. 
wherein each weight of said one or more weights is 
associated with a scenario of said one or more sce 
narios; and 

means for ranking said plurality of scenarios via the AHP 
utilizing said hierarchy, said plurality of weights and 
said one or more weights. 

14. The system of claim 11, further comprising: 

means for identifying, for each coefficient of said plurality 
of coefficients, a type of a plurality of types; 

means for determining a first set of rules that order said 
plurality of types: 

means for determining a second set of rules, each rule of 
said second set indicating a preference of a first coef 
ficient of said plurality of coefficients over a second 
coefficient of said plurality of coefficients, wherein said 
first coefficient and said second coefficient are associ 
ated with a single type of said plurality of types; and 

means for representing each coefficient of said plurality of 
coefficients as a sum of a first parameter of a first 
plurality of parameters dependent upon said first set of 
rules and a second parameter of a second plurality of 
parameters dependent upon said second set of rules. 

15. The system of claim 14, wherein said first plurality of 
parameters are provided values initially by said determining 
said first set of coefficient values, and are provided updated 
values during said generating, and wherein said second 
plurality of parameters are provided values initially by said 
determining said first set of coefficient values, and are 
unchanged thereafter. 

16. The system of claim 14, further comprising modify 
ing, responsive to said evaluating, at least one of said first set 
of rules and said second set of rules. 

17. The system of claim 11, wherein said model is a linear 
programming model, said means for generating comprising 
means for pivoting, by the Simplex Algorithm, said prevail 
ing Solution to generate an alternate Solution, said pivoting 
performing a pivot of a plurality of potential pivots associ 
ated with said prevailing Solution. 
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18. The system of claim 17, wherein said means for 
evaluating comprises: 

means for receiving a preference between said prevailing 
Solution and said alternate solution; 

means for representing said preference as a linear inequal 
ity; 

means for adding said linear inequality to a set of linear 
inequalities; and 

means for selecting, while satisfying said set of linear 
inequalities, said alternate solution to be said second 
Solution, if said preference indicates that said alternate 
Solution satisfies specified criteria. 

19. The system of claim 18, further comprising: 
means for repeating said pivoting while said linear 

inequality is redundant with respect to said set of linear 
inequalities, and while at least one pivot of said plu 
rality of potential pivots remains unperformed by said 
pivoting. 

20. The system of claim 19, further comprising: 
means for associating a second set of coefficient values 

with said plurality of coefficients responsive to said 
repeating ending after said plurality of potential pivots 
associated with said prevailing solution are performed 
by said pivoting and said repeating, wherein said sec 
ond set determines said second solution. 

21. At least one program storage device readable by a 
machine, tangibly embodying at least one program of 
instructions executable by the machine to perform a method 
of determining a plurality of coefficients of an objective 
function of a mathematical programming model in a com 
puting environment, said method comprising: 

identifying a plurality of attributes of said model; 

determining a first set of coefficient values as initially 
representing said plurality of coefficients, said first set 
determining a first Solution of said model, wherein said 
determining said first set employs a specified ranking of 
the attributes of said plurality of attributes; 

initializing a prevailing solution to said first solution; 

generating one or more sets of coefficient values deter 
mining a corresponding one or more solutions of said 
model in addition to said prevailing solution; 

evaluating said one or more solutions to provide a ranking 
of said one or more solutions, said ranking of said one 
or more solutions dependent upon said plurality of 
attributes, wherein said ranking of said one or more 
Solutions is employed to select a second solution of said 
one or more solutions; and 

setting said prevailing Solution to said second solution if 
said second solution exceeds a sum of said prevailing 
Solution and a specified tolerance. 

22. The at least one program storage device of claim 21, 
said method further comprising: 

replacing said first set of coefficient values with a second 
set of coefficient values, wherein said second set deter 
mines said second solution, and said prevailing Solution 
is set to said second solution via said setting; and 
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repeating said generating, said evaluating, said setting, 
and said replacing until said second solution does not 
exceed said Sum of said prevailing Solution and said 
specified tolerance, wherein, responsive to ending said 
repeating, said first set of coefficient values represents 
said plurality of coefficients. 

23. The at least one program storage device of claim 21, 
wherein said evaluating comprises: 

arranging said plurality of attributes and one or more 
scenarios in a hierarchy to be utilized in the Analytic 
Hierarchy Process (AHP), wherein each scenario of 
said one or more scenarios is a set of coefficient values 
determining a solution of said one or more solutions; 

generating a plurality of weights via the AHP, wherein 
each weight of said plurality of weights is associated 
with an attribute of said plurality of attributes; 

generating one or more weights via the AHP, wherein 
each weight of said one or more weights is associated 
with a scenario of said one or more scenarios; and 

ranking said plurality of Scenarios via the AHP utilizing 
said hierarchy, said plurality of weights and said one or 
more weights. 

24. The at least one program storage device of claim 21, 
said method further comprising: 

identifying, for each coefficient of said plurality of coef 
ficients, a type of a plurality of types; 

determining a first set of rules that order said plurality of 
types; 

determining a second set of rules, each rule of said second 
set indicating a preference of a first coefficient of said 
plurality of coefficients over a second coefficient of said 
plurality of coefficients, wherein said first coefficient 
and said second coefficient are associated with a single 
type of said plurality of types; and 

representing each coefficient of said plurality of coeffi 
cients as a sum of a first parameter of a first plurality of 
parameters dependent upon said first set of rules and a 
second parameter of a second plurality of parameters 
dependent upon said second set of rules. 

25. The at least one program storage device of claim 24, 
wherein said first plurality of parameters are provided values 
initially by said determining said first set of coefficient 
values, and are provided updated values during said gener 
ating, and wherein said second plurality of parameters are 
provided values initially by said determining said first set of 
coefficient values, and are unchanged thereafter. 

26. The at least one program storage device of claim 24, 
said method further comprising modifying, responsive to 
said evaluating, at least one of said first set of rules and said 
second set of rules. 

27. The at least one program storage device of claim 21, 
wherein said model is a linear programming model, said 
generating comprising pivoting, by the Simplex Algorithm, 
said prevailing solution to generate an alternate solution, 
said pivoting performing a pivot of a plurality of potential 
pivots associated with said prevailing solution. 
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28. The at least one program storage device of claim 27, 
wherein said evaluating comprises: 

receiving a preference between said prevailing Solution 
and said alternate solution; 

representing said preference as a linear inequality; 
adding said linear inequality to a set of linear inequalities; 

and 

Selecting, while satisfying said set of linear inequalities, 
said alternate solution to be said second solution, if said 
preference indicates that said alternate solution satisfies 
specified criteria. 

29. The at least one program storage device of claim 28, 
said method further comprising: 

repeating said pivoting while said linear inequality is 
redundant with respect to said set of linear inequalities, 
and while at least one pivot of said plurality of potential 
pivots remains unperformed by said pivoting. 

30. The at least one program storage device of claim 29, 
said method further comprising: 

associating a second set of coefficient values with said 
plurality of coefficients responsive to said repeating 
ending after said plurality of potential pivots associated 
with said prevailing solution are performed by said 
pivoting and said repeating, wherein said second set 
determines said second solution. 

31. A method for deploying computing infrastructure, 
comprising integrating computer-readable code into a com 
puting system, wherein the code in combination with the 
computing system is capable of performing a process of 
determining a plurality of coefficients of an objective func 
tion of a mathematical programming model in a computing 
environment, said process comprising: 

identifying a plurality of attributes of said model; 
determining a first set of coefficient values as initially 

representing said plurality of coefficients, said first set 
determining a first Solution of said model, wherein said 
determining said first set employs a specified ranking of 
the attributes of said plurality of attributes; 

initializing a prevailing solution to said first solution; 

generating one or more sets of coefficient values deter 
mining a corresponding one or more solutions of said 
model in addition to said prevailing solution; 

evaluating said one or more solutions to provide a ranking 
of said one or more solutions, said ranking of said one 
or more solutions dependent upon said plurality of 
attributes, wherein said ranking of said one or more 
Solutions is employed to select a second solution of said 
one or more solutions; and 

setting said prevailing Solution to said second solution if 
said second solution exceeds a sum of said prevailing 
Solution and a specified tolerance. 

32. The method of claim 31, wherein said process further 
comprises: 

replacing said first set of coefficient values with a second 
set of coefficient values, wherein said second set deter 
mines said second solution, and said prevailing Solution 
is set to said second solution via said setting; and 
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repeating said generating, said evaluating, said setting, 
and said replacing until said second solution does not 
exceed said Sum of said prevailing Solution and said 
specified tolerance, 

wherein, responsive to ending said repeating, said first set 
of coefficient values represents said plurality of coef 
ficients. 

33. The method of claim 31, wherein said evaluating 
comprises: 

arranging said plurality of attributes and one or more 
scenarios in a hierarchy to be utilized in the Analytic 
Hierarchy Process (AHP), wherein each scenario of 
said one or more scenarios is a set of coefficient values 
determining a solution of said one or more solutions; 

generating a plurality of weights via the AHP, wherein 
each weight of said plurality of weights is associated 
with an attribute of said plurality of attributes gener 
ating one or more weights via the AHP, wherein each 
weight of said one or more weights is associated with 
a scenario of said one or more scenarios; and 

ranking said plurality of Scenarios via the AHP utilizing 
said hierarchy, said plurality of weights and said one or 
more weights. 

34. The method of claim 31, wherein said process further 
comprises: 

identifying, for each coefficient of said plurality of coef 
ficients, a type of a plurality of types; 

determining a first set of rules that order said plurality of 
types; 

determining a second set of rules, each rule of said second 
set indicating a preference of a first coefficient of said 
plurality of coefficients over a second coefficient of said 
plurality of coefficients, wherein said first coefficient 
and said second coefficient are associated with a single 
type of said plurality of types; and 

representing each coefficient of said plurality of coeffi 
cients as a sum of a first parameter of a first plurality of 
parameters dependent upon said first set of rules and a 
second parameter of a second plurality of parameters 
dependent upon said second set of rules. 

35. The method of claim 34, wherein said first plurality of 
parameters are provided values initially by said determining 
said first set of coefficient values, and are provided updated 
values during said generating, and wherein said second 
plurality of parameters are provided values initially by said 
determining said first set of coefficient values, and are 
unchanged thereafter. 

36. The method of claim 34, wherein said process further 
comprises modifying, responsive to said evaluating, at least 
one of said first set of rules and said second set of rules. 

37. The method of claim 31, wherein said model is a 
linear programming model, said generating comprising piv 
oting, by the Simplex Algorithm, said prevailing Solution to 
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generate an alternate solution, said pivoting performing a 
pivot of a plurality of potential pivots associated with said 
prevailing solution. 

38. The method of claim 37, wherein said evaluating 
comprises: 

receiving a preference between said prevailing Solution 
and said alternate solution; 

representing said preference as a linear inequality; 

adding said linear inequality to a set of linear inequalities; 
and 

Selecting, while satisfying said set of linear inequalities, 
said alternate solution to be said second solution, if said 
preference indicates that said alternate solution satisfies 
specified criteria. 
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39. The method of claim 38, wherein said process further 
comprises: 

repeating said pivoting while said linear inequality is 
redundant with respect to said set of linear inequalities, 
and while at least one pivot of said plurality of potential 
pivots remains unperformed by said pivoting. 

40. The method of claim 39, wherein said process further 
comprises: 

associating a second set of coefficient values with said 
plurality of coefficients responsive to said repeating 
ending after said plurality of potential pivots associated 
with said prevailing Solution are performed by said 
pivoting and said repeating, wherein said second set 
determines said second solution. 


