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VARIABLE-WIDTH MEMORY MODULE AND BUFFER

FIELD OF THE INVENTION

[0001] This relates to memory system architectures and the memory modules used in

memory systems.
BACKGROUND OF THE INVENTION

[0002] Traditional module-based memory systems are configured in a multi-drop
topology in which multiple memory modules are electrically connected to the same set of
signaling wires. Unfortunately, multi-drop topologies suffer from limitations in signaling
speeds due to reflections from each of the transmission line stubs created by the module
interconnections, as well as the increasing capacitive load as each module is added to the

System.

[0003] Point-to-point signaling topologies generally enable higher signaling rates than
multi-drop arrangements and are increasingly employed between memory controller and
memory modules in high-performance memory systems. Capacity-expansion (i.c., adding
memory modules) in such memory systems is a challenge, however, as each added memory
module typically requires an additional dedicated set of point-to-point links, which are a
resource proliferation that sets a practical limit on the number of supportable memory

modules.

[0004] In some cases (e.g., with fully-buffered dual inline memory-modules (FB-
DIMMs)), each module is daisy-chained to the next in order to maintain point-to-point
signaling. In these arrangements, data is received on a module from one point-to-point link
and then repeated to the next module on the chain through another point-to-point link. In this
manner, the point-to-point signaling is maintained without a large quantity of signaling links
at the memory controller. However, an expense is incurred in the form of much higher
latency, which is a performance penalty that worsens with each module added to the system

due to the increasing number of “hops” required to reach the furthest memory module.

[0005] In newly developed dynamic point-to-point systems, storage-capacity upgrades
are enabled without undue proliferation of signaling links by permitting a memory controller
to connect to either 1) a single memory module via an N-bit wide point-to-point signaling

path, or ii) multiple (M) memory modules via respective N/M-bit wide point-to-point
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signaling paths. As an example of this approach, an N-bit wide point-to-point signaling path
initially dedicated to a single memory module may be subdivided into multiple smaller point-
to-point signaling paths as memory modules are added, with each of the smaller

paths dedicated to a respective memory module and with the individual data I/0O width for
cach memory device on a given module being configured to have an effective width
according to the number of point-to-point links allocated to the module. For example, in a
single module configuration, N signaling links may be distributed to X memory devices on
the module with the interface width for each memory set to N/X. When that same system is
expanded to support two memory modules (i.e., M=2), N/2 signaling links are dedicated to
each memory module, with the interface width for each memory device set to (N/2)/X, or half

the width of the single-module configuration.

[0006] Unfortunately, while specialized memory devices having such selectable
interface widths have been developed, more prevalent conventional memory devices have
fixed widths and thus are generally limited to use in conventional multi-drop memory

systems or point-to-point systems that do not have dynamic point-to-point expansibility.

BRIEF DESCRIPTION OF THE DRAWINGS
[0007] In the following Detailed Description:
[0008] FIG. 1 is a block diagram of an illustrative embodiment of a memory system,;

[0009] FIG. 2 is a block diagram of an illustrative embodiment of a buffer memory used

in the memory system of FIG. 1;

[0010] FIG. 3 is a flowchart of an illustrative embodiment of a polling process that may

be used in the memory system;

[0011] FIG. 4 is a block diagram of an illustrative embodiment of an element of the

buffer memory of FIG. 2; and

[0012] FIG. 5 is a flowchart of an illustrative embodiment of a method of operating the
memory system of FIG. 1.
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DETAILED DESCRIPTION

[0013] U.S. Provisional patent application 61/019, 533, filed January 7, 2008, is hereby

incorporated by reference in its entirety.

[0014] Methods and apparatuses are disclosed below in various embodiments for
supporting adjustable data width while using standard memory technology having a fixed
data width. For example, in one embodiment, a buffer integrated circuit (IC) having a
configurable-width module-interface and one or more fixed-width memory-device interfaces
is deployed on a memory module. The configurable-width module-interface is coupled, via
signal traces or other conductive structures, to a connector interface of the memory module
and thus enables the memory module to transmit and receive data via a configurable number
of signaling lines. Each of the one or more fixed-width memory device interfaces is coupled
to a respective fixed-width memory device (or group of fixed-width memory devices), and
multiplexing circuitry within the buffer IC steers data flowing into the memory module to
appropriate memory devices, serializing or deserializing such data according to the number of
recipient memory devices and the signaling link ratio between the module interface and the
device interfaces. The multiplexing circuitry performs a converse serializing/deserializing
operation between the module interface and device interfaces for data flowing out of the

memory module.

[0015] FIG. 1 is a schematic illustration of an embodiment of memory system 100
having memory modules that support configurable (adjustable) data widths despite being
populated with fixed-width memory devices. System 100 comprises a memory controller

110 and first and second memory modules 120, 160, each of which is mountable in a
connector/socket interface 130, 170. Each memory module comprises several integrated
circuits that include a buffer 140 and a plurality M of fixed-width memory devices 150
connected to the buffer by signal lines 145. The fixed-width memory devices 150 may
include, for example and without limitation, DRAMS, SRAMS, SDRAMS, Flash RAM
and/or ROMS. A plurality of signal lines or traces 112, 114 and 116 extend between memory
controller 110 and connector/socket interfaces 130, 170. More specifically, a first set of N
data lines 112 extends to first electrical connector 130, a second set of N data lines 114
extends to second clectrical connector 170, and a third set of N data lines 116 extends
between connectors 130 and 170. In addition to the N data lines, a set of K command/address
(C/A) lines 118 extends in a bus topology between memory controller 110 and

connector/socket interfaces 130, 170.
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[0016] In the single-module configuration, a continuity module (not shown) is inserted
into connector 170 in licu of memory module 160. The continuity module connects respective
data lines within the set of data lines 114 with corresponding data lines within the set of data
lines 116. By this arrangement, data line sets 114 and 116 are electrically connected to form a
composite set of data lines (not shown) with each set of data lines constituting a segment of
the composite set. Data line set 112 and the composite set of data lines thus form,
collectively, a 2N-bit wide point-to-point data path between the memory controller 110 and
memory module 120. In a dual-module configuration, controller 110 communicates with
module 120 via lines 112 and with module 160 via lines 114; the third set of data lines 116 is
not used. Thus, 2N data lines are coupled between the memory controller 110 and a single
memory module 120 in the single-module configuration, and respective sets of N data lines
(112 and 114) are coupled between the memory controller and memory modules 120 and

160 in the dual-module configuration (i.e., N data lines coupled to each memory module).

[0017] In some embodiments, signal line sets 112, 114, 116 may include both data lines
and command/address lines. In the single-module configuration of this embodiment, both the
data path width and the command/address path width are doubled. Also, in some
embodiments, the command/address lines may be multiplexed with command and address
information, or dedicated command and address paths may be formed by respective sets of
lines therein. Further, commands, addresses or both may be multiplexed onto the data lines

so that no separate command and/or address path is needed.

[0018] A major function of buffers 140 in memory modules 120 and 160 is to perform
data-width translation that allows modules 120 and 160 to vary the effective width of the
memory interfaces that connect to controller 110 without varying the width of the memory
interfaces that extend between the buffers 140 and associated fixed-width memory devices
150. Memory system 100 thus supports single and dual-module point-to-point memory

configurations that each make use of both sets of lines 112 and 114 from controller 110.

[0019] FIG. 2 schematically depicts in block diagram form an embodiment of buffer 140
that performs bidirectional data width translation. Buffer 140 comprises a primary physical
layer interface circuit (primary PHY') 210 for coupling to the memory controller 110

(Figure 1), a secondary physical layer interface circuit (secondary PHY) 220 for coupling to
the memory devices 150 (Figure 1), a command decoder 230, an address translator 240, a
data path 250, a data path translator 260, and an internal memory 270. Buffer 140 may

include additional elements to perform other buffering functions, but such elements are not
4
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illustrated because they are not needed to understand the operation of the present invention.
Preferably, buffer 140 supports a wide variety of memory technologies including, but limited

to, DDR, DDR2, DDR3, GDDR.

[0020] Primary interface circuit 210 includes a variable-width primary data port 212, a
primary command and address (C/A) port 214 and a primary configuration memory 216.
Primary data port 212 is connected to the data lines (e.g., data lines 112, 114 and 116) that
connect to memory controller 110; and C/A port is connected to the C/A lines 118.
Secondary physical layer interface circuit 220 includes M secondary data ports 222, a
secondary C/A port 224, and a secondary configuration memory 226. Each secondary data
port 222 is connected by a dedicated bus to a unique memory device 150 on the module 120
or 160 and the secondary C/A port 224 is connected by a single bus to each and every
memory device 150 to which the secondary data ports 222 are connected. In an alternative
embodiment, multiple secondary C/A ports 224 can be provided with each secondary C/A
ports 224 connected to a different memory device 150 or to a different group of memory

devices 150.

[0021] Primary configuration memory 216 stores one or more bits indicating the number
of data lines that have been made available to the memory module for the transmission of
data. For example, for the case where the memory system has only single-module and dual
module configurations, a single-bit value can be stored in memory 216 and set to a logic ‘1’
state to indicate that 2N data lines are available (single-module configuration) and to a logic
‘0’ state to indicate that N data lines are available (dual module configuration). Where the
memory system has more than two module configurations, multiple bit values are stored in
memory 216. Secondary configuration memory 226 stores sufficient bits to indicate the
number of data ports 222 and their data widths. If the data width at each port is the same, this

need only be indicated once.

[0022] Preferably, both the primary configuration memory 216 and the secondary
configuration memory 226 are programmable so that the buffer can support a variety of types
and numbers of memory devices. Thus, the secondary configuration memory 226 might be
programmed at the time the memory module was produced to indicate the number of memory
devices connected to the secondary data ports and the data width of each port. Such
production progammability can be provided by a memory that uses fusible circuits or other

one-time-programmable circuits.
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[0023] To permit the user of the memory modules 120 and 160 to incorporate the
memory modules in a variety of memory systems, the primary configuration memory 216
preferably is user programmable at least at the time the memory system is assembled. Such
user programmability can also be provided by a primary configuration memory 216 that uses

fusible circuits or other one-time-programmable circuits.

[0024] Advantageously, the primary configuration memory 216 is also programmable
during run-time. For example, during power-up of memory system 100, memory controller
110 might poll the system to determine the number of memory modules 120 and 160 that are
connected. When the number has been determined, the memory controller 110 then writes
that number into the primary configuration memory 216 of each memory module 120 and

160 to which it is connected.

[0025] FIG. 3 is a flowchart depicting an illustrative polling process. At step 310, the
memory controller 110 sends a message via one of the command/address lines 118 to all
memory modules 120 and 160 connected to those lines requesting the modules to signify
their connection by a return signal. At step 320, the return signals are received at the memory
controller 110 from each of the connected memory modules 120 and 160. As the return
signals are received, the memory controller 110 counts the signals at step 330. Finally, at
step 340 the memory controller 110 writes the final counts into the primary configuration

memory 216 in each memory module 120 and 160 to which it is connected.

[0026] The interfaces and ports described herein may be viewed as having both a
physical width and a logical width. The physical width of an interface or port is the number
of signal line input and/or output (I/O) nodes physically provided for coupling to an external
signaling link. By contrast, the logical width of an interface or port is that number of signal
I/O nodes actually used for signal transfer during run-time operation, regardless of whether
coupled to external signaling links. For example, while the primary interface circuit 210 may
have some number (N) of I/O nodes to couple to external signaling links and thus have an N-
bit physical width, only a limited portion (X) of those nodes may be configured to
drive/receive signals in a particular configuration (e.g., a dual module configuration), so that
the X-bit logical width of the interface is less than the N-bit physical interface. More
generally, X may range from zero to N according to the desired logical width of the interface
circuit. Also, in some cases, two or more interface circuits may be operated collectively (as a
unit) to provide an effective logical width greater than the physical width of either interface

alone.
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[0027] Command decoder 230 interprets incoming command and control information
from primary interface circuit 210 and sends control information to other blocks in the buffer

140. Internal memory 270 provides memory for various buffer functions.

[0028] Address translator 240 permits buffer 140 to support various addressing features
of memory controller 110. As an example, one of the functions of the address translator 240
is to map the address received by the primary PHY 210 to one or more memory devices (e.g.
memory device 150 of Figure 1). For instance, if there are two possible memory devices to
access and (at full width) both are accessed simultancously, the chip select from the primary
PHY 210 is simply mapped to the chip selects of both memory devices on the secondary
PHY 220. In a half-width mode, the address translator 240 translates one of the incoming
address bits (for instance, a low order row address bit) into one or the other memory devices
chip select. In one embodiment, odd row addresses would access a first memory devices

while even row addresses would access a second memory devices.

[0029] In another embodiment, the primary PHY 210 may have two chip select inputs.
By this arrangement, in a full width configuration in which two memory devices are to be
accessed as a unit, a single one of the chip select inputs (or possibly both chip select inputs
driven simultaneously) may be used to access the two-memory device unit. By contrast, in a
half-width mode, the two chip select inputs may be dedicated to respective memory devices,
thus enabling independent access to each memory devices. The address translator 240 is the

logic block that deals with these modes and mappings.

[0030] The translation itself may be programmable — in other words, which bit or

combination of bits is used to determine the chip selects on the secondary phy can be varied.

[0031] Data from the memory controller is transmitted from the primary PHY 210 to the
secondary PHY 220 through data path 250 and data path translator 260. The data path
translator 260 steers the data to a particular data port on secondary PHY 220 during a write
operation and routes data from the secondary data ports 222 of the secondary PHY 220 to the
primary PHY 210 during a read operation.

[0032] FIG. 4 is a schematic block diagram of the data path translator 260 according to
one embodiment. Data path translator 260 comprises a write data translator 410 and a read
data translator 420. During normal operation, the data path translator 260 receives write data

from data path 250 and routes the data to one or more of M secondary data ports 222 in the
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secondary PHY 220. Similarly on read transactions, data is received from one or more of the

M secondary data ports 222 in the secondary PHY 220 and routed to data path 250.

[0033] The appropriate routing path is specified by the RDPATHSEL and
WRPATHSEL select signals from command decoder 230 and the PPHYCFG and SPHYCFG
configuration signals from the primary and secondary configuration memories 216 and 226,
respectively, in the primary and secondary PHY's 210 and 220, respectively. The PPHYCFG
signal indicates the width of the data signal at the primary PHY 210 and the SPHYCFG
indicates the number of data ports 222 and their data widths at the secondary PHY 220. This
allows the data path translator 260 to support a number of flexible buffer configurations with

regard to the count and type of memory devices supported.

[0034] In one embodiment, variations in the data width at the variable width data port
212 are accommodated by adjusting the number of memory devices 150 accessed in each
data transaction. Thus, if Wp is the primary data width at the primary data port 212 and Wm
is the data width of a memory device 150 and the data rate at the primary and secondary
PHY's 210 and 220, respectively, is the same, the number of memory devices 150 accessed in
cach data transaction is Wp/Wm. Thus, if the primary data port 212 has a data width of 64
and each memory device 150 has a data width of 8, then the number of memory devices 150
that may be accessed in each data transaction is 8. If, however, the primary data port 212 has
a data width of 32, then the number of memory devices 150 that may be accessed in each data
transaction is 4. And if the data width of the primary data port 212 is 16 or &, then the
number of memory devices 150 that may be accessed would be 2 or 1, respectively. Thus,

for different primary data widths, different numbers of memory devices 150 may be accessed.

[0035] As suggested above, the data rates at the primary and secondary PHYs 210 and
220, respectively, need not be the same. If Fp is the data rate at the primary PHY 210 and
Fm is the data rate at the secondary PHY 220, the number of memory devices 150 accessed in

cach data transaction is (Fp*Wp)/(Fm*Wm).

[0036] To enable the width adjustment, the PPHYCFG configuration signal from the
primary configuration memory 216 in the primary data PHY 210 specifies the data width at
the primary data port 212 and the SPHYCFG signal from the secondary configuration
memory 226 in the secondary PHY 220 specifies the number and the data widths of the
memory devices. Where different data rates are also available for use, the PPHYCFG and

SPHY CFG configuration signals also specify which of these rates is being used. From this
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data, the translator determines the number of memory devices 150 needed to accommodate
the specified primary data width and routes the data to that number of secondary data ports

222 and on to the devices.

[0037] In one embodiment, this determination is made from a look-up table that specifies
for each possible combination of PPHY CFG and SPHYCFG signals the routing needed to
route the data from the primary data port 212 to the secondary data ports 222.

[0038] FIG. 5 is a flowchart depicting the routing function. At step 510, the data rate
and data width at the primary data port 212 are determined, and at step 520 the data rate and
data width at the secondary data port 222 are determined. This information is then used at
step 530 to determine the number of secondary data ports 222 needed and the routing to the
secondary data ports 222 selected to meet this need. The data from the primary data port 212
is then routed to the selected secondary data ports 222 at step 540.

[0039] Advantageously, buffer 140 may also have additional operating modes, thereby
providing the module designer with greater design flexibility and increasing the market for
the buffer 140. A second such mode usable with variable width memory devices provides for
translation between a variable width primary data port and variable width secondary data
port. In this mode, the data router receives from the primary PHY 210 a configuration signal
indicating the data width at the primary PHY 210 and distributes that data according to a
predetermined schedule to the secondary data ports 222. Since the memory devices in this
embodiment are variable width devices, the data width allocated to each memory device can
vary from none to the maximum width available. Typically, however, reductions in the
primary data width are apportioned equally. In such cases, for different primary data widths,

different portions of the data width of variable width memory devices are accessed.

[0040] A third mode provides for translation between a variable width primary data port
and fixed width secondary data ports using a time-slicing technique disclosed in co-pending
U.S. Patent Application No. 11/292,407, filed November 30, 2005 and entitled “Variable-
Width Memory Module With Fixed-Width Memory Die.” U.S. Patent Application No.
11/292,407 is hereby incorporated by reference in its entirety. As an example, in one
embodiment, a memory buffer is equipped with a primary data port that supports at least first
and second numbers of signal links, and multiple secondary data ports each for coupling to a
respective memory device. A data translator is provided to route data between the primary

data port and the secondary data ports and may support at least two of the following operating
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modes: (i) a first mode in which the data translator supports a first configuration that routes
data between the first number of signal links and a first number of the plurality of secondary
data ports and a second configuration that routes data between the second number of signal
links and a second number of the plurality of secondary data ports; (ii) a second mode in
which the data translator supports a third configuration that routes data between the first
number of signal links and a first portion of each secondary data port and a fourth
configuration that routes data between the second number of signal links and a second portion
of cach secondary data port; and (iii) a third mode in which burst length utilization at the
secondary data ports varies with the number of signal links supported by the primary data

port as in one or more embodiments disclosed in U.S. Patent Application 11/292,407.

[0041] Additional modes of operation permit the combination of any two or all three of
the modes of operation previously described. Thus, a fourth mode of operation combines the
first two modes, a fifth mode combines the first and third, an sixth mode combines the second

and third and a seventh mode combines the first, second and third modes.

[0042] The operation of the first three modes is summarized in Table I for the case
where the data width at the primary PHY 210 can range from 64 to 8, there are 8 memory
devices 150 each having a data width of 8, and the data rates of the primary and secondary
PHYs 210 and 220, respectively, are equivalent. Each halving of the data width at the
primary PHY 210 can be accommodated by halving the number of fixed width memory
devices 150 that are accessed as in mode 1 or by halving the access time as in mode 3. If the
memory devices 150 are variable width devices, each halving of the primary data width can

also be accommodated by halving the width of all the memory devices 150 as in mode 2.

Table I
primary data width | mode 1 —# devices mode 2 — memory mode 3 — burst
device width length utilization
64 8 8 100%
32 4 4 50%
16 2 2 25%
8 1 1 12.5%

10
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[0043] Moreover, the modes can be combined. Thus, if variable width memory devices
are used, the buffer 140 can accommodate a reduction in the data width from 64 to 8 by
halving the number of memory devices accessed, halving their data width and halving their
access time. Alternatively, only mode 1 or mode 3 could be used with mode 2. And if only
fixed width memory devices are available, then such a reduction can be achieved by reducing
the number of devices accessed by 75% and the access time by half or by reducing the

number of devices accessed by half and the access time by 75%.

[0044] While the present invention has been described in connection with specific
embodiments, numerous variations and combinations of these embodiments may be practiced

including, for example and without limitation,:

1. The concepts detailed above can be extended to any combination of external and
internal data widths.

2. Memory die in accordance with some embodiments can be soldered directly to a
board and either permanently or programmably configured to a particular width. Such
arrangements, particularly for systems in package (SIP) embodiments, facilitate the creation
of single packaged components configured as any of several data widths.

3. Data-width translation logic can be incorporated into a buffer shared among multiple
memory die on a module, or may be distributed throughout multiple smaller buffers that each
support one or a subset of memory die on a module.

4. Data-width translation logic can be provided on the motherboard, and possibly
integrated with a memory controller, instead of included on the module with the fixed-width
die.

[0045] Moreover, some components are shown directly connected to one another while
others are shown connected via intermediate components. In each instance the method of
interconnection, or “coupling,” establishes some desired electrical communication between
two or more circuit nodes, or terminals. Such coupling may often be accomplished using a
number of circuit configurations, as will be understood by those of skill in the art. Therefore,
the spirit and scope of the appended claims should not be limited to the foregoing description.
Only those claims specifically reciting “means for” or “step for” should be construed in the

manner required under the sixth paragraph of 15 U.S.C. Section 112.

11
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WHAT IS CLAIMED IS:

1. A memory module comprising:
a plurality of memory devices; and
a memory buffer including:
a primary data port that supports a variable number of data signal links;
a plurality of secondary data ports coupled respectively to the memory
devices, each secondary data port coupled to a fixed number of data signal lines; and
a data translator that routes data between the primary data port and a
number of the secondary data ports that varies as a function of the number of data signal links
available to the memory module for transmitting data through the primary data port.

2. The memory module of claim 1 further comprising a first configuration
memory for storing an indication of the number of data signal links available at the primary
data port.

3. The memory module of claim 1 further comprising a second configuration
memory for storing an indication of the number of secondary data ports.

4. The memory module of claim 1 further comprising a second configuration
memory for storing an indication of the number of data signal lines coupled to each
secondary data port.

5. The memory module of claim 1 wherein each secondary data port is coupled
to the same number of data signal lines.

6. The memory module of claim 1 wherein data is transmitted at a first rate
through the primary data port and transmitted at a second rate through at least one of the
secondary data ports, the first rate being different from the second rate.

7. The memory module of claim 6 wherein the first rate is an integer multiple of
the second data rate.

8. The memory module of claim 7 wherein the number of secondary data ports
corresponds to the integer multiple.

9. A memory module comprising:

a plurality of memory devices; and
a memory buffer comprising:
a primary data port capable of supporting at least first or second numbers of

data signal links;
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a plurality of secondary data ports coupled respectively to the memory
devices, each secondary data port supporting at least one data signal link; and

a data translator that routes data between the primary data port and a first
subset of the secondary data ports when the primary data port supports the first number of
data signal links and between the primary data port and a second subset of the secondary data
ports when the primary data port supports the second number of data signal links.

10. The memory module of claim 9 further comprising a first configuration
memory for storing an indication of the number of data signal links available at the primary
data port.

11. The memory module of claim 9 further comprising a second configuration
memory for storing an indication of the number of secondary data ports.

12. The memory module of claim 9 further comprising a second configuration
memory for storing an indication of the number of data signal links available at each
secondary data port.

13. The memory module of claim 9 wherein each secondary data port is coupled
to the same number of data signal links.

14. The memory module of claim 9 wherein data is transmitted at a first rate
through the primary data port and transmitted at a second rate through at least one of the
secondary data ports, the first rate being different than the second rate.

15. A memory module comprising:

a plurality of memory means; and

a memory buffer comprising:

first data support means capable of supporting at least first or second numbers
of data signal links;

a plurality of second data support means coupled respectively to the memory
means, each second data support means supporting at least one data signal link; and

means for routing data between the first data support means and the plurality
of second data support means, such that data is routed between the first number of data signal
links and a first subset of second data support means or between the second number of data
signal links and a second subset of second data support means.

16. The memory module of claim 15 further comprising a first configuration
memory means for storing an indication of the number of data signal links available at the

first data support means.
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17. The memory module of claim 15 further comprising a second configuration
memory means for storing an indication of the number of second data support means coupled
to memory means.

18. The memory module of claim 15 further comprising a second configuration
memory means for storing an indication of the number of data signal links available at each
second data support means.

19.  The memory module of claim 15 wherein each second data support means is
coupled to the same number of data signal links.

20. The memory module of claim 15 wherein data is transmitted at a first rate
through the first data support means and transmitted at a second rate through at least one of
the second data support means, the first rate being different than the second rate.

21. A memory buffer comprising:

a primary data port supporting at least first and second numbers of signal
links;

a plurality of secondary data ports for coupling to memory devices; and

a data translator that routes data between the primary data port and a first
subset of the secondary data ports when the primary data port supports the first number of
signal links and between the primary data port and a second subset of the secondary data
ports when the primary data port supports the second number of data signal links.

22. The memory buffer of claim 21 further comprising a first configuration
memory for storing an indication that the primary data port is supporting the first number of
data signal links or the second number of data signal links.

23. The memory buffer of claim 21 further comprising a second configuration
memory for storing an indication of the number of secondary data ports coupled to memory
devices.

24. The memory buffer of claim 21 further comprising a second configuration
memory for storing an indication of the number of data signal links available at each
secondary data port.

25. The memory buffer of claim 21 wherein each secondary data port has the
same number of data signal links.

26. The memory buffer of claim 21 wherein data is transmitted at a first rate
through the primary data port and transmitted at a second rate through at least one of the

secondary data ports, the first rate being different than the second rate.
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27. A memory buffer comprising:

a primary data port supporting at least first and second numbers of signal

links;

a plurality of secondary data ports for coupling to respective memory devices;
and

a data translator to route data between the primary data port and the secondary
data port;

wherein the data translator supports at least two of the following operating
modes:

a first mode in which data is routed between the primary data port and a subset
of the plurality of secondary data ports;
a second mode in which data is routed between the primary data port and a
portion of the secondary data port associated with one of the memory devices; and
a third mode in which data is routed between the primary data port and the
plurality of secondary data ports for only a portion of a burst length.
28. The memory buffer of claim 27 wherein the data translator supports the first,
second and third operating modes.
29. A memory buffer comprising:

a primary data port supporting at least first and second numbers of signal

links;

a plurality of secondary data ports for coupling to memory devices; and

a data translator to route data between the primary data port and the secondary
data port;

wherein the data translator supports at least two of the following operating
modes:

a first mode in which the data translator supports a first configuration that
routes data between the first number of signal links and a first number of the plurality of
secondary data ports and a second configuration that routes data between the second number
of signal links and a second number of the plurality of secondary data ports;

a second mode in which the data translator supports a third configuration that
routes data between the first number of signal links and a first portion of each secondary data
port and a fourth configuration that routes data between the second number of signal links

and a second portion of each secondary data port; and
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a third mode in which burst length utilization at the secondary data ports
varies with the number of signal links supported by the primary data port.
30. The memory buffer of claim 29 wherein the data translator supports the first,
second and third modes.
31. A method for determining how many memory modules are connected in a
memory system comprising:
requesting the memory modules connected in a memory system to signify
their connection by a return signal;
receiving the return signals from each connected memory module;
determining from the return signals the number of connected memory
modules; and
storing in memory data representing the number of connected memory

modules.
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