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CONTROLLING COMPUTER STORAGE 
SYSTEMS 

FIELD OF THE INVENTION 

0001. The present invention generally relates to informa 
tion technology, and, more particularly, to controlling com 
puter storage systems. 

BACKGROUND OF THE INVENTION 

0002 The need for scaling the capacity, availability, and 
performance of datasets across multiple direct-access Stor 
age devices (DASDs) led to the development of the Redun 
dant Array of Inexpensive (or Independent) Disks (RAID) 
technology in the early 1980s, and the implementation of 
storage controllers that offer RAID-based logical disk 
abstractions. These storage controllers are typically com 
puter servers attached to a large number of DASDs via a 
peripheral I/O interconnect. They form RAID arrays by 
combining groups of DASDS and Subsequently create and 
export logical disk abstractions over these RAID arrays. The 
RAID technology protects against data loss due to DASD 
failure by replicating data across multiple DASDs and by 
transparently reconstructing lost data onto spare DASDS in 
case of failure. Depending on the degree of overall storage 
controller availability desired (which directly affects cost), 
storage vendors have several options regarding the reliabil 
ity and redundancy of components used when designing 
storage controllers. Besides the reliability of hardware com 
ponents, the quality of the Software that implements failure 
recovery actions is important to the overall availability level 
provided by a storage controller. The RAID technology is 
one of many approaches to using data redundancy to 
improve the availability, and potentially the performance, of 
stored data sets. Data redundancy can take multiple forms. 
Depending on the level of abstraction in the implementation, 
one can distinguish between block-level redundancy and 
volume-level replication. Block-level redundancy can be 
performed using techniques such as block mirroring (RAID 
Level 5), parity-based protection (RAID Level 10), or 
erasure coding. See R. Bhagwan et al., “Total Recall: System 
Support for Automated Availability Management,” in Proc. 
of USENIX Conference on Networked Systems Design and 
Implementations 04, San Francisco, Calif., March 2004. 
0003 Block-level redundancy operates below the storage 
Volume abstraction and is thus transparent to system soft 
ware layered over that abstraction. In contrast, volume-level 
replication, which involves maintaining one or more exact 
replicas of a storage Volume, is visible (and thus must be 
managed) by system software layered over the storage 
Volume abstraction. Known technologies to perform Vol 
ume-level replication include, e.g., FlashCopy(R) computer 
hardware and Software for data warehousing, for use in the 
field of mass data storage, from International Business 
Machines Corporation, and Peer-to-Peer Remote Copy 
(PPRC). 
0004. Manual availability management in large data cen 

ters can be error prone and expensive and is thus not a 
practical solution. RAID (see D. Patterson et al., “A Case for 
Redundant Arrays of Inexpensive Disks (RAID). Proceed 
ings ACM SIGMOD. Chicago, June 1988) systems, which 
employ data redundancy to offer increased availability levels 
over groups of DASDS, operate in mostly a reactive manner 
and are typically not goal-oriented. Also, they may not easily 
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extend from single controllers to systems of multiple storage 
controllers. The Change Management with Planning and 
Scheduling (CHAMPS) system, described in A. Keller et al., 
“The CHAMPS System: Change Management with Plan 
ning and Scheduling. IBM Technical Report 22882, Aug. 
25, 2003, is concerned with how a given change (e.g., a 
Software upgrade of a component) in a distributed system 
affects other system components and on how to efficiently 
execute such a change by taking advantage of opportunities 
for parallelism. CHAMPS tracks component dependencies 
and exploits parallelism in task graph. While representing a 
substantial advance in the art, CHAMPS may have limita 
tions regarding consideration of service availability and 
regarding data availability in distributed storage systems. 
0005. There is little prior work on automated availability 
management systems in environments involving multiple, 
heterogeneous storage controllers. The Hierarchical RAID 
(HiRAID) system (see S. H. Baek et al., “Reliability and 
Performance of Hierarchical RAID with Multiple Control 
lers,” in Proc. 20th ACM Symposium on Principles of 
Distributed Computing (PODC 2001), August 2001) pro 
poses layering a RAID abstraction over RAID controllers, 
and handling change simply by masking failures using 
RAID techniques. HiRAID may not be optimally goal 
oriented and may focus on DASD failures only (i.e., as if 
DASDs attached to all storage controllers were part of a 
single DASD pool). It may not take into account the 
additional complexity and heterogeneity of the storage con 
trollers themselves and thus may not be appropriate in some 
circumstances. 

0006. Other approaches may also inadequately charac 
terize storage controller availability. For example, Total 
Recall (see R. Bhagwan et al., “Total Recall: System Sup 
port for Automated Availability Management, in Proc. of 
USENIX Conference on Networked Systems Design and 
Implementations '04, San Francisco, Calif., March 2004) 
characterizes peer-to-peer storage node availability simply 
based on past behavior and treats all nodes as identical in 
terms of their availability profiles; it is thus more appropriate 
for Internet environments, which are characterized by 
simple storage nodes (e.g., desktop PCs) and large "churn'. 
i.e., large numbers of nodes going out of service and 
returning to service at any time, rather than enterprise 
environments and generally heterogeneous storage control 
lers. Another related approach applies Decision Analysis 
theory to the design of archival repositories. See A. Crespo 
and H. Garcia-Molina, “Cost-Driven Design for Archival 
Repositories.” Proceedings of the 1st ACM/IEEE-CS Joint 
Conference on Digital Libraries, Roanoke, Va., 2001. This is 
a simulation-based design framework for evaluating alter 
natives among a number of possible configurations and 
choosing the best alternative in terms of reliability and cost. 
Prior work within this framework, however, has not 
addressed the heterogeneity and complexity issues in large 
scale storage systems or the problem of storage Volume 
placement on a set of storage controllers. 
0007 Existing provisioning systems such as IBM's Vol 
ume Performance Advisor (VPA) take into account capacity 
and performance considerations primarily when recom 
mending volume allocations. While VPA represented a sub 
stantial advance in the art, it may not have appropriate 
provision for availability goals. 
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0008. It would thus be desirable to overcome the limita 
tions in previous approaches. 

SUMMARY OF THE INVENTION 

0009 Principles of the present invention provide tech 
niques for controlling a computer storage system. In one 
aspect, an exemplary method includes the steps of obtaining 
deterministic component availability information pertaining 
to the system, obtaining probabilistic component availability 
information pertaining to the system, and checking for 
violation of availability goals based on both the determin 
istic component availability information and the probabilis 
tic component availability information. 
0010. In another aspect, an exemplary method includes 
the steps of obtaining a request for change, obtaining an 
estimated replication time associated with a replication to 
accommodate the change, and taking the estimated replica 
tion time into account in evaluating the request for change. 
The methods can be computer-implemented. The methods 
can advantageously be combined. 
0011. One or more embodiments of the invention can be 
implemented in the form of a computer product including a 
computer usable medium with computer usable program 
code for performing the method steps indicated. Further 
more, one or more embodiments of the invention can be 
implemented in the form of an apparatus including a 
memory and at least one processor that is coupled to the 
memory and operative to perform exemplary method steps. 
0012. One or more embodiments of the invention may 
provide one or more beneficial technical effects, such as, for 
example, automatic management of availability and perfor 
mance goals in enterprise data centers in the face of standard 
maintenance and/or failure events, automatic management 
of storage consolidation and migration activities, which are 
standard parts of IT infrastructure lifecycle management, 
and the like. 
0013 These and other objects, features and advantages of 
the present invention will become apparent from the fol 
lowing detailed description of illustrative embodiments 
thereof, which is to be read in connection with the accom 
panying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0014 FIG. 1 is a flowchart showing exemplary method 
steps according to an aspect of the invention; 
0015 FIG. 2 shows an example of initial volume place 
ment according to probabilistic information; 
0016 FIG. 3 shows an example of volume replication for 
availability according to probabilistic information; 
0017 FIG. 4 shows an example of initial volume place 
ment according to deterministic information; 
0018 FIG. 5 shows an example of volume replication for 
availability according to deterministic information; and 
0019 FIG. 6 depicts a computer system that may be 
useful in implementing one or more aspects and/or elements 
of the present invention. 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS 

0020 FIG. 1 shows a flowchart 100 with exemplary 
method steps for controlling a computer storage system, 
according to an aspect of the invention. The method can be 
computer-implemented. Step 102 includes obtaining deter 
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ministic component availability information pertaining to 
the system, for example, a calendar time t and a duration Dt 
associated with a request for change RFC. The request for 
change RFC (t, Dt) can be added into a downtime schedule. 
Step 104 includes obtaining probabilistic component avail 
ability information pertaining to the system, e.g., an esti 
mated controller failure probability. In decision block 106, a 
check is made for violation of availability goals, based on 
both the deterministic component availability information 
and the probabilistic component availability information. 
0021. As shown at the “NO branch of block 106, an 
additional step includes maintaining the current status, 
responsive to the block 106 checking indicating no violation 
of the availability goals. In the case of the “YES branch of 
block 106, additional step 108 includes determining repli 
cation parameters, responsive to the block 106 checking 
indicating a violation of the availability goals. The replica 
tion parameters can include at least how to replicate and 
where to replicate. 
0022. As noted, obtaining deterministic component avail 
ability information pertaining to the system can include 
obtaining a request for change. Step 110 can include obtain 
ing an estimated replication time. Decision block 112 can be 
employed to take the estimated replication time into account 
in evaluating the request for change. Specifically, in block 
112, in can be determined whether sufficient time is avail 
able to replicate to accommodate the request for change. At 
block 114, responsive to said determining step indicating 
that sufficient time is not available, the request for change 
can be rejected, and/or an alternative plan to accommodate 
the request for change can be searched for. 
0023. At block 116, responsive to the determining step 
112 indicating that sufficient time is indeed available, a 
change plan can be developed. The change plan can include, 
e.g., one or more of: (i) preparation information indicative of 
replica locations, relationships, and timing; (ii) execution 
information indicative of replication performance; (iii) 
failover detection information indicative of how to execute 
necessary failover actions no later than a time of an action 
associated with the request for change; (iv) completion 
information indicative of replication relationship mainte 
nance and discard; and (V) information indicative of how to 
execute necessary failback actions no earlier than a time of 
another action associated with the request for change. 
0024 For example, with regard to (iii), the plan can 
provide the details of how to execute the necessary failover 
actions prior to or at the time of a failure or maintenance 
action, i.e., the Switch over from the original storage Vol 
umes to their replicas on functioning storage controllers. 
With regard to (v), the plan can provide the details of how 
to execute the necessary failback actions at the time or after 
recovery or completion of a maintenance action, i.e., the 
Switch over from replicas to the original Volumes. 
0025. The concept of taking replication time into account 
can be implemented separately from, or together with, the 
concept of using both probabilistic and deterministic infor 
mation. Thus, in one or more exemplary embodiments, an 
inventive method could include steps of obtaining a request 
for change as at block 102, obtaining an estimated replica 
tion time associated with a replication to accommodate the 
change, as at block 110, and taking the estimated replication 
time into account in evaluating the request for change. The 
latter can include, e.g., one or more of steps 112, 114, and 
116. In this invention, we focus on datasets whose require 
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ments (in terms of either capacity, or performance, or 
availability) exceed the capabilities of individual storage 
controllers and thus must be spread over multiple storage 
controllers. 

0026. It will be appreciated that in storage systems that 
comprise multiple storage controllers (an architecture often 
referred to as “Scale-Out'), one faces the problem of main 
taining desired dataset availability levels in the face of 
storage controller downtime. Downtime can be caused either 
by Scheduled maintenance actions or by unexpected failure 
of one or more storage controllers. One reason that the 
benefits of the RAID technology cannot simply extend from 
groups of multiple DASDS to groups of multiple storage 
controllers is that storage controllers are significantly more 
complicated devices than individual DASDs and in general 
tend to exhibit downtime more frequently and for a wider 
variety of reasons (besides component failure) compared to 
DASDs; in addition to the complexity of individual storage 
controllers, groups of storage controllers in data centers are 
typically more heterogeneous than groups of DASDS inside 
RAID arrays. Given this degree of complexity and hetero 
geneity, the problem of deciding the right amount of data 
replication (how many data replicas to create and on which 
storage controllers to place them) for a given dataset, as well 
as how to react to storage controller unavailability, can be 
effectively addressed by one or more inventive embodiments 
in a process that takes these factors (i.e., storage controller 
complexity, heterogeneity) into account. 
0027. One or more embodiments of the invention may 
offer a proactive solution to maintaining the availability 
levels of datasets by dynamically and continuously deter 
mining the availability of individual storage controllers 
using a combination of statistical (probabilistic) and deter 
ministic methods. Given such availability characterization 
of individual controllers, one or more exemplary inventive 
methods can periodically analyze the impact of probable or 
anticipated changes and come up with a change plan to 
maintain the availability goals of datasets. This can typically 
be accomplished without conflicting with existing reactive 
high-availability systems, such as RAID; in fact, one or 
more inventive embodiments can co-exist with and leverage 
these systems, which typically operate within individual 
storage controllers. 
0028. The probabilistic methods used in one or more 
embodiments of the invention can take into account past 
observations of controller availability (e.g., how many and 
what type of unavailability intervals has each controller 
undergone in the past), operator beliefs (e.g., operator 
believes that controller is vulnerable during a probation 
period immediately after it has undergone a firmware 
upgrade), as well as the state of storage controller configu 
ration (e.g., how many standby and/or hot spare DASDS are 
currently available to mask an active-DASD failure; how 
many redundant storage controller system-boards and inter 
nal data-paths between controller system-boards and DASD 
arrays are in place) in coming up with a probabilistic 
estimate of future availability. 
0029. The deterministic methods employed in one or 
more embodiments of the invention take into account exact 
information about forthcoming changes, such as Scheduled 
storage controller maintenance actions, which can be Sub 
mitted by System operators and/or administrators via the 
aforementioned RFC. 
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0030. One or more embodiments of the invention can 
combine controller availability measures estimated by the 
deterministic and probabilistic methods and come up with a 
Volume placement plan (i.e., how many replicas to create 
and on which controllers to place them) and a change 
management plan (i.e., what type of failover and failback 
actions to invoke as a response to controllers going out of 
service or returning to service). 
0031. Still with reference to FIG. 1, it will be appreciated 
that the “Decide how/where to replicate” block 108 and 
“Output Change Plan’ block 116 are of significance for the 
system administrator and/or manager. The “Add RFC block 
102 and the “Estimate controller failure probability’ block 
104 can be thought of as triggers. One or more inventive 
embodiments can come up with a placement and a change 
plan which are feasible. 
0032. In an exemplary embodiment, we can assume that 
a dataset is implemented as a collection of storage Volumes 
VG={v, V. . . . . V}, spread over multiple storage con 
trollers. A dataset can potentially be accessible to one or 
more host servers and used by applications installed on these 
SWCS. 

0033. The desirable availability level of a dataset can be 
expressed as the ratio of the expected “uptime' (i.e., the time 
that the dataset is or expected to be accessible to applications 
on host servers) over the total amount of time considered. 
The dataset is considered unavailable (i.e., inaccessible to 
applications) if at least one storage Volume in the collection 
VG is unavailable. For example, if T is the present time and 
At t-T is a future time interval (e.g., a day, a month, or a 
year), over which the dataset is unavailable for time At 
then the availability of a data set is defined as: 

usage)/(T-t) (1) 

ozitage 

Availability=(T-t-At 

0034) For the purpose of this description, dataset avail 
ability is measured as a percentile; for example, availability 
of 99.99% or 0.9999 (otherwise referred to as “four 9s') 
over a period of a month means that the maximum tolerated 
downtime cannot exceed about five minutes. The outage in 
the above formula can be caused by downtime of storage 
controllers, which may or may not have been anticipated. 
Anticipated downtime can be caused by scheduled mainte 
nance operations. Unanticipated downtime is typically 
caused by failures of hardware or software components or 
by operator errors. One or more inventive methods can rely 
on the continuous characterization of the availability of 
individual storage controllers, based on deterministic and 
probabilistic calculations. 

Deterministic Storage Controller Availability Estimate 

0035. In deterministic calculations, one or more embodi 
ments of the invention use exact information about future 
downtime at time t, and for a duration At, to calculate the 
operational availability (represented by the symbol A) of a 
dataset based on estimates of the mean-time-between-main 
tenance (MTBM) and the mean-downtime (MDT) measures, 
as follows: 

A=MTBM/(MTBM+MDT). (2) 
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Probabilistic Storage Controller Availability Estimate 
0036. In probabilistic calculations, one or more embodi 
ments of the invention combine information Such as: 
0037 a. Statistical characterization of the past behavior 
of controllers (i.e., using a controller's past uptime as an 
indication of its future expected uptime). This estimate 
will henceforth be represented by the symbol L. 

0038 b. The availability characterization of a storage 
controller. This characterization, however, can involve a 
variety of factors such as: (i) the ability of the current 
configuration of the storage controller to Sustain a number 
of faults (e.g., how many spare DASDs are currently in 
place and available and/or tested to mask an active-DASD 
failure); (ii) the availability behavior of the controller 
Software (e.g., what is the degraded performance behavior 
of the controller when handling a failover action); (iii) the 
number of operational redundant data-paths within the 
controller; (iv) the number of operational redundant data 
paths between the controller and the host(s) accessing 
data on that controller. In one or more embodiments of the 
invention we encapsulate our belief in a controller's 
availability as a function of its operating configuration as 
a Bayesian probability. This estimate will henceforth be 
represented by the symbol up. 

0039 c. Operator belief regarding a controller's future 
availability, taking into account empirical rules Such as 
the “infant mortality” effect, according to which a con 
troller is considered to be particularly vulnerable to a 
failure in the time period immediately after a software 
upgrade. Similar to (b), this is also a Bayesian probability. 
This estimate will henceforth be represented by the sym 
bol u. The skilled artisan is familiar with the concept of 
infant mortality from, for example, J. Gray, “Why do 
Computers Stop and What Can We Do About It?,” in 
Proceedings of the 6' International Conference on Reli 
ability and Distributed Databases, June 1987. 

0040. The probability LL that a controller will be available 
in the future can be estimated from (a)-(c) above. This 
estimate of controller availability can be used in probabi 
listic calculations to derive a probabilistic estimate for the 
availability of an entire data set. 
0041 Statistical/probabilistic and deterministic informa 
tion as described above can be used to estimate the degree 
of availability of a storage controller. There are multiple 
options regarding how to combine these sources of infor 
mation. By way of example, one option is to take the 
minimum estimate among the deterministic estimate and 
(a)-(c). 

Controller Availability-min (Lup, LL.A.). (3) 

Binding the estimate of controller availability to the strictest 
estimate available, as expressed in the formula above, is 
expected to work well. 
Storage Volume Allocation and Placement Algorithms 
0042. In what follows, exemplary inventive techniques 
for placing a set of storage Volumes on a set of Storage 
controllers in order to achieve a certain availability goal are 
presented, based on Volume-level replication (i.e., each 
Volume potentially being continuously replicated—or mir 
rored—to one or more other storage Volumes on Zero or 
more other storage controllers). According to this embodi 
ment, for each Volume V, in a dataset that comprises a set of 
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volumes VG (i.e., the set of primary volumes), V, may be 
replicated one or more times to Volumes V, V, etc., which 
are members of a replica-set VG'. 

V, V,2: . . . . (4) 
0043. Note that even though a volume may be replicated 
one or more times, outage (i.e., data inaccessibility) is still 
possible on the dataset when the storage controller that 
contains the primary volume fails or is taken out of service. 
This outage is unavoidable in most cases, and due to the 
amount of time it takes to failover to the secondary storage 
Volume replica. This time depends on the replication tech 
nology and the particular storage infrastructure used. 
0044 One problem that can be addressed in this embodi 
ment is the determination of the number of storage Volumes 
(i.e., number of primary Volumes and replicas), as well as 
their placement on storage controllers, to achieve the set 
availability goals. A two phases approach can be used: (i) in 
the first phase, the initial placement of volumes is decided 
based on capacity and performance goals only, producing 
the set VG and the mapping between volumes in VG and 
storage controllers, and (ii) in the second phase, the storage 
Volumes are replicated as necessary to achieve the data 
availability goals. This phase results in the set VG' as well 
as the mapping between Volume replicas and storage con 
trollers. 

Initial Placement Phase 

0045. The first (initial placement) phase can be per 
formed purely based on capacity and performance consid 
erations and using known methods, such as the well-known 
and aforementioned IBM Volume Performance Advisor. 
Such placement of Volumes to storage controllers, however, 
may not fully satisfy the availability goals for the dataset, 
which is why a second (data replication) phase may be 
necessary. 

Data Replication Phase 
0046 Following the initial placement phase, data repli 
cation can be used to achieve the availability goals. This 
embodiment determines the degree of data replication nec 
essary to achieve the availability goals (e.g., how many 
replicas of a Volume are needed) as well as the placement 
(e.g., which storage controller to place a Volume replica on). 
In addition, an implementation plan for executing these 
changes is presented. 
0047 One principle in this phase is to progressively 
improve the overall availability of a dataset by iteratively 
replicating storage Volumes across storage controllers until 
the availability goal is reached. The process starts by cal 
culating the initial—baseline—availability of the dataset 
VG without any replication. The availability can then be 
improved by selecting a storage Volume from a storage 
controller with a low degree of availability (preferably, the 
lowest between any controller with volumes in VG) and 
deciding on which controller to replicate this volume to 
increase the overall dataset availability. The availability can 
further be improved by replicating other volumes or by 
replicating certain Volumes more than once. By iteratively 
growing the set VG' (by selecting a volume in VG and 
replicating it on Some other controller) one can monotoni 
cally improve the availability of the dataset until the avail 
ability goal is eventually reached. 
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0048. In general, given a storage volume A, the choice of 
the controller that can host a replica of A (henceforth the 
replica is referred to as A) is made using the following 
criteria. First, to minimize cost, it should be a storage 
controller with similar or lower availability if possible (i.e., 
it need not be a controller offering a much higher quality of 
service). Note that controller availability is estimated using 
the combination of deterministic and probabilistic methods 
described earlier. Second, simple deterministic consider 
ations dictate that the scheduled outages of the two control 
lers hosting A. A should not be overlapping at any point in 
time (see Timelines in FIGS. 4 and 5 of Example 2). In 
addition, there must be sufficient time distance between any 
outages for Volumes A. A to make their re-synchronization 
possible after a failure. The time necessary to synchronize 
two storage Volume replicas is estimated taking into account 
the replication technology, the amount of data that needs to 
be transferred, and the data transfer speed. 
0049 Given a set of storage controllers that could be 
potential candidates to host replica A', this embodiment 
examines each candidate controller in some order (e.g., in 
random order) and determines whether the availability of the 
resulting dataset (calculated using the combined prediction 
of the deterministic and probabilistic methods) achieves the 
desired target. Besides the use of probabilistic formulas as 
demonstrated in Example 1 below, a potentially more accu 
rate way to estimate overall availability is the use of simu 
lation-based Decision Analysis, which was used in the 
aforementioned Crespo reference for the design of archival 
repositories. Such an analysis would be based on event 
based simulations using the probabilistic estimates of Stor 
age controller availability (sources (a)-(c) described earlier). 
A drawback of this method is that it may not be suitable in 
an online scenario where near-immediate response is 
needed. In those cases, straightforward use of the probabi 
listic formulas (as described in Example 1 below) may be 
more appropriate. 
0050. The process that was just described can be repeated 
for all storage volumes in a dataset VG to eventually 
produce the set VG' and the associated mappings between 
storage Volumes and storage controllers. In cases where no 
singly-replicated Solution (i.e., where no volume can have 
more than one replica) exists that achieves the availability 
goal of a dataset, an alternative option is to attempt a 
solution where some of the volumes are doubly (or higher) 
replicated, on three (or more) controllers. 
0051. In general, one of the volumes in a set of replicas 

is designated as the primary; this is the replica that is to be 
the first active representative of the set. This is usually 
determined to be the storage volume on the controller with 
the latest scheduled downtime. 

0052. After the initial placement of volumes from VG 
and VG' to storage controllers, the exemplary method peri 
odically checks whether the availability goals of the data set 
are maintained in light of the most recent and up-to-date 
availability characterizations of storage controllers and 
RFCs submitted by operators (refer back to FIG. 1 for one 
example). When the availability level of a storage controller 
changes (e.g., it either goes into the “watch-list' due to some 
configuration change or one or more RFCs on it are Sub 
mitted), the availability level of one or more datasets (those 
who have one or more storage Volume replicas stored on that 
controller) is expected to change and thus new storage 
volume replicas will most likely have to be created. 
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0053) One particularly interesting case in practice is that 
of "draining” (i.e., removing all volumes from) a storage 
controller. In this case, all storage Volumes from that storage 
controller must be moved to other controllers, which may 
further require the creation and placement of replicas. This 
case can be treated using the general process described 
earlier. Note however, that the migration of storage volumes 
between controllers involves data movement, which can be 
a slow process for large Volumes. 
0054 When an administrator wants to introduce a new 
controller outage with an RFC(t, At), an alternative time t 
may be proposed by RAIC if that will result in significantly 
lower system impact (e.g., fewer replica creations or less 
data movement). If the operator/administrator insists on the 
original RFC specification, new replicas will proactively be 
built to guard against data unavailability at the expense of 
disk space dedicated to redundant data. 
0055 When a controller returns into service after being 
inaccessible, its storage Volumes must typically be re-syn 
chronized with any of replica(s) they may have on other 
controllers. Note that continuous replication and re-synchro 
nization can be performed in the background and do not 
directly affect availability. 
0056 By way of review, the method as described above 
can be visualized in connection with the flow chart of FIG. 
1. The proposed embodiment maintains information about 
availability characteristics of storage controllers (as 
described earlier) and listens for (a) requests for change 
RFC(t, At) in the status of a storage controller; an RFC may 
or may not specify the time of the change t but should 
specify an estimate on the duration of change At; (b) other 
events that may signal changes in the availability charac 
teristics of storage controllers; examples include hardware 
or software controller failures, operator errors, or revised 
beliefs on the controller's ability to sustain failures. 
0057 For each submitted controller RFC or updated 
information about System status, the method checks whether 
any availability goals are violated. If so, Volume(s) may be 
replicated as necessary. Besides purely availability-based 
estimates, the replication plan may also reflect business rules 
based on policy, e.g., use higher-quality controllers for 
important data. 
0.058 A typical availability management plan includes 
three phases: PREPARE, EXECUTE, and COMPLETE. 
These phases handle the mechanics of implementing the 
Solution proposed by the techniques described earlier and 
are specific to the replication technologies used in the 
particular deployed infrastructure. 
0059. The PREPARE phase is relevant prior to a control 
ler failure or shutdown and involves creating and synchro 
nizing replicas and setting up the necessary replication 
relationships. 
0060. The EXECUTE phase becomes relevant at the time 
that a controller fails or shuts down and involves handling 
the failover action to secondary replicas. The objective of 
this phase is to re-establish the availability of a dataset by 
masking Volume failures and by redirecting data access to 
Surviving storage Volumes. 
0061. The COMPLETE phase becomes relevant at the 
time a storage controller that was previously taken out of 
service recovers and re-enters service. This phase involves 
resuming (or discarding, if deemed to be stale) replication 
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relationships, re-synchronizing storage Volumes, and option 
ally “failing back data access into the recovered storage 
Volumes. 

0062 Following are examples of both probabilistic and 
deterministic availability calculations. These are purely 
illustrative in nature, to aid the skilled artisan in making and 
using one or more inventive embodiments, and are not to be 
taken as limiting. 

EXAMPLE 1. 

0063. With reference to FIGS. 2 and 3, consider five 
storage controllers A, B, C, D, E with availability L. L. L. 
L. L., respectively. In this example, we allocate a dataset of 
size X GB with performance y IO/s and overall availability 
L using the Volume allocation and placement procedure 
described earlier. In the first (initial allocation) phase, seven 
Volumes are allocated based on capacity and performance 
considerations on three controllers (A, B, C). Following 
initial allocation, in the second phase of the allocation 
algorithm, volumes from controllers B and C (presumably 
the controllers with the lowest availabilities u and u) are 
selected to be replicated to equal number of volumes on 
controllers D. E. 
0064. The estimate of the overall probability is based on 
the following theorem from the Theory of Probabilities, 
which states that for any two events A and B, the probability 
that either A or B or both occur is given by: 

Pr{A or B}=Pr{A}+Pr{B}-Pr{A and B} (5) 

0065 Assuming A and B are independent events: 
Pr{A or B}=Pr{A}+Pr{B}-Pr{A}xPr{B}. (6) 

0066 Assuming that storage controllers fail indepen 
dently and that a pair of controllers is unavailable if both 
controllers are unavailable: 

Availability= Pr(A and Pair B, E and Pair C, D are available} (7) 
= 1 - Pr:A or Pair B, E or Pair C, D are unavailable 
= 1 - PrA unavailable - PrPair B, E or PairC, D 

are unavailable + Pr:A unavailable X PriPair B, E or 
Pair C, D are unavailable 

= 1 - it A - Pr(1 - it)(1 - it) + (1 - pic) (1 - up) - 
(1 - urg) (1 - fic)(1 - up) (1 - u)} + 
pi A X Pr(1 - up)(1 - ite) + (1 - tic) (1 - up) - 
(1 - up)(1 - itc)(1 - up)(1 - ite)} 

0067. The above formula (or a similarly derived formula 
adapted to a given configuration of replication relationships 
and number and type of controllers) can be used to deter 
mine the availability of the data set. 
0068. By way of review, in FIG. 2, a data set can be 
spread over five storage controllers (labeled A-D). Each 
controller is characterized by availability L-L. The data set 
comprises 7 storage Volumes initially spread over three 
storage controllers (A, B, and C); this initial allocation is 
decided based on capacity (XGB) and performance (e.g., y 
IOS/sec) goals, using known techniques such as VPA. The 
availability goal (u) of the data set can be satisfied as 
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described herein. The resulting placement satisfying the 
availability goal (LL) is shown in FIG. 3. 

EXAMPLE 2 

0069. Referring to FIGS. 4 and 5, consider three datasets 
with different availability goals (0.9999, 0.999, and 0.9 from 
top to bottom). Consider also seven controllers (SC1-SC7) 
each with a different availability outlook expressed in their 
timeline of known, expected outages. The timelines in FIG. 
4 describe the known, expected outages for each controller. 
For the first six controllers we use mostly deterministic 
information. The last controller (SC7), for which there is no 
known outage, is considered Suspect due to a recent firm 
ware upgrade. Its probabilistic availability estimate is there 
fore low. 
0070. As in the previous example, in the first (initial 
allocation) phase of the algorithms, Volumes for each dataset 
are assigned to storage controllers based on capacity and 
performance goals. For the first dataset, a single Volume (A) 
is allocated on SC1. For the second dataset, three volumes 
(B, C, and D) are allocated on SC3-SC5. Finally, for the 
third dataset a single volume (E) is allocated SC7. 
0071. In this example, an additional effort is made in the 
initial phase to try to perform the initial allocation on a 
storage controller whose availability is as close as possible 
to the overall dataset availability goal. For example, volume 
A is assigned to the controller with the highest availability 
(SC1) since that controller most closely approximates (but 
falls short off) the datasets availability goal. 
0072. Once the initial allocations are complete, in the 
second phase of the algorithm we turn our attention to using 
volume replication to satisfy the availability goals. Observ 
ing that the availability goal of the first volume group is 
quite ambitious (four 9s over one month implies outage of 
only about 4-5 minutes over the same time interval), Storage 
volume A must be replicated on another highly-available 
controller. The technique thus selects storage controller SC2 
for hosting A', the replica of A). Similarly, for the second 
data set, the algorithm chooses storage controllers SC4. 
SC3, and SC6 to progressively improve the availability of 
that data set by replicating volumes B, C, and D (to B', C. 
and D"), respectively. Finally, the algorithm selects SC5 to 
replicate volume E on SCT and reach the availability goal of 
the third dataset. 
(0073. By way of review, in FIG.4, there are three volume 
groups with different availability goals (L=0.9999 for the 
VG that includes storage volume A, u=0.999 for the VG that 
comprises B, C, and D, and u=0.9 for the VG that includes 
volume E). These volumes must be placed on any subset of 
7 controllers, listed in order of availability. Each timeline 
describes the outages for each controller. We first assign 
Volumes to storage controllers based on capacity and per 
formance goals, while trying to get as close as we can to the 
availability goal. Four 9s over one month implies outage of 
only about 4-5 minutes. The controllers with the highest 
operational availability cannot provide this kind of service, 
so a storage Volume must be replicated on two Such con 
trollers. In choosing a controller for the replica, to minimize 
cost, it should be a controller with similar availability. The 
outages should not be overlapping and there should be 
sufficient distance between outages for volumes to be re 
synchronized. If a volume falls out of sync and it is 
scheduled to become primary next, it should be synchro 
nized. In FIG. 5, primed Volumes (e.g., A) designate sec 
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ondary replicas. The primary volume should be on the 
controller that will have its first failure later than the other, 
RAIC should ensure that there is enough time between the 
time that A comes back in service to the time A' disappears 
so that A can go back in Sync. Typically, the only outage time 
that affects operational availability is the failover time from 
A to A. Everything else can typically be done in the 
background and thus does not affect availability. 
0074. A variety of techniques, utilizing dedicated hard 
ware, general purpose processors, firmware, Software, or a 
combination of the foregoing may be employed to imple 
ment the present invention. One or more embodiments of the 
invention can be implemented in the form of a computer 
product including a computer usable medium with computer 
usable program code for performing the method steps indi 
cated. Furthermore, one or more embodiments of the inven 
tion can be implemented in the form of an apparatus 
including a memory and at least one processor that is 
coupled to the memory and operative to perform exemplary 
method steps. 
0075. At present, it is believed that one or more embodi 
ments will make Substantial use of software running on a 
general purpose computer or workstation. With reference to 
FIG. 6. Such an implementation might employ, for example, 
a processor 602, a memory 604, and an input/output inter 
face formed, for example, by a display 606 and a keyboard 
608. The term “processor as used herein is intended to 
include any processing device, such as, for example, one that 
includes a CPU (central processing unit) and/or other forms 
of processing circuitry. Further, the term “processor may 
refer to more than one individual processor. The term 
“memory” is intended to include memory associated with a 
processor or CPU, such as, for example, RAM (random 
access memory), ROM (read only memory), a fixed memory 
device (e.g., hard drive), a removable memory device (e.g., 
diskette), a flash memory and the like. In addition, the phrase 
“input/output interface' as used herein, is intended to 
include, for example, one or more mechanisms for inputting 
data to the processing unit (e.g., mouse), and one or more 
mechanisms for providing results associated with the pro 
cessing unit (e.g., printer). The processor 602, memory 604, 
and input/output interface such as display 606 and keyboard 
608 can be interconnected, for example, via bus 610 as part 
of a data processing unit 612. Suitable interconnections, for 
example via bus 610, can also be provided to a network 
interface 614, such as a network card, which can be provided 
to interface with a computer network, and to a media 
interface 616, such as a diskette or CD-ROM drive, which 
can be provided to interface with media 618. 
0076 Accordingly, computer software including instruc 
tions or code for performing the methodologies of the 
invention, as described herein, may be stored in one or more 
of the associated memory devices (e.g., ROM, fixed or 
removable memory) and, when ready to be utilized, loaded 
in part or in whole (e.g., into RAM) and executed by a CPU. 
Such software could include, but is not limited to, firmware, 
resident software, microcode, and the like. 
0077. Furthermore, the invention can take the form of a 
computer program product accessible from a computer 
usable or computer-readable medium (e.g., media 618) 
providing program code for use by or in connection with a 
computer or any instruction execution system. For the 
purposes of this description, a computer usable or computer 
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readable medium can be any apparatus for use by or in 
connection with the instruction execution system, apparatus, 
or device. 
0078. The medium can be an electronic, magnetic, opti 
cal, electromagnetic, infrared, or semiconductor System (or 
apparatus or device) or a propagation medium. Examples of 
a computer-readable medium include a semiconductor or 
Solid-state memory (e.g. memory 604), magnetic tape, a 
removable computer diskette (e.g. media 618), a random 
access memory (RAM), a read-only memory (ROM), a rigid 
magnetic disk and an optical disk. Current examples of 
optical disks include compact disk-read only memory (CD 
ROM), compact disk-read/write (CD-R/W) and DVD. 
0079 A data processing system suitable for storing and/ 
or executing program code will include at least one proces 
sor 602 coupled directly or indirectly to memory elements 
604 through a system bus 610. The memory elements can 
include local memory employed during actual execution of 
the program code, bulk storage, and cache memories which 
provide temporary storage of at least Some program code in 
order to reduce the number of times code must be retrieved 
from bulk storage during execution. 
0080 Input/output or I/O devices (including but not 
limited to keyboards 608, displays 606, pointing devices, 
and the like) can be coupled to the system either directly 
(such as via bus 610) or through intervening I/O controllers 
(omitted for clarity). 
I0081 Network adapters such as network interface 614 
may also be coupled to the system to enable the data 
processing system to become coupled to other data process 
ing systems or remote printers or storage devices through 
intervening private or public networks. Modems, cable 
modem and Ethernet cards are just a few of the currently 
available types of network adapters. 
I0082 In any case, it should be understood that the 
components illustrated herein may be implemented in vari 
ous forms of hardware, software, or combinations thereof, 
e.g., application specific integrated circuit(s) (ASICS), func 
tional circuitry, one or more appropriately programmed 
general purpose digital computers with associated memory, 
and the like. Given the teachings of the invention provided 
herein, one of ordinary skill in the related art will be able to 
contemplate other implementations of the components of the 
invention. 
I0083. Although illustrative embodiments of the present 
invention have been described herein with reference to the 
accompanying drawings, it is to be understood that the 
invention is not limited to those precise embodiments, and 
that various other changes and modifications may be made 
by one skilled in the art without departing from the scope or 
spirit of the invention. 

What is claimed is: 
1. A method for controlling a computer storage system, 

comprising the steps of: 
obtaining deterministic component availability informa 

tion pertaining to said system; 
obtaining probabilistic component availability informa 

tion pertaining to said system; and 
checking for violation of availability goals based on both 

said deterministic component availability information 
and said probabilistic component availability informa 
tion. 
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2. The method of claim 1, further comprising the addi 
tional step of maintaining a current status, responsive to said 
checking indicating no violation of said availability goals. 

3. The method of claim 1, further comprising the addi 
tional step of determining replication parameters, responsive 
to said checking indicating a violation of said availability 
goals. 

4. The method of claim 3, wherein said replication param 
eters comprise at least how to replicate and where to 
replicate. 

5. The method of claim 3, wherein said obtaining deter 
ministic component availability information pertaining to 
said system comprises obtaining a request for change, fur 
ther comprising the additional step of obtaining an estimated 
replication time. 

6. The method of claim 5, further comprising the addi 
tional step of taking said estimated replication time into 
account in evaluating said request for change. 

7. The method of claim 6, wherein said taking into 
account comprises: 

determining whether sufficient time is available to repli 
cate to accommodate said request for change; and 

responsive to said determining step indicating that Sufi 
cient time is not available, rejecting said request for 
change. 

8. The method of claim 6, wherein said taking into 
account comprises: 

determining whether sufficient time is available to repli 
cate to accommodate said request for change; and 

responsive to said determining step indicating that Sufi 
cient time is not available, searching for an alternative 
plan to accommodate said request for change. 

9. The method of claim 6, wherein said taking into 
account comprises: 

determining whether sufficient time is available to repli 
cate to accommodate said request for change; and 

responsive to said determining step indicating that Sufi 
cient time is available, developing a change plan. 

10. The method of claim 9, wherein said change plan 
comprises: 

preparation information indicative of replica locations, 
relationships, and timing. 

11. The method of claim 10, wherein said change plan 
further comprises: 

execution information indicative of replication perfor 
mance; and 

failover detection information indicative of how to 
execute necessary failover actions no later than a time 
of an action associated with said request for change. 

12. The method of claim 11, wherein said change plan 
further comprises: 

completion information indicative of replication relation 
ship maintenance and discard, and 

information indicative of how to execute necessary fail 
back actions no earlier than a time of another action 
associated with said request for change. 

13. A method for controlling a computer storage system, 
comprising the steps of 

obtaining a request for change; 
obtaining an estimated replication time associated with a 

replication to accommodate said change; and 
taking said estimated replication time into account in 

evaluating said request for change. 
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14. The method of claim 13, wherein said taking into 
account comprises: 

determining whether sufficient time is available to repli 
cate to accommodate said request for change; and 

responsive to said determining step indicating that Sufi 
cient time is not available, rejecting said request for 
change. 

15. The method of claim 13, wherein said taking into 
account comprises: 

determining whether sufficient time is available to repli 
cate to accommodate said request for change; and 

responsive to said determining step indicating that Sufi 
cient time is not available, searching for an alternative 
plan to accommodate said request for change. 

16. The method of claim 13, wherein said taking into 
account comprises: 

determining whether sufficient time is available to repli 
cate to accommodate said request for change; and 

responsive to said determining step indicating that Sufi 
cient time is available, developing a change plan. 

17. A computer program product comprising a computer 
useable medium having computer useable program code for 
controlling a computer storage system, said computer pro 
gram product including: 

computer useable program code for obtaining determin 
istic component availability information pertaining to 
said system; 

computer useable program code for obtaining probabilis 
tic component availability information pertaining to 
said system; and 

computer useable program code for checking for violation 
of availability goals based on both said deterministic 
component availability information and said probabi 
listic component availability information. 

18. The computer program product of claim 17, wherein 
said computer useable program code for obtaining deter 
ministic component availability information pertaining to 
said system comprises computer useable program code for 
obtaining a request for change, further comprising: 

computer useable program code for obtaining an esti 
mated replication time; and 

computer useable program code for taking said estimated 
replication time into account in evaluating said request 
for change. 

19. A computer program product comprising a computer 
useable medium having computer useable program code for 
controlling a computer storage system, said computer pro 
gram product including: 

computer useable program code for obtaining a request 
for change; 

computer useable program code for obtaining an esti 
mated replication time associated with a replication to 
accommodate said change; and 

computer useable program code for taking said estimated 
replication time into account in evaluating said request 
for change. 
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20. The computer program product of claim 19, wherein 
said computer useable program code for taking said esti 
mated replication time into account comprises: 

computer useable program code for determining whether 
Sufficient time is available to replicate to accommodate 
said request for change; and 
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computer useable program code for rejecting said request 
for change, responsive to said computer useable pro 
gram code for determining indicating that sufficient 
time is not available. 


