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Description

[0001] The present invention relates to methods and apparatus for modifying at least one acoustic feature of an audio
signal.
[0002] It is well known to be difficult to speak or sing along with an audio or audio / video clip such that the new
performance is a precisely synchronised repetition of the original actor’s or singer’s words. Consequently, a recording
of the new performance is very unlikely to have its start and detailed acoustic properties synchronized with those of the
original audio track. Similarly, features such as the pitch of a new singer may not be as accurate or intricately varied as
those of the original singer. There are many instances in the professional audio recording industry and in consumer
computer-based games and activities where a sound recording is made of a voice and the musical pitch of the newly
recorded voice would benefit from pitch adjustment, generally meaning correction, to put it in tune with an original voice
recording. In addition, a recording of a normal amateur singing, even if in tune, will not have the skilful vocal style and
pitch inflections of a professional singer.
[0003] FIG. 4 displays pitch measurements of a professional singer (Guide Pitch 401) and a member of the public
(New Pitch 402) singing of the same words to the same musical track. The timing discrepancies between the onsets
and offsets of corresponding sections (pulses) of voiced signals (non- zero Hz pitch values) as well as positions of
unvoiced or silent sections (at zero Hz) are frequent and significant. Applying pitch data from the Guide Pitch 401 directly
at the same relative times to the data of the New Pitch 402 would clearly be wrong and inappropriate for a substantial
amount of the segment shown. This is a typical result and illustrates the basic problems to be solved.
[0004] Musical note-by-note pitch adjustment can be applied automatically to recorded or live singing by commercially
available hardware and software devices, which generally tune incoming notes to specified fixed grids of acceptable
note pitches. In such systems, each output note can be corrected automatically, but this approach can often lead to
unacceptable or displeasing results because it can remove natural and desirable "human" variations.
[0005] The fundamental basis for target pitch identification in such known software and hardware devices is a musical
scale, which is basically a list of those specific notes’ frequencies to which the device should first compare the input
signal. Most devices come with preset musical scales for standard scales and allow customisation of these, for example
to change the target pitches or to leave certain pitched notes unaltered.
[0006] The known software devices can be set to an automatic mode, which is also generally how the hardware
devices work: the device detects the input pitch, identifies the closest scale note in a user-specified preset scale, and
changes the input signal such that the output pitch matches the pitch of the specified scale’s note. The rate at which the
output pitch is slewed and retuned to the target pitch, sometimes described as "speed", is controlled to help maintain
natural pitch contours (i.e. pitch as a function of time) more accurately and naturally and allow a wider variety of "styles".
[0007] However, the recorded singing of an amateur cannot be enhanced by such known automatic adjustment tech-
niques to achieve the complex and skilled pitch variations found in the performance of a professional singer.
[0008] There are also known voice processing methods and systems which perform pitch correction and/or other vocal
modifications by using target voices or other stored sequences of target voice parameter data to specify the desired
modifications. These known methods have one or more significant shortcomings. For example:

1. The target pitch (or other vocal feature) that is being applied to the user’s input voice signal rigidly follows the
timing of a Karaoke track or other such accompaniment that the user sings to - generally in real time - and no attempt
is made to align corresponding vocal features (US patent 5966687, Japanese patent 2003044066). If the user’s
voice starts too early relative to the timing of the target feature (e.g. pitch) data, then the target feature will be applied,
wrongly, to later words or syllables. A similar problem arises if the user’s voice is late. Within phrases, any words
or syllables that are out of time with the music track will be assigned the wrong pitch or other feature for that word
or syllable. Similarly, any voiced segments that occur when unvoiced segments are expected receive no stored
target pitch or other target feature information.

2. The target pitch (or other vocal feature) being applied to the user’s input voice relies on and follows the detection
of an expected stored sequence of input phonemes or similarly voiced/unvoiced patterns or just vowels (e.g. US
5750912). Such methods generally require user training or inputting of fixed characteristics of phoneme data and/or
require a sufficiently close pronunciation of the same words for accurate identification to occur. If there is no training
and the user’s phoneme set differs sufficiently from the stored set to not be recognized, the system will not function
properly. If user’s phonemes are not held long enough, or are too short, the output notes can be truncated or cut
off. If phonemes arrive too early or too late, the pitch or feature might be applied to the right phoneme, but it will be
out of time with the musical accompaniment. If the user utters the wrong phoneme(s), the system can easily fail to
maintain matches. Moreover, in a song, a single phoneme will often be given a range of multiple and/or a continuum
of pitches on which a phonemic based system would be unlikely to implement the correct pitch or feature changes.
Accurate phoneme recognition also requires a non-zero processing time - which could delay the application of the
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correct features in a real-time system. Non-vocal sounds (e.g. a flute) cannot be used as guide signals or inputs.

3. The target pitch model is based on a set of discrete notes described typically by tables (e.g. as Midi data), which
is generally quantized in both pitch and time. In this case, the modifications to the input voice are limited to the
stored notes. This approach leads to a restricted set of available vocal patterns that can be generated. Inter-note
transitions, vibrato and glissando control would be generally limited to coarse note-based descriptors (i.e. Midi).
Also, the processed pitch-corrected singing voice can take on a mechanical (monotonic) sound, and if the pitch is
applied to the wrong part of a word by mistiming, then the song will sound oddly sung and possibly out of tune as well.

4. The system is designed to work in near real-time (as in a live Karaoke system) and create an output shortly (i.e.
within a fraction of a second) after the input (to be corrected) has been received. Those that use phoneme or similar
features (e.g. US patent 5750912) are restricted to a very localized time slot. Such systems can get out of step,
leading for example, to the Karaoke singer’s vowels being matched to the wrong part of the guiding target singing.

[0009] Thus, problems arise in modifying one digitised sound signal based on features in another digitised sound
signal, where corresponding features of the first and second sound signals do not occur at the same relative positions
in time within the respective signals.
[0010] US 6836761 describes a voice converting apparatus in which successive time frames of data from a target
voice are stored, an input signal from a user’s voice is analyzed to extract data of the same type from a successive of
time frames of the signal, and an output signal is synthesised by utilizing data from the target voice in accordance with
data from corresponding frames of the input signal.
[0011] In an article entitled "Speaker - specific pitch contour modelling and modification" at pages 885 to 888 of
Acoustics, Speech and Signal Processing, 1998, Proceedings of the 1998 IEEE International Conference in Seattle,
WA, USA, May, 1998, D.T. Chappell and J.H.L. Hansen describe the generation of an output sentence by comparing
the pitch contour of an input spoken sentence with the pitch contours of a set of stored sentences spoken by different
speakers, selecting the stored sentence having a pitch contour giving the smallest dynamic time warping path difference
with the input sentence pitch contour, and using the dynamic time warping path difference between the pitch contour of
the selected stored sentence and the pitch contour of the same sentence as stored for a desired speaker to time warp
the latter pitch contour to produce the output sentence.
[0012] There exists, therefore, the need for a method and apparatus that firstly establish a detailed timing relationship
between the time-varying features of a new vocal performance and corresponding features of a guiding vocal perform-
ance. Secondly, this timing alignment path must be used as a time map to determine and apply the feature (e.g. pitch)
adjustments correctly to the new vocal performance at precisely the right times. When done correctly, this permits
nuances and complexity found in the guiding vocal performance (e.g. for pitch: vibrato, inflection curves, glides, jumps,
etc.) to be imposed on the new vocal performance. Furthermore, if time alignment is applied, other features in addition
to or as an alternative to pitch can be controlled; for example glottal characteristics (e.g. breathy or raspy voice), vocal
tract resonances, EQ, and others.
[0013] Another objective of this invention is to provide methods for vocal modifications that operate under non-ideal
input signal conditions, especially where the new input (e.g. user voice): (a) is band-limited and/or limited in dynamic
range (for example input via a telephone system); (b) contains certain types of noise or distortion; or (c) is from a person
with a different accent, sex, or age from the guiding (target) voice, or with very different timing of delivery of words and
phonemes whether they are the same or different from the guiding (target) signal and even with different input languages.
[0014] A further objective is to provide a method that does not require any prior information on either signal to be
stored e.g. regarding the phonemic nature of the signals, or the detailed set of possible signal states that could be applied
to the output signal. Thus a related further objective is to provide a method that can operate with a guiding audio signal
and a new audio signal, either or both of which are not required to be speech or singing.
[0015] There already exist systems and methods for time mapping and alignment of audio signals. A method and
apparatus for determining time differences between two audio signals and automatically time-aligning one of the audio
signals to the other by automatic waveform editing has been described in GB patent 2117168 and US patent 4591928
(Bloom et. al.). Other techniques for time alignment are described in J Holmes and W Holmes, (2001), "Speech synthesis
and recognition, 2nd Edition", Taylor and Francis, London.
[0016] Techniques for pitch changing and other vocal modifications are also well established, one example being K.
Lent (1989), "An efficient method for pitch shifting digitally sampled sounds," Computer Music Journal Vol. 13, No.4, at
pages 65 to 71.
[0017] The invention is defined by the claims 1 and 18 hereinafter, reference to which should now be made.
[0018] Preferred embodiments of this invention provide methods and apparatus for automatically and correctly mod-
ifying one or more signal characteristics of a second digitized audio signal to be a function of specified features in a first
digitized audio signal. In these embodiments, the relative timing relationships of specified features in both signals are
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first established. Based on these timing relationships, detailed and time-critical modifications of the signal’s features can
be applied correctly. To achieve this, a time-alignment function is generated to create a mapping between features of
the first signal and features of the second signal and provide a function for optionally editing the second (user’s) signal.
[0019] Particular applications of this invention include accurately transferring selected audio characteristics of a pro-
fessional performer’s digitized vocal performance to - and thereby enhancing - the digitized audio performance of a less
skilled person. One specific application of this invention is that of automatically adjusting the pitch of a new audio signal
("New Signal") generated by a typical member of the public to follow the pitch of another audio signal ("Guide Signal")
generated by a professional singer. An example of this is a karaoke-style recording and playback system using digitized
music videos as the original source in which, during a playback of the original audio and optional corresponding video,
the user’s voice is digitized and input to the apparatus (as the New recording). With this system, a modified user’s voice
signal can be created that is automatically time and pitch corrected. When the modified voice signal is played back
synchronously with the original video, the user’s voice can accurately replace the original performer’s recorded voice in
terms of both pitch and time, including any lip synching. During playback of the music video, the impact of this replacement
will be even more effective if the original, replaced voice signal is not audible during the playback with the user’s modified
voice recording. The modified voice recording can be combined with the original backing music as described in WO
2004/040576.
[0020] An additional application of this invention is in the creation of a personalized sound file for use in telephone
systems. In such applications, the user sings or even speaks to provide a voice signal that is recorded and then enhanced
(for example pitch and time corrected to follow the characteristics of a professional singer’s version) and optionally mixed
with an appropriate backing track. The resulting enhanced user recording can then be made available to phone users
as a personalized ringtone or sound file for other purposes. Apparatus embodying the invention may then take the form
of, for example, a server computer coupled into a telecommunications system comprising a telecommunications network
and /or the Internet, and may utilise mobile phone as an interface between the apparatus and users. Additionally or
alternatively, a mobile phone may be adapted to embody the invention. In such a system, a modified voice signal, or
data representing such a signal, produced by an embodiment of the invention may be transmitted to a selected recipient
through a ringtone delivery system to be used as a ring tone or other identifying sound signal.
[0021] In preferred embodiments of the present invention, the inclusion of the step of creating a time-dependent
mapping function between the Guide and New Signals ensures that the signal feature modifications are made at the
appropriate times within the New Signal regardless of substantial differences between the two signals. The time alignment
function is used to map the control feature function data to the desired signal modification process. The modification
process accesses a New Signal and modifies it as required. This action creates a new third audio signal from the New
Signal. Accordingly, the third signal then has the desired time varying features determined by the features specified as
control features of the Guide Signal.
[0022] In one embodiment, a second audio signal, the New Signal, is time-modified (non-linearly time compressed or
expanded) using the mapping information from the time alignment function so that its time-varying features align in time
with a first audio signal, the Guide Signal. This time alignment can take place before or after the desired modifications
described above have taken place.
[0023] In an alternative embodiment, the time alignment process is not performed on the new or modified waveform.
Instead the time-warping path is used to map the control features of the first signal (Guide Signal audio control parameters)
to the second signal in order to modify the appropriate parts of the second signal’s waveform and keep its original timing.
[0024] By carrying out processing without the constraint of real-time processing, detailed analysis of stored versions
of the Guide and New Signals can be performed, and a statistically significant and substantial amount of both signals
(say as much as up to 30 seconds or even the entire signals) processed before the time alignment process begins and
critical decisions are made regarding long term signal characteristics.
[0025] Accordingly, large-scale time discrepancies (e.g. of several seconds) can be accommodated and corrected
and localized optimal alignment can take place within words and phrases. Moreover, feature modifications are also done
"off-line" allowing the highest quality processing to be applied as well as an interpolation and/or smoothing of the mod-
ification-related data to remove any apparent gross errors before application to the New Signal.
[0026] Sets of output feature values for the New Signal do not have to be pre-defined. For example if the pitch of a
New Signal provided by a user is to be corrected to match the pitch of a Guide Signal in the form of a recording of a
professional singer, the acceptable pitch values do not need to be defined or set. Instead, the user’s voice will be adjusted
to the values that are present and measured in the Guide Signal recording.
[0027] The New Signal does not have to be restricted to resemble the Guide Signal or be generated by the same type
of acoustic processes as the Guide Signal. For example, monotonic speech could be time and pitch modified to follow
a solo woodwind instrument or a bird chirping. As long as both signals have some time-varying features that can be
treated as related, a method embodying the invention can create an output signal with appropriately modified properties.
Furthermore, features of the New Signal and the Guide Signal may be offset in frequencies from one another. For
example, the pitch of one signal may be an octave or more apart from the other signal.
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[0028] It should also be noted that one or both audio signals may be in the ultra sound or infra sound regions.
[0029] By operation of a preferred embodiment of the present invention the complex and skilled pitch variations (and,
optionally other characteristics) found in the performance of a professional singer can be accurately transferred to the
digitized voice of a user (e.g. amateur) singer. This enhances many aspects of the user’s performance to the professional’s
level.
[0030] Embodiments of the invention can also be applied in the field of Automatic Dialogue Replacement (ADR) to
enhance an actor’s ADR studio-recorded performance. An embodiment can be used to modify the studio-recording’s
vocal characteristics such as pitch, energy level and prosodic features to match or follow those of the original Guide
Signal recorded on set or location with the image. Moreover, the actor in the studio can be a different actor from the one
who recorded the Guide Signal.
[0031] In addition, the invention is flexible in the range of processes that can be applied. For example, in the case of
pitch adjusting, further pitch changing functions, such as time-aligned harmony generation, can be introduced as functions
of the pitch adjustment function to create alternative output signals. Additionally, one measured feature in the Guide
Signal can be mapped by an arbitrary function to control another entirely different feature in the New Signal.
[0032] Methods embodying this invention can be implemented with computer programs in a computer system such
as a PC or computer-based games console with means for audio input and output.
[0033] There are many permutations of the arrangements of processing sequences that can be implemented, some
having advantages over others in certain situations. Examples below are given with regard to processing pitch to illustrate
how the variations affect processing complexity and/or reduce the potential for generating audible signal artefacts in the
output signal. Similar observations and results would arise in considering processing features other than pitch, such as
loudness, tone or formant structure.
[0034] Typically, in an embodiment, to start, the New and Guide Signals are sampled and stored digitally. Next, a
robust, speaker-independent short time feature analysis extracts the profiles of feature modulations in both signals.
Spectral energy measurements are made every 10ms over successive windowed "frames" of the signals, with noise
and level compensation algorithms provided (for example as described in US patent 4,591,928). This analysis is per-
formed over the entire input signal to maximise the accuracy and robustness of the processing. Other short-term feature
measurements can alternatively be used, examples of which can be found in L.R. Rabiner and R.W. Schafer (1978)
"Digital Processing of Speech Signals," Prentice Hall.
[0035] Taking the example of pitch determination, the remaining main signal processing steps to be performed in the
computer system on the recorded signals and their measured signal feature data are:-

Method 1

[0036]

(a) The Guide Signal’s and New Signal’s time-dependant feature sequences are processed in a pattern-matching
algorithm that determines and outputs an optimal Time Alignment path function as a data sequence. This path
optimally maps frames of the New Signal to frames of the Guide Signal.
(b) The data from the Time Alignment path is used to edit the New Signal and generate a New Signal that is time-
aligned to the Guide Signal.
(c) The Guide Signal is segmented into discrete consecutive frames and the pitch of each frame is measured. The
pitch measurement sequence values are smoothed to provide the Guide Signal pitch contour.
(d) The processing in Step (c) is repeated for the aligned (edited) New Signal to generate its pitch contour.
(e) Each pitch contour value of the Guide Signal is divided by the corresponding pitch contour value for the aligned
New Signal and adjusted for octave shifts to generate a correction contour that is a set of values giving the correction
factor to apply to each frame of the aligned New Signal. This correction contour is smoothed to remove any gross
errors.
(f) A pitch-shifting algorithm is used to shift the pitch of the aligned New Signal to values according to the smoothed
correction contour from step (e) and thereby generate a New Signal matching in time and pitch to the given Guide
Signal.

[0037] Method 1 employs two editing algorithms in cascade and measures the pitch of the New Signal after it has
undergone one step of editing. Thus, the quality of the generated output in Method 1 is dependent on the output quality
of the edited signal from step (b). Consequently imperfections introduced during editing in that signal can degrade the
quality of outputs of steps (d) and (f). This could lead to occasional small errors in the corrected pitch and possibly create
a subtle roughness in the generated output.
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Method 2

[0038] To reduce the risk of such errors, another embodiment combines above steps (b) and (f) to form a single editing
stage. Also any characteristic of the New Signal (in this example, pitch) is measured from the unmodified New Signal,
and not from a time-aligned (edited) version. This is achieved by calculating the inverse of the time alignment path. The
inverse path maps each frame of the unedited New Signal to its corresponding frame of the Guide Signal. From this
mapping a pitch correction contour for the New Signal is calculated that is aligned in time to the Guide Signal. In effect
the Guide Signal is being aligned in time to the New Signal before the pitch correction contour is calculated.
[0039] The following steps summarize this method.

(a) The Guide Signal and New Signal’s time-dependant feature sequences are processed in a pattern-matching
algorithm that determines and outputs an optimal Time Alignment path function as a data sequence which optimally
maps New Signal frames to frames of the Guide Signal.
(b) The data from the Time Alignment path is used to produce an inverse path function mapping the frames of the
Guide Signal to the corresponding frames of the New Signal.
(c) The Guide Signal is segmented into discrete frames and the pitch of each frame is measured. The pitch meas-
urement sequence values are smoothed to provide the Guide Signal pitch contour.
(d) The processing in Step (c) is repeated for the New Signal (unedited) to generate its pitch contour.
(e) Using the inverse path function to align the Guide Signal pitch contour to the New Signal pitch contour, each
pitch contour value of the mapped Guide Signal is divided by the corresponding pitch contour value for the New
Signal and adjusted for octave shifts to generate an aligned correction contour that is a set of values giving the
correction factor to apply to each frame of the New Signal. This aligned correction contour is smoothed to remove
any gross errors.
(f) Using both the Time Alignment path function and the smoothed aligned correction contour, the New Signal is
edited using a processing algorithm that both shifts its pitch and time-compresses or time-expands the New Signal
as required to generate an output signal that is aligned in time and in pitch to the Guide Signal.
(g) Or, as an alternative to step (f), the smoothed aligned correction contour could be applied without the time
alignment of the New Signal to the Guide Signal. This would keep the original timing of the New Signal but would
apply the pitch correction to the correct frames of the New Signal, even though the New Signal has not been aligned
in time to the Guide Signal.

[0040] Either form of Method 2 provides a more reliable and natural sounding pitch correction over all words and
phrases, which can follow and recreate faithfully any subtle nuances such as vibrato and other details.

Method 3

[0041] Although Method 2 only edits the New Signal once, it utilises a processing technique that modifies the pitch
and time alignment at the same time. By varying the sequence of steps slightly it is possible to separately process the
pitch shifting and time modification without using Method 1. Although this introduces two stages of editing, the most
appropriate specialised processing algorithms can be chosen separately for each stage.
[0042] The following steps summarize this third method:

(a) The Guide Signal’s and the New Signal’s time-dependant feature sequences are processed in a pattern-matching
algorithm that determines and outputs an optimal Time Alignment path function as a data sequence which optimally
maps New Signal frames to frames of the Guide Signal.
(b) The Guide Signal is segmented into discrete frames and the pitch of each frame is measured. The pitch meas-
urement sequence values are smoothed to provide the Guide Signal pitch contour.
(c) The processing in Step (b) is repeated for the New Signal (unedited) to generate its pitch contour.
(d) Using the time-alignment Path function, the New Signal’s pitch contour is effectively time-aligned to the Guide
Signal pitch contour.
(e) Each Guide Signal pitch contour value is divided by the corresponding time-aligned New Signal’s pitch contour
value, and the result is adjusted for octave shifts. This generates an aligned correction contour containing the
correction factors to apply to each frame of a time-aligned New Signal. This aligned correction contour is smoothed
to remove any gross errors.
(f) The data from the Time Alignment path is used to edit the New Signal and generate a New Signal that is time-
aligned to the Guide Signal.
(g) Using a pitch-shifting algorithm, the pitch of the time-aligned New Signal is shifted by the smoothed aligned
correction contour generated in step (e). This gives an edited New Signal aligned in time and in pitch to the given
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Guide Signal

[0043] Method 3 uses the original time alignment path function and not the inverse. Moreover, it has the advantage
as in Method 2 that the pitch of the unmodified New Signal is measured and not that of a time-aligned (edited) version.
However, it cannot modify the pitch of the New Signal (step g) without first generating a time-aligned version (step f).
[0044] In further embodiments, other features of a sound signal besides pitch can be modified to follow those in a
Guide Signal, once a time alignment function has been created. The additional types of time-synchronous modifiable
features include the modification of sound signal features such as instantaneous loudness, equalization, speech formant
or resonant patterns, reverberation and echo characteristics, and even words themselves, given a suitable mechanism
for analysis and modification of the specified feature is available.
[0045] In the present invention, a video signal is not necessary, and the input audio signal may be required to only
accompany or replace another audio signal.
[0046] In a preferred embodiment of the invention, a means is included for determining a time alignment function or
time warping path, that can provide an optimal and sufficiently detailed time mapping between the time varying features
of a second (New) audio signal corresponding with time-varying features in a first (Guide) audio signal. This mapping
ensures that the time-varying alterations are based on the specified features in the portion of the Guide (control) signal
that corresponds to the appropriate portion of the New Signal being modified. Measurements of specific time-varying
features used for determining the time alignment are made every T seconds, on short portions or windows of the sampled
signal’s waveforms, each window being of duration T’, and T’ may be different from T. Measurements are made on a
successive frame-by-frame basis, usually with the sampling windows overlapping. This is "short-time" signal analysis,
as described in L.R. Rabiner and R.W. Schafer (1978) "Digital Processing of Speech Signals," Prentice Hall.
[0047] It should be noted that the features measured for the time alignment process are likely to be features different
from both the features being altered and the features used as a control. A functional relationship between the features
to be altered and the control feature parameters must be defined. For example, one simple relationship described in
more detail hereinafter, modifies the pitch of a New Signal to match that of a Guide Signal, with adjustments to maintain
the natural pitch range of a person who creates the New Signal. This definition of the modification function, and other
definitions, can additionally be varied with time if desired. The modification function can be programmed as a data array
of output values vs. input values, or as a mathematical function or as a set of processing rules in the audio processing
computer system. Note that this function is not necessarily dependent on the signal itself and so the signal may not need
any analysis. In further steps, the feature specified to be modified in the second signal and the specified control feature
in the first signal are both measured as functions of time. These measurements are stored as data.

Brief Description of the Drawings

[0048]

FIG. 1 is a block diagram of a computer system suitable for use in implementing the present invention.

FIG. 2 is a block diagram showing additional software components that can be added to the computer in FIG. 1 to
implement the present invention.

FIG. 3 is a block diagram of one embodiment of the present invention showing the signals and processing modules
used to create an output audio signal with pitch adjustments based on an input signal with different pitch and timing
characteristics.

FIG. 4 is a graph showing a typical example of pitch measurements as a function of time for a professional singer’s
recorded Guide voice and the same measurements on a recorded New Signal from an untrained user singing the
same song to the same musical accompaniment.

FIG. 5 is a graph representing a Time Warping function or Alignment path.

FIG. 6 is a graph showing against the left frequency axis the pitch of the Guide Signal and the Aligned New Signal
pitch from FIG. 4 (before pitch correction) and computed smoothed pitch Correction Factor against the right vertical
axis.

FIG. 7 is a graph of the pitch of the Guide Signal and the Corrected New Signal pitch that was shown uncorrected
in FIG. 6.
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FIG. 8 is a block diagram of another embodiment of the present invention showing the signals and processing
modules used to create an output audio signal with any general signal feature modifications based on time-aligned
features of an arbitrary input signal.

FIG. 9A is a block diagram of a further embodiment having in accordance with the present invention processing in
which the features of the New Signal are modified with or without simultaneous time alignment to a Guide Signal.

FIG. 9B is a block diagram of a further embodiment having in accordance with the present invention processing in
which the Time Alignment path is used to both create a Time-Aligned New Signal and to provide a mapping function
for accurately determining the modifications to be made to the Time-Aligned New Signal.

FIG. 10 (a) is a graphic representation of an example of the relative positions and shapes of the analysis windows
used to create a signal s"(n) using overlap and add synthesis.

FIG. 10 (b) is a graphic representation of an example of the relative positions and shapes of the synthesis windows
used to create a signal s"(n) using overlap and add synthesis.

FIG. 11 is a block diagram of a further embodiment of the invention utilising a telecommunications system.

Detailed Description of the Invention

[0049] Computer systems capable of recording sound input whilst simultaneously playing back sound and/or video
signals from digitized computer video and audio files are well known. The components of a typical PC system and
environment that can support these functions are presented in FIG. 1 of the accompanying drawings and this system
can be used with the software in FIG. 2 as the basis of providing the hardware and software environment for multiple
embodiments of this present invention.
[0050] In FIG. 1 a conventional computer system 100 is shown which consists of a computer 110 with a CPU (Central
Processing Unit) 112, RAM (Random Access Memory) 118, user interface hardware typically including a pointing device
120 such as a mouse, a keyboard 125, and a display screen 130, an internal storage device 140 such as a hard disk
or further RAM, a device 160 for accessing data on fixed or removable storage media 165 such as a CD ROM or DVD
ROM, and optionally a modem or network interface 170 to provide access to the Internet 175. The pointing device 120
controls the position of a displayed screen cursor (not shown) and the selection of functions displayed on the screen 130.
[0051] The computer 110 may be any conventional home or business computer such as a PC or Apple Macintosh,
or alternatively a dedicated "games machine" such as a Microsoft® Xbox™ or Sony Playstation 2™ with the pointing
device 120 then being a game controller device. Some components shown in FIG. 1 may be absent from a particular
games machine. FIG. 2 illustrates further software that may be installed in the computer 110.
[0052] A user may obtain from a CD ROM, the Internet, or other means, a digital data file 115 containing an audio
and optional accompanying video clip which, for example, could be in a common format such as the avi or QuickTime®
movie format and which is, for example, copied and stored on the hard disk 140 or into RAM. The computer 110 has a
known operating system 135 such as that provided by any of the available versions of Microsoft® Windows® or Mac®
OS, audio software and hardware in the form of a sound card 150 or equivalent hardware on the computer’s mother
board, containing an ADC (Analogue to Digital Converter) to which is connected a microphone 159 for recording and
containing a DAC (Digital to Analogue Converter) to which is connected one or more loudspeakers 156 for playing back
audio.
[0053] As illustrated in FIG. 2, such an operating system 135 generally is shipped with audio recording and editing
software 180 that supports audio recording via the sound card 150 and editing functions, such as the "Sound Recorder"
application program shipped with Windows®. The recording program and/or other programs can use sound card 150
to convert an incoming analogue audio signal into digital audio data and record that data in a computer file on the hard
disk drive 140. Audio/video player software 190, such as Windows Media Player shipped with Windows® and/or other
software can be used for playing composite digital video and audio files or just audio files through the sound card 150,
further built-in video hardware and software, the display screen 130 and the speakers 156. Composite video and audio
files consist of video data and one or more parallel synchronized tracks of audio data. Alternatively, audio data may be
held as separate files allocated to store multiple streams of audio data. The audio data may be voice data such as
dialogue or singing, instrumental music, "sound effects", or any combination of these. Blocks 180 and 190 can also, in
concert with 135 and 110, represent the software and hardware that can implement the signal processing systems that
will be described herein. Alternative distributed embodiments of the hardware and software system in 100 and 110 can
be employed, one example being where the main elements of computer system 100 are provided to the user by a remote
server. In such a case, the input and output transducers 159 and 156 could be provided at the user’s end by telephones
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or microphones and speakers connected to the user’s PC system, with analogue or digitised audio signals transmitted
between the user and 100 via a telephone system network and/or the Internet. The user can remotely control the system
operation by numerous methods including a telephone touchtone keypad, a computer keyboard, voice input, or other
means.
[0054] An embodiment of this invention in the form of a non-real time consumer Karaoke system allows a member of
the public record their voice singing a pop song to a music video in a computer based-system. When the user’s recorded
voice is modified and then subsequently played back, the modified voice is both lip-synchronized to the original singer’s
mouth movements and has the same pitch variation as the replaced singer’s voice in the music video. The system of
FIG. 2 allows the audio playback of the original performer singing a song with or without an accompanying video. The
user can play back the song and the system will digitize and record (store) the user’s voice onto the computer’s hard
disk or other memory device. As there is a requirement to measure accurately features of the original singer’s voice, it
is better to have that voice signal separate from the backing music track. This can most effectively be achieved by
requesting an isolated recording of the voice from the record company or organization providing the media content.
[0055] In the present embodiment a first signal, the Guide Signal, is used which is a digitized recording of the singer
performing a song in isolation (e.g. the solo vocal track transferred from a multitrack recording from the original recording
session), preferably without added processing such as echo or reverberation. Such digitized Guide Signals, g(n), can
be provided to the user’s system on CD or DVD/ROM 165 or via the Internet 175. Alternatively, in further embodiments,
the required features of a Guide Signal (for both time alignment and for feature modification control) can be pre-analysed
in the same or another system to extract the required data. This data can be input to the system 100 for use as data
files via 165, 175 or via other data transfer methods. Data stores and processing modules of the embodiment are shown
in FIG 3.
[0056] The user, running the sound recording and playback program, plays the desired song with the original singer
audible or not audible and sings at the same time. The user’s singing is digitized and recorded into a data file in a data
store 310. This digitized signal is the second signal, i.e. the New Signal, s(n).
[0057] The embodiment of FIG. 3 carries out the Method 1 described hereinbefore. The objective is to correct the
pitch and timing of the user’s New Signal to mimic the pitch and timing of the Guide Signal. In this case, the feature in
the Guide Signal being used as a control function and the feature being modified in the New Signal are the same feature,
namely the pitch contour of the respective signal. A process tracking the differences between time-aligned New Signal
pitch measurements and the Guide Signal pitch measurements is used in computing a pitch adjustment function to make
a modified New Signal’s pitch follow that of the Guide Signal. It is assumed here that the New Signal, s(n) is similar in
phrasing, content and length to the Guide Signal, g(n). For a non-real-time Karaoke-type application, this is a reasonable
assumption, because the user is normally trying to mimic the original vocal performance in timing, pitch, and words.
[0058] Method 1 is here performed on the digital audio data in non-real time as follows.

Input Signal Description and Measurement

[0059] The New Signal and the Guide Signal are highly unlikely to be adequately time-aligned without processing. US
patent 4591928 (Bloom et. al.), describes the differences between the energy patterns of non-time-aligned but similar
speech signals and the use of energy-related measurements such as filterbank outputs as input to a time alignment
process.
[0060] FIG. 4 illustrates a time series Pg(M) referred to hereinafter as a pitch contour 401, obtained by measuring the
pitch of a professional female singer’s Guide Signal, as a function of pitch measurement frame number M, where M =
0, 1, 2, ... N, and a time series Ps(M) shown as a pitch contour 402 of a typical amateur’s New Signal (male voice) before
time alignment along the same time scale. Differences in the pitch contours of both signals and also their misalignment
in time are apparent. The first series, Pg(M), which is not aligned in time with the second series, Ps(M), cannot be directly
used as a control or target pitch function for the second signal without generating significant and audible errors.
[0061] A data point shown as zero HZ in a pitch contour 401 or 402 indicates that the corresponding pitch measurement
frame contains either silence or unvoiced speech. The non-zero measurements indicate the pitch measurement of the
respective signal in that frame.
[0062] In FIG. 4 the non-zero value segments (pulses) of voiced sound in the New Signal pitch contour 402 generally
both lag behind the corresponding features in the Guide Signal pitch contour 401 and have different durations. Also the
voiced sounds of two pitch contours are in different octaves. Furthermore, the pitch range variation in each pulse of the
Guide Signal pitch contour 401 is much wider than in the corresponding pulse in the New Signal pitch contour 402. This
is expected since the Guide Signal pitch contour 401 is taken from a professional singer. It is such details and the timing
of the Guide Signal pitch contour 401 that are to be imparted to the amateur user’s recorded singing.
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Time Alignment of New Signal

[0063] In FIG. 3, the sampled New Signal waveform, s(n), read from data store 310, is first aligned in time to the Guide
Signal, g(n), read from data store 312, using a technique such as that described in US 4,591,928 to create an intermediate
audio signal, the Time-Aligned New Signal, s’(n), which is stored, e.g. on disk 330. This ensures that the details of the
energy patterns in s’(n) occur at the same relative times as those in the Guide Signal. It further ensures that any required
lip-syncing will be effective and any transfer of features from the Guide Signal to the New Signal needs no further time
mapping. The sampling frequency used in creating the New Signal, s(n) and the Guide Signal g(n) in this example is
44.1 kHz.
[0064] The Time Alignment process described in US 4,591,928 measures spectral energy features (e.g. a filterbank
output) every 10ms, and generates a time alignment or "time warping" path with a path point every 10ms that associates
similar spectral features in the New Signal with the closest corresponding features in the Guide Signal.
[0065] FIG. 5 shows an example of a time warping path, w(k), k= 0, 1,2, ... in which each feature frame of the New
Signal has a frame number j and each feature frame of the Guide Signal has a frame number k, the frame sampling
interval being T seconds, where T = 10ms. Such a warping path is created within a time-alignment processing module
320, and this path is used to control the editing (i.e. Time-Compression/ -Expansion) of the New Signal s(n) in the module
320 in the creation of the time-aligned New Signal s’(n) stored on disk 330. As described in US 4,591,928, the time-
aligned New Signal, s’(n), is created by the module 320 by building up an edited version of s(n) in which portions of s
(n) have been repeated or deleted according to w(k) and additional timing error feedback from the editing system, which
is constrained to making pitch synchronous edits when there is voiced sound.

Generate Pitch Contour of New Signal

[0066] A raw pitch contour, Ps’(M), of the aligned New Signal, s’(n), is created from measurements of s’(n) taken using
a moving analysis Hann window in consecutive discrete pitch measurement frames, where M is the frame number and
M=1,2,3, .... To obtain accurate pitch measurements it is recommended that the length of the analysis window be 2.5
to 3.0 times the length of the lowest period being measured. Therefore, in the current embodiment, to measure pitch as
low as 72Hz with a period of approximately 0.0139 s., a 1536 sample (at 44.1 kHz sampling frequency) analysis window
(or approximately 35 ms) is used. The sampling interval of a pitch measurement frame is 10ms. The analysis window
of the pitch estimator module 340 is centred in each pitch measurement frame of samples. For each pitch measurement
frame, an estimate is made of the pitch using one of the well-known methods for pitch estimation (e.g. auto-correlation,
comb filtering etc). Detailed descriptions of these techniques can be found in references such as Wolfgang Hess (1983)
"Pitch Determination of Speech Signals. Algorithms and Devices," Springer-Verlag; R.J. McAulay and T.F. Quatieri.
(1990); "Pitch estimation and voicing detection based on a sinusoidal model," Proc. Int Conf. on Acoustics, Speech and
Signal Processing, Albuquerque, NM, pp. 249-252; and T.F. Quatierl (2002) "Discrete-Time Speech Signal Processing:
Principles and Practice," Prentice Hall.
[0067] The measurements may be taken without overlap of analysis windows, but overlap of the successive windowed
data of between 25 and 50% is generally recommended. In this embodiment, the measurement frame rate of M is 100Hz
(i.e. 10ms intervals), which provides a sufficient overlap and also conveniently is the same as the measurement rate of
the time alignment function. In order to make the first and last few pitch measurements correctly, in which the analysis
window necessarily extends beyond the available data samples, both the start and end of the signal are padded with
up to one analysis window’s length of zero magnitude samples before taking those pitch measurements.
[0068] To create a final smoothed pitch contour, P’s’(M) for the time-aligned New Signal, the pitch measurements of
the individual frames are smoothed at a filter module 350 using a 3 point median filter followed by an averaging filter. In
addition, silence and unvoiced frames of the time-aligned New Signal s’(n) are marked in P’s’(M) as having zero pitch.

Generate Pitch Contour of Guide

[0069] Similarly, at a pitch estimator module 345 a pitch contour Pg(M) of the Guide Signal g(n) is created, using the
same methods and parameters as described for creating the pitch contour Ps’(M), and smoothed at a filter module 355
to create a smoothed pitch contour P’g(M) for the Guide Signal.

Calculate Pitch Adjustment

[0070] The next process is calculation of the pitch adjustment or correction factor for each frame of the time-aligned
New Signal. This is done by a pitch adjustment module 370 and takes into account the ratio of the Guide Signal pitch
to the time-aligned New Signal pitch and any desired shifts in octave. The calculation is done for each pair of pitch
measurement frames having the same frame number M. A low pass filter within module 370 then smoothes the correction
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factors. There are two steps: determination of octave and shifting of pitch of the New Signal. There are two main options
considered with regard to the adjustment of pitch : a) adjustment of the output pitch to be the same as the pitch of the
Guide Signal or b) maintaining the pitch range of the input New Signal so that the adjusted voice sounds the most natural.
Octave adjustment to achieve this latter effect will now be described. An octave adjustment module 358 computes an
octave multiplier, Q, which is kept constant for the duration of the signal. This emphasises the need to analyse all or at
least a substantial amount of the New Signal before being able to set this value. For each pitch analysis frame M of the
time-aligned New Signal, the unsmoothed pitch estimates for frame M from the pitch estimator modules 340 and 345
are used to calculate a local pitch correction, CL(M), where M is the frame number, limiting the calculation to those
frames where the time-aligned New Signal and its corresponding Guide Signal frame are both voiced, i.e. both of these
frames have a valid pitch. In those frames, the local pitch correction factor CL (M), which would make the pitch of frame
M of the time-aligned New Signal the same as the pitch of frame M of the Guide Signal, is given by 

[0071] Each ratio CL(M) is then rounded to its nearest octave by selecting powers of 2 in accordance with the following
table:

[0072] All the resulting Octave values are entered into a histogram and then the Octave correction value, Q, that
occurs most frequently is selected. Q is not a function of time in this case, but it can be in alternative embodiments. If
desired, Q could be multiplied by another factor to achieve any desired offset in pitch frequency. The calculation of Q is
performed in a module 358. The Octave correction value Q is supplied to a pitch adjustment module 370 and used in
equation (2) below to produce an octave-corrected pitch correction factor, C(M) where 

where
C(M) is the pitch correction factor at frame M of the signals, and
P’s’(M) and P’g(M) are the smoothed estimated pitch at frame M of the time-aligned New Signal and the Guide Signal
respectively.
[0073] To generate a pitch correction signal, the pitch correction factor C(M) is calculated from equation (2) over all
frames of the time-aligned New Signal, so that the pitch register of the modified time-aligned New Signal will most closely
match that of the original New Signal.
[0074] If no corresponding Guide Signal pitch exists at a frame M, (i.e. either the Guide Signal is unvoiced or the time-
aligned New Signal is slightly longer than Guide Signal) the last correction factor value at M-1 is reused. It would also
be possible to use extrapolation to get a better estimation in this instance.
[0075] Examples of resulting correction processing values are: A correction factor, C(M), of 1.0 means no change to
s’(n) at frame M; 0.5 means lower the pitch by one octave, 2.0 means raise the pitch by one octave, and so on.

Shift Pitch of New Signal

[0076] Each value C(M) in the pitch correction signal provides the correction multiplier needed for a corresponding
frame M of samples of the time-aligned New Signal, s’(n). In this example, the frame rate of C(M) is chosen to be the
same as that used by the time alignment algorithm, which is 100 frames per second or fps. In other words C(M) will have
one hundred samples for every second of s’(n).
[0077] To function correctly, some pitch-shifting algorithms must have a frame rate much lower than that of the time-

Ratio CL (M) Octave Comment

0.5. up to.0.75 0.5 New Signal is one octave higher
0.75 up to 1.5 1.0 New Signal is same octave
1.5 up to 3 2.0 New Signal is one octave lower
3.0 up to 6.0 etc 4.0 New Signal is two octaves lower
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alignment algorithm; i.e. the sampling interval (analysis frame) is much longer. For example, time domain pitch shifting
techniques usually have a frame rate of around 25 to 30 fps if they are to work down to frequencies of 50 to 60 Hz.
However their frame rate need not be constant throughout the signal, and the rate can be varied, say, with the fundamental
pitch of the signal s’(n). In the present embodiment, however, a fixed frame rate is used in pitch shifting.
[0078] In the present embodiment, the respective frame-rates for calculation of the pitch correction factor C(M) and
operation of the pitch shifting algorithm are different, and therefore linear interpolation is used to derive an estimate of
the pitch correction needed at the centre of each analysis frame of the pitch shifting algorithm from the C(M) samples
closest in time to that centre. This interpolated correction factor is derived as follows:
[0079] A frame M of the pitch correction signal has a length equal to Lc samples of the New Signal s(n) where Lc is
given by: 

[0080] The sample number along s’(n) at the centre of each of the analysis frames of the pitch shifting algorithm at
which an estimate of the pitch correction is required is determined as follows.
[0081] If Nc(Fps-1) is the sample number along s’(n) at the centre of the pitch-shifting analysis frame Fps -1, then the
sample number Nc(Fps) at the centre of the next frame, Fps, is:

where:

Fps is the pitch-shifting analysis frame number, Fps = 0, 1, 2, ... and

Ls(Fps, To(Fps-1)) = New Signal’s sampling rate / pitch-shifting algorithm Frame Rate.

[0082] In this general case, Ls is a function of the frame number Fps and To(Fps-1), the pitch period duration at Fps-
1, to allow for a time-varying frame rate. In this embodiment, Ls is held constant and set to 1536 samples, i.e. 34.83 ms.
[0083] The initial values for the sample numbers along s’(n) at the centres of both the pitch shifting analysis frame
before the first computed frame, Nc( -1), and the first computed frame, Nc(0), are dependent on the pitch-shifting algo-
rithm. In this embodiment Nc(-1) = 0.5* To(-1) and Nc(0)=0.
[0084] Using Nc(Fps) and Lc, the pitch correction frame numbers Fc(M) of C(M ) which bound or include the sample
at the centre of a specific analysis frame Fps in the pitch-shifting algorithm are: 

where:

/ represents integer division,

Fc(Fps) is the frame of C(M) occurring just before or at the centre of the pitch-shifting algorithm frame Fps, and

Lc is as defined above.

[0085] If Fc(Fps) is the pitch correction frame occurring just before or at the centre of the pitch shifting algorithm frame
then (Fc(Fps) +1) will be the next pitch correction frame occurring after its centre.
[0086] Linear interpolation between the pitch corrections C(Fc(Fps)) and C(Fc(Fps)+1)) gives an interpolated correction
factor Cs(Fps) at the centre of the pitch-shifter’s analysis frame to control the pitch shifter: 
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where:

and where
/ represents integer division,
and other symbols are as described above.
[0087] The interpolated correction factor value Cs(Fps) is smoothed by simple low pass filtering to become C’s(Fps)
and is represented as the output of module 370 which is supplied to the pitch changer module 380. For pitch correction,
the time-aligned New Signal s’(n) is processed in frames Fps corresponding to the pitch-shifting algorithm frames. Each
such frame, Fps, of the time-aligned New Signal s’(n) is shifted dynamically in pitch by its smoothed correction factor at
module 380 and the resulting pitch-corrected and time-aligned New Signal, s"(n), is written to disk 390 for subsequent
playback with the backing music and optionally the corresponding music video if available. This output signal, s"(n) will
have both the required time-alignment and pitch correction to be played back as a replacement for the Guide Signal g
(n) or synchronously with it. An example of the time-aligned and corrected pitch contour 701 that would be observed in
s"(n) as a result of multiplying pitch values of the time-aligned New Signal s’(n) by the corresponding correction factor
values illustrated in FIG. 6 is shown in FIG. 7. Most of the details of the Guide Signal pitch contour 401 now appear in
this example of a computed modified pitch contour 701.
[0088] The pitch shifting performed by the module 380 to create the pitch corrected time-aligned output signal waveform,
s"(n) at store 390 can be achieved using any of the standard pitch-shifting methods such as TDHS, PS-OLA, FFT, which
are described in references such as K. Lent (1989), "An efficient method for pitch shifting digitally sampled
sounds," Computer Music Journal Vol. 13, No.4, at pages 65 - 71; N. Schnell, G. Peeters, S. Lemouton, P. Manoury,
and X. Rodet (2000), "Synthesizing a choir in real-time using Pitch Synchronous Overlap Add (PSOLA)," International
Computer Music Conference, at pages 102 - 108; J. Laroche and M. Dolson (1999), "New Phase-Vocoder Techniques
for Pitch-Shifting, Harmonizing and other Exotic Effects." Proc. 1999 IEEE Workshop on Applications of Signal Processing
to Audio and Acoustics at pages 91 - 94; G. Peeters (1998), "Analyse-Synthese des sons musicaux par la methode
PSOLA," Proceedings of the Journees d’Informatique Musicale, Agelonde, France; and V. Goncharoff and P. Gries
(1998), "An algorithm for accurately marking pitch pulses in speech signals", Proceedings of the IASTED International
Conference Signal and Image Processing (SIP’98), October 28 - 31.
[0089] In this embodiment a time domain algorithm substantially as described in D. Malah (1979) "Time Domain
Algorithms for Harmonic Bandwidth Reduction and Time Scaling of Speech Signals", IEEE Transactions Acoustics,
Speech and Signal Processing, Volume 27, No.2, pages 121-133, is used at module 380 to shift the pitch of the signal s’(n).
[0090] At every frame Fps of s’(n) the pitch period, defined here as To(Fps), is measured. For simplicity hereinafter,
although variables based on computations that include To(Fps) are also variables of Fps, the parameter Fps is not made
explicit in those expressions.
[0091] In this embodiment the time-aligned New Signal s’(n) is decomposed into a sequence of windowed samples
s’(u,n) of the signal by multiplying s’(n) with h(p), an analysis window function 801 (shown in FIG. 10(a)) which is shifted
periodically in time, so that: 

where
h(p) is the pitch shifting analysis window of length P samples, the length of which in time is equal to twice the measured
pitch period of the frame Fps, i.e. 2*To(Fps). In this embodiment h(p) is a Hann window of P samples.
ta(u) is the u-th analysis instance that is set at a pitch synchronous rate for voiced frames, such that ta(u) - ta(u-1) = To
(Fps), where u = 0,1,2 .... For unvoiced frames ta(u) is set to a constant rate of 10ms. It could also be set to the last
valid value of To from a voiced frame.
[0092] From the smoothed pitch correction C’s(Fps) the new output period To’(Fps) of the corrected signal is calculated.
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For unvoiced signals, in frame Fps, To’(Fps) = To(Fps). For voiced signals in frame Fps, 

[0093] From this processing, a sequence 802 of short-term synthesis windows ts(v) is generated which is synchronized
to the new output period To’(Fps) such that 

where:

ts(v) is the v-th synthesis instance in the output frame.

[0094] As illustrated by FIGs. 10 (a) and (b), for each ts(v) that window ta(u) of s’(n) data which is closest in time is
selected. The selected window ta(u) of s’(n) data is then added to an output stream buffer (not shown) to generate an
output signal stream s"(n) one frame at a time by the known method of overlap and add which combines all the short-
term synthesis windows, ts(v) of one frame Fps. In effect, windowed samples s’(u,n) are recombined with a pitch period
of To’(Fps) rather than with a period of To(Fps).
[0095] Further embodiments will now be described.
[0096] In addition to pitch, which includes vibrato and inflection curves, many other features of sound signals are
measurable and can be modified. Examples are instantaneous loudness, glottal characteristics, speech formant or
resonant patterns, equalization, reverberation and echo characteristics. Moreover, the New and Guide Signals are not
necessarily restricted to having prosodic, rhythmic or acoustical similarities.
[0097] In FIG. 8 a feature analysis operation is shown acting on the New Signal and the Guide Signal at modules 840
and 850 respectively, to create fs(N) and fg(M). These are indicated in bold as feature vectors, specifying the selected
features measured at frames N and M respectively. These vectors need not be of the same features. While fg (M) must
contain at least one feature, fs(N) can, in a further embodiment, be a null vector with no feature.
[0098] A feature adjustment function, A(fs(N), fg(M), M), must be provided and here is input to the system as a
processing specification from a source 865. This function defines the desired relationship between the two signals’
feature vectors at frames N and M, where these may or may not be the same frame, the elapsed time, as represented
by frame parameter M, and the time-varying signal modification process implemented in software and applied at module
870. This function and variations would generally be defined and input by the system programmer and consequently
can be presented as a set of presets and/or offer user-defined variations that can be selected by the system user.
[0099] An example of using two different features in A(fs(N), fg(M), M), is having the loudness of the Guide Signal
control the centre frequency of a moving bandpass filter process on the New Signal with the condition that the New
Signal contain energy within the moving bandpass filter’s band. Making A a function of M also generalizes the process
to include possible time-based modifications to the function.
[0100] Another embodiment, employing the Method 2 described hereinbefore, is shown in FIG. 9A in which a time-
aligned New Signal waveform is not generated as a first step. Instead the time-alignment data, obtained as in the
embodiment of FIGS. 3 and 8 in a module 920, is used to time distort in a module 960, the measured features of the
Guide Signal to the appropriate times in the New Signal. Module 970 makes the time-aligned modifications to the New
Signal. An optional time-alignment can be performed on the modified New Signal in the feature modification process
module 970 at the same time (combining the processing of modules 970 and 975 into one algorithm), or in a subsequent
process module 975 on the feature modified signal. Further details of this approach are given below.
[0101] The inverse of the time-alignment function in FIG. 5 maps matching frames of the Guide Signal at frame k to
each frame of the New Signal at frame j. If Fs is a frame number of the New Signal and W(Fs) is the (inverse) time
warping function (or mapping function) generated by the time alignment process module 920 then 
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where Fag is the corresponding frame number of the time-aligned Guide.
[0102] From this mapping a time-aligned or warped version of the Feature Adjustment function is generated and used
in adjustment module 960 in FIG. 9A.
[0103] As an example, returning to the application in pitch correction, a warped version of the pitch correction function,
based on equation (1), is computed as : 

[0104] From (10) and (11) 

where C(Fs) is the correction factor of frame Fs of the New Signal.
[0105] Ps(Fs) is the estimated pitch of frame Fs of the New Signal. W(Fs) is the corresponding frame in the Guide
from the warping function. Further processing of C(Fs) as described previously, including the octave modifications (if
desired) takes place in adjustment module 960 which then provides a modification function, based on equation (2), given
by 

[0106] This modification function is applied to s(n) at modification module 970 on a frame by frame basis to produce
a modified output, s*(n).
[0107] The processing shown in FIG. 9A is generalized as in the description of FIG.8 to allow any signal features to
be specified for analysis and modification, but is different in that the modified output s*(n) in store 980 is not time-aligned
with the Guide Signal but has instead the timing of the original New Signal s(n). Time alignment of the modified output
s*(n) to the Guide Signal g(n) can be achieved for pitch modification in a single process where feature modification in
module 970 and time alignment in a module 975 are executed simultaneously. Descriptions of methods for implementing,
for example, simultaneous pitch and time modification (which may reduce potential processing artefacts and improve
computational efficiency) are found in references such as J. McAulay and T. Quatieri (1992), "Shape Invariant Time-
Scale and Pitch Modification of Speech", IEEE Trans. Sig. Processing, IEEE Trans. Sig. Processing, March, Vol. 40 No.
3, pp 497-510 and D. O’Brien and A. Monaghan (1999), "Shape Invariant Pitch Modification of Speech Using a Harmonic
Model", EuroSpeech 1999, pp 1059-1062. These references assume either an arbitrary constant pitch shift or a constant
pitch shift based on measurements of the original signal to determine the amount of shift to apply. For example if unvoiced
frames are detected in the original voice waveform, it is normal practise to switch off, or at least reduce, any time or
pitch modifications applied during that frame.
[0108] Optionally, the normal time alignment function can also be applied to a non-linear editing process in module
975 to create a signal s’*(n), which is a time-aligned version of the feature modified New Signal s*(n).
[0109] Another embodiment, which performs Method 3, is illustrated in FIG. 9B, in which a time-aligned signal s’(n)
in a storage module 982 is created by module 975 using the original time-alignment path created in module 920. In this
arrangement, a New Signal feature contour is produced by module 840 from the unmodified New Signal s(n), and a
Guide Signal feature contour is produced by module 850. In module 960, the equation: 

where w(M) is the time warping path generated by module 920, is implemented to produce the feature modification
contour C(M).This modification contour is applied in module 972 to the time-aligned New Signal to create the time-
aligned and feature modified New Signal, s*’(n), in output storage module 987.
[0110] In further embodiments, the Guide Signal can be made up of a series of different individual signals instead of
one continuous signal, or multiple Guide Signals (e.g. harmony vocals) can be used to generate multiple vocal parts
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from a single New Signal.
[0111] In further embodiments, features in the New Signal do not have to be measured or input to the New Signal
feature adjustment calculations and can simply be modified based on measurements of a feature or features of the
Guide Signal. An example of this could be the application of reverberation or EQ to the New Signal as functions of those
features in the Guide Signal.
[0112] It will be appreciated that the processing modules used in the embodiments described hereinbefore will be
software modules when implemented in a system such as the system 100 of FIGS. 1 and 2 but may in alternative
implementations be hardware modules or a mixture of hardware and software modules.
[0113] One application of the invention is for creating personalised sound files with a user’s voice that can provide,
for example, a telephone ringtone on a mobile phone or computer-based telephone system. Other examples include
replacing any of the ringing or other sounds that can be presented to the caller or call recipient during a phone call or
other data exchange. Such exchanges can take place via a telephone networks, VOIP (Voice Over Internet Protocol)
systems or other message delivery system. Further examples include the generation of personalised sound files for any
device or system that can use a personalised pre-recorded message.
[0114] FIG. 11 illustrates an embodiment of the invention for enabling a user to generate, send and receive such
sound files. In operation, the user initiates a telephone call from landline handset 1110 or mobile phone handset 1120
and through a telecommunications network 1140. An appropriate converter 1150 receives the signal from the telecom-
munication network 1140 and converts it into digital audio signals and operational command tones, and these are
processed by a server computer 1160. The server computer 1160 can optionally provide interactive Voice Response
(IVR) from a module 1165 to give the user choices and feedback on operations.
[0115] The server computer 1160 can be implemented in one or more computers and incorporates audio processing
modules 1170 for implementing the processes as described in FIG. 3 or 8 or 9A or 9B. The computer 1160 accesses a
storage module 1180 for storing song audio files and a database for referencing those song files. The computer 1160
also stores in a storage module 1185 original and processed user audio recordings and a database for referencing those
recordings.
[0116] The server computer 1160 interprets touchtone or other signals to initiate operations. For example, with the
telephone keypad in this implementation, the user can instruct the computer 1160 to:

(a) Select a "track", e.g. a portion of a song (stored in module 1180);
(b) Transmit the selected track through the converter 1150 and network 1140 to the telephone handset 1110 or
1120 for the user to hear and rehearse to.
(c) Record the user’s voice while the selected track is replaying through the telephone handset 1110 or 1120 and
the user is singing into the handset microphone;
(d) Replay the processed recording of the user’s voice mixed with the appropriate backing track (e.g. a version of
the track without the original singer’s voice)

[0117] In step (c), the user’s voice is recorded in the storage module 1185, processed via the processing module
1170, implementing processing such as that shown in FIG. 3 or 8 or 9A or 9B and the result stored in module 1185.
[0118] Lastly, the user then enters a recipient’s mobile phone number with the keypad of his/her handset 1110 or
1120. The computer 1160 then sends a data message to the recipient’s number using a ringtone delivery system 1190
such as "WAP push" system. This data message gives the recipient the information required to download the processed
audio to his mobile telephone or other device.
[0119] In an alternative implementation, a user’s computer 100 with microphone 159 and speaker 156 is used to
access the server computer 1160 directly via the internet 175 or by a telephone call using VOIP software 1135. The
user can then go through the same procedure as previously described, but listens and records by means of the computer
100 and sends commands entered on the keyboard 125 (not shown) of the computer 100 to the server computer 1160.
The user can finally specify a mobile phone by its number to receive the created sound file through the delivery system
1190. The sound file can also be used in the user’s computer 100 or another specified computer (such as a friend’s
computer) as a ringtone or other identifying sound file in the VOIP system of the specified computer.
[0120] In another alternative implementation in which the user accesses the server computer 1160 via the internet,
some or all of the processing modules of FIGS. 3, or 8, or 9A or 9B can be downloaded to the user’s computer 100 as
represented by a module 1130. A sound file resulting from the use of the module 1130 with or without the assistance of
an audio processing module at the server computer 1160 and stored either on the user’s computer 100 or the storage
module 1185 can be sent via the Internet 175 or telecommunications network 1140 to a requested destination phone
or other personal computer.
[0121] In further embodiments, the processes can be implemented wholly or in part in phones or any other devices
that contain a computer system and memory and means for inputting and outputting the required audio signals.
[0122] In a further embodiment video signals (such as music videos) can be provided from the server computer 1160
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with the song audio files that the user receives. The user can replay these audio and video signals and make sound
recordings as described previously. The processed file, mixed with the backing track and synchronized video, is delivered
to the designated telephone, personal computer or other device capable of playing an audio/visual file.
[0123] The song audio files are not restricted to songs and can be any sound recording, including speech, sound
effects, music or any combination of these.

Claims

1. A method for modifying at least one acoustic feature of an audio signal, the method comprising:

comparing first and second sampled audio signals so as to determine time alignment data from timing differences
between the times of occurrence of time-dependent features in the second signal and the times of occurrence
of time- dependent features in the first signal; measuring at selected positions along the first signal at least one
acoustic feature of the first signal to produce therefrom a sequence of first signal feature measurements;
processing the sequence of first signal feature measurements to produce a sequence of feature modification
data; and
applying the sequence of feature modification data to the second signal to modify at least one acoustic feature
of selected portions of the second signal in accordance with the time alignment data.

2. A method according to claim 1, wherein the method includes the step of measuring at selected positions along the
second signal the said at least one acoustic feature of the second signal to produce therefrom a sequence of second
signal feature measurements, and the step of processing the sequence of first signal measurements includes com-
paring the first signal feature measurements with the second signal feature measurements and determining the
feature modification data from such comparison.

3. A method according to claim 1 or 2, wherein the said step of applying the feature modification data includes the
steps of using the time alignment data to produce from the second sampled signal a time-aligned second signal
and applying the feature modification data to the time-aligned second signal.

4. A method according to claim 2 or 3, wherein the said processing step includes the step of using the time alignment
data with the first signal feature measurements to produce the feature modification data in time alignment with the
second signal feature measurements.

5. A method according to any preceding claim, wherein the step of applying the feature modification data includes
modulating the feature modification data in accordance with a predetermined function so as to modify the said at
least one acoustic feature of the said selected portions of the second signal jointly by the feature modification data
and the predetermined function.

6. A method according to any preceding claim, wherein the said at least one acoustic feature of the first signal is pitch.

7. A method according to any preceding claim, wherein the said at least one acoustic feature of the second signal is pitch.

8. A method according to any preceding claim, wherein the said time-dependent features of the first and second signals
are sampled spectral energy measurements.

9. A method according to claim 1, wherein the said at least one acoustic feature of the first signal is pitch and the said
at least one acoustic feature of the second signal is pitch, and the said processing step includes the step of determining
from values of ratio of pitch measurement of the first signal to time-aligned pitch measurement of the second signal
a multiplier factor and so including the said factor in said step of applying the feature modification data as to shift
the frequency range of pitch changes in the second signal in the modified selected signal portions.

10. A method according to claim 9, further including the step of scaling the said multiplier factor by a power of 2 so as
to change pitch in the said modified selected signal portions in accordance with a selection of the said power of 2.

11. A method according to claim 2, wherein the step of measuring at selected positions along the second signal includes
the steps of using the time alignment data to produce from the second sampled signal a time-aligned second signal
in which the times of occurrence of the said time-dependent features of the second sampled signal are substantially
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coincident with the times of occurrence of the said time-dependent features in the first sampled signal, and measuring
the at least one acoustic feature in the time-aligned second signal at positions along the time-aligned second signal
selected to be related in timing with the said selected positions along the first sampled signal.

12. A method according to claim 2, wherein the said at least one acoustic feature of the first sampled signal is pitch,
the said at least one acoustic feature of the second sampled signal is pitch, the said step of applying the feature
modification data includes the steps of using the time alignment data to produce from the second sampled signal a
time-aligned second signal and applying the feature modification data to the time-aligned second signal to produce
a pitch modified time-aligned second signal.

13. A method according to claim 12, wherein the step of applying the feature modification data includes modulating the
feature modification data in accordance with a predetermined function so as to modify pitch in the said selected
portions of the second signal jointly by the feature modification data and the predetermined function.

14. A method according to claim 13, wherein the predetermined function is a function of the values of the ratio of pitch
measurement in the first sampled signal to corresponding pitch measurement in the second sampled signal along
the second sampled signal.

15. A method according to claim 1, wherein the said applying step includes producing thereby data representing a
modified second signal.

16. A method according to claim 15, further comprising the step of supplying the data representing the modified second
signal to telecommunications apparatus.

17. A method according to claim 16, wherein the said supplying step includes transmitting the data representing the
modified second signal through a ringtone delivery system.

18. Apparatus for modifying at least one acoustic feature of an audio signal, the apparatus comprising:

means for comparing first and second sampled audio signals so as to determine time alignment data from timing
differences between the times of occurrence of time-dependent features in the second signal and the times of
occurrence of time- dependent features in the first signal;
means for measuring at selected positions along the first signal at least one acoustic feature of the first signal
to produce therefrom a sequence of first signal feature measurements;
means for processing the sequence of first signal feature measurements to produce a sequence of feature
modification data; and
means for applying the sequence of feature modification data to the second signal to modify at least one acoustic
feature of selected portions of the second signal in accordance with the time alignment data.

19. Apparatus according to claim 18, further including means for measuring at selected positions along the second
signal the said at least one acoustic feature of the second signal to produce therefrom a sequence of second signal
feature measurements, and wherein the means for processing the sequence of first signal measurements includes
means for comparing the first signal feature measurements with the second signal feature measurements and
determining the feature modification data from such comparison.

20. Apparatus according to claim 18 or 19, wherein the said means for applying the feature modification data includes
means for using the time alignment data to produce from the second sampled signal a time-aligned second signal
and applying the feature modification data to the time-aligned second signal.

21. Apparatus according to claim 19 or 20, wherein the said processing means includes means for using the time
alignment data with the first signal feature measurements to produce the feature modification data in time alignment
with the second signal feature measurements.

22. Apparatus according to claim 18, wherein the means for applying the feature modification data includes means for
modulating the feature modification data in accordance with a predetermined function so as to modify the said at
least one acoustic feature of the said selected portions of the second signal jointly by the feature modification data
and the predetermined function.
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23. Apparatus according to claim 18, wherein the said at least one acoustic feature of the first signal is pitch.

24. Apparatus according to claim 18, wherein the said at least one acoustic feature of the second signal is pitch.

25. Apparatus according to claim 18, wherein the said time-dependent features of the first and second signals are
sampled spectral energy measurements.

26. Apparatus according to claim 18, wherein the said at least one acoustic feature of the first signal is pitch and the
said at least one acoustic feature of the second signal is pitch, and the said processing means includes means for
determining from values of the ratio of pitch measurement of the first signal to time-aligned pitch measurement of
the second signal a multiplier factor and so including the said factor in applying the feature modification data as to
shift the frequency range of pitch changes in the second signal in the modified selected signal portions.

27. Apparatus according to claim 26, further including means for scaling the said multiplier factor by a power of 2 so as
to change pitch in the second modified selected signal portions in accordance with a selection of the said power of 2.

28. Apparatus according to claim 19, wherein the means for measuring at selected positions along the second signal
includes means for using the time alignment data to produce from the second sampled signal a time-aligned second
signal in which the times of occurrence of the said time-dependent features of the second sampled signal are
substantially coincident with the times of occurrence of the said time-dependent features in the first sampled signal,
and means for measuring the at least one acoustic feature in the time-aligned second signal at positions along the
time-aligned second signal selected to be related in timing with the said selected positions along the first sampled
signal.

29. Apparatus according to claim 28, wherein the said positions selected to be related in timing are substantially coincident
in timing with the said selected positions along the first sampled signal.

30. Apparatus according to claim 19, wherein the said at least one acoustic feature of the first sampled signal is pitch,
the said at least one acoustic feature of the second sampled signal is pitch, the said means for applying the feature
modification data includes means for using the time alignment data to produce from the second sampled signal a
time-aligned second signal and applying the feature modification data to the time-aligned second signal to produce
a pitch modified time-aligned second signal.

31. Apparatus according to claim 30, wherein the means for applying the feature modification data includes means for
modulating the feature modification data in accordance with a predetermined function so as to modify pitch in the
said selected portions of the second signal jointly by the feature modification data and the predetermined function.

32. Apparatus according to claim 31, wherein the predetermined function is a function of the values of the ratio of pitch
measurement in the first sampled signal to corresponding pitch measurement in the second sampled signal along
the second sampled signal.

33. Apparatus according to claim 18, wherein the comparing means comprises a time alignment module arranged to
receive a new audio signal and a guide audio signal and to produce therefrom a time-aligned new signal;
the measuring means comprises a first acoustic feature measurement module arranged to receive the guide audio
signal and to measure at least one acoustic feature of the guide audio signal;
the processing means comprises an acoustic feature adjustment calculator coupled to the first acoustic feature
measurement module and arranged to calculate an acoustic feature modification factor; and the applying means
comprises an acoustic feature modulator coupled to the time alignment module to receive the time-aligned new
signal and to the acoustic feature adjustment calculator to receive the acoustic feature modification factor and
arranged to modify the said at least one acoustic feature of the time-aligned new signal in accordance with the
acoustic feature modification factor.

34. Apparatus according to claim 33, wherein a processing function module is coupled to the feature adjustment calculator
to supply thereto a signal function, and the feature adjustment calculator is adapted to calculate the acoustic feature
modification factor in dependence upon the signal function.

35. Apparatus according to claim 33 or 34, wherein a second acoustic feature measurement module is coupled to the
time alignment module and arranged to measure at least one acoustic feature of the time-aligned new signal; and
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the acoustic feature adjustment calculator is coupled to the second acoustic feature measurement module.

36. Apparatus according to claim 33, wherein a second acoustic feature measurement module is arranged to receive
the new audio signal and to measure the said at least one acoustic feature of the new audio signal, and wherein
the acoustic feature adjustment calculator is coupled to the second acoustic feature measurement module and to
the time alignment module and is adapted to align the measured acoustic features of the new audio signal to the
measured acoustic features of the guide audio signal.

37. Apparatus according to claim 18, wherein the comparing means comprises a time alignment module arranged to
receive a new audio signal and a guide audio signal and to produce therefrom time alignment data;
the measuring means comprises a first acoustic feature measurement module arranged to receive the guide audio
signal and to measure at least one acoustic feature of the guide audio signal;
the processing means comprises an acoustic feature adjustment calculator coupled to the time alignment module
and to the first acoustic feature measurement module and arranged to calculate time-aligned values of an acoustic
feature modification factor; and the applying means comprises an acoustic feature modulator coupled to receive
the new audio signal and to the acoustic feature adjustment calculator to receive the time-aligned values of the
acoustic feature modifications factor and arranged to modify the said at least one acoustic feature of the new audio
signal in accordance with the time-aligned values of the acoustic feature modification factor so as to produce a
modified new audio signal.

38. Audio signal modification apparatus according to claim 37, wherein a time aligner is coupled to the acoustic feature
modulator to receive the modified new audio signal and to the time alignment module to receive the time alignment
data and is arranged to produce a time-aligned modified new signal in accordance with the said modified new audio
signal and the time alignment data.

39. Audio signal modification apparatus according to claim 37 or 38, wherein a second acoustic feature measurement
module is arranged to receive the new audio signal and to measure at least one acoustic feature of the new audio
signal; and the acoustic feature adjustment calculator is coupled to the second acoustic feature measurement module.

40. Apparatus according to claim 37, wherein the first acoustic feature measurement module comprises a first pitch
measurement module coupled to the time alignment module and arranged to measure pitch in the time-aligned new
signal;
a second pitch measurement module is arranged to receive the guide audio signal and to measure pitch in the guide
audio signal;
the acoustic feature adjustment calculator comprises a pitch adjustment calculator coupled to the first and second
pitch measurement modules and arranged to calculate a pitch correction factor; and the acoustic feature modulator
comprises a pitch modulator coupled to the time alignment module to receive the time-aligned new signal and to
the pitch adjustment calculator to receive the pitch correction factor and arranged to modify pitch in the time-aligned
new signal in accordance with the pitch correction factor.

41. Apparatus according to claim 19, wherein the said comparing means, the said measuring means, the said processing
means, and the said applying means are incorporated in telecommunications apparatus.

42. Apparatus according to claim 41, wherein the telecommunications apparatus comprises a server computer adapted
to be coupled to a telecommunications network.

43. Apparatus according to claim 41, wherein the telecommunications apparatus comprises a mobile phone.

44. Apparatus according to claim 41, wherein the telecommunications apparatus is adapted to supply data representing
a modified second signal to a ringtone delivery system.

45. Apparatus according to claim 43, wherein the mobile phone is adapted to supply data representing a modified
second signal to a ringtone delivery system.

Patentansprüche

1. Verfahren zum Modifizieren von wenigstens einem akustischen Merkmal eines Tonsignals, wobei das Verfahren
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Folgendes beinhaltet:

Vergleichen eines ersten und eines zweiten abgetasteten Tonsignals, um Zeitausrichtungsdaten von zeitlichen
Differenzen zwischen den Zeitpunkten des Auftretens von zeitabhängigen Merkmalen im zweiten Signal und
den Zeitpunkten des Auftretens von zeitabhängigen Merkmalen im ersten Signal zu ermitteln;
Messen von wenigstens einem akustischen Merkmal des ersten Signals an gewählten Positionen entlang dem
ersten Signal, um davon eine Sequenz von Merkmalsmesswerten des ersten Signals zu erzeugen;
Verarbeiten der Sequenz von Merkmalsmesswerten des ersten Signals, um eine Sequenz von Merkmalsmo-
difikationsdaten zu erzeugen; und
Anwenden der Sequenz von Merkmalsmodifikationsdaten auf das zweite Signal, um wenigstens ein akustisches
Merkmal von gewählten Teilen des zweiten Signals gemäß den Zeitausrichtungsdaten zu modifizieren.

2. Verfahren nach Anspruch 1, wobei das Verfahren den Schritt des Messens des genannten wenigstens einen aku-
stischen Merkmals des zweiten Signals an gewählten Positionen entlang dem zweiten Signal beinhaltet, um davon
eine Sequenz von Merkmalsmesswerten des zweiten Signals zu erzeugen, und der Schritt des Verarbeitens der
Sequenz von Messwerten des ersten Signals das Vergleichen der Merkmalsmesswerte des ersten Signals mit den
Merkmalsmesswerten des zweiten Signals und das Ermitteln der Merkmalsmodifikationsdaten von einem solchen
Vergleich beinhaltet.

3. Verfahren nach Anspruch 1 oder 2, wobei der genannte Schritt des Anwendens der Merkmalsmodifikationsdaten
die Schritte des Verwendens der Zeitausrichtungsdaten zum Erzeugen eines zeitlich ausgerichteten zweiten Signals
von dem zweiten abgetasteten Signal und des Anwendens der Merkmalsmodifikationsdaten auf das zeitlich aus-
gerichtete zweite Signal beinhaltet.

4. Verfahren nach Anspruch 2 oder 3, wobei der genannte Verarbeitungsschritt den Schritt des Verwendens der
Zeitausrichtungsdaten mit den Merkmalsmesswerten des ersten Signals beinhaltet, um die Merkmalsmodifikations-
daten in zeitlicher Ausrichtung mit den Merkmalsmesswerten des zweiten Signals zu erzeugen.

5. Verfahren nach einem der vorherigen Ansprüche, wobei der Schritt des Anwendens der Merkmalsmodifikationsdaten
das Modulieren der Merkmalsmodifikationsdaten gemäß einer vorbestimmten Funktion beinhaltet, um das genannte
wenigstens eine akustische Merkmal der genannten gewählten Teile des zweiten Signals gemeinsam mit den
Merkmalsmodifikationsdaten und der vorbestimmten Funktion zu modifizieren.

6. Verfahren nach einem der vorherigen Ansprüche, wobei das genannte wenigstens eine akustische Merkmal des
ersten Signals Tonhöhe ist.

7. Verfahren nach einem der vorherigen Ansprüche, wobei das genannte wenigstens eine akustische Merkmal des
zweiten Signals Tonhöhe ist.

8. Verfahren nach einem der vorherigen Ansprüche, wobei die genannten zeitabhängigen Merkmale des ersten und
des zweiten Signals abgetastete spektrale Energiemesswerte sind.

9. Verfahren nach Anspruch 1, wobei das genannte wenigstens eine akustische Merkmal des ersten Signals Tonhöhe
ist und das genannte wenigstens eine akustische Merkmal des zweiten Signals Tonhöhe ist und der genannte
Verarbeitungsschritt den Schritt des Ermittelns eines Multiplikationsfaktors von Verhältniswerten zwischen der Ton-
höhenmesswert des ersten Signals und dem zeitlich ausgerichteten Tonmesswert des zweiten Signals beinhaltet
und der genannte Faktor somit in dem genannten Schritt des Anwendens der Merkmalsmodifikationsdaten das
Verschieben des Frequenzbereichs von Tonhöhenänderungen im zweiten Signal in den modifizierten gewählten
Signalteilen beinhaltet.

10. Verfahren nach Anspruch 9, das ferner den Schritt des Skalierens des genannten Multiplikationsfaktors um eine
Zweierpotenz beinhaltet, um Tonhöhe in den genannten modifizierten gewählten Signalteilen gemäß einer Auswahl
der genannten Zweierpotenz zu ändern.

11. Verfahren nach Anspruch 2, wobei der Schritt des Messens an gewählten Positionen entlang dem zweiten Signal
die Schritte des Verwendens der Zeitausrichtungsdaten zum Erzeugen eines zeitlich ausgerichteten zweiten Signals
von dem zweiten abgetasteten Signal, in dem die Zeitpunkte des Auftretens der genannten zeitabhängigen Merkmale
des zweiten abgetasteten Signals im Wesentlichen mit den Zeitpunkten des Auftretens der genannten zeitabhän-
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gigen Merkmale im ersten abgetasteten Signal übereinstimmen, und des Messens des wenigstens einen akustischen
Merkmals im zeitlich ausgerichteten zweiten Signal an Positionen entlang dem zeitlich ausgerichteten zweiten Signal
beinhaltet, das so gewählt wird, dass es zeitlich auf die genannten gewählten Positionen entlang dem ersten ab-
getasteten Signal bezogen ist.

12. Verfahren nach Anspruch 2, wobei das genannte wenigstens eine akustische Merkmal des ersten abgetasteten
Signals Tonhöhe ist, das genannte wenigstens eine akustische Merkmal des zweiten abgetasteten Signals Tonhöhe
ist, der genannte Schritt des Anwendens der Merkmalsmodifikationsdaten die Schritte des Verwendens der Zeit-
ausrichtungsdaten zum Erzeugen eines zeitlich ausgerichteten zweiten Signals von dem zweiten abgetasteten
Signal und des Anwendens der Merkmalsmodifikationsdaten auf das zeitlich ausgerichtete zweite Signal beinhaltet,
um ein tonhöhenmodifiziertes zeitlich ausgerichtetes zweites Signal zu erzeugen.

13. Verfahren nach Anspruch 12, wobei der Schritt des Anwendens der Merkmalsmodifikationsdaten das Modulieren
der Merkmalsmodifikationsdaten gemäß einer vorbestimmten Funktion beinhaltet, um die Tonhöhe in den genannten
gewählten Teilen des genannten zweiten Signals gemeinsam mit den Merkmalsmodifikationsdaten und der vorbe-
stimmten Funktion zu verändern.

14. Verfahren nach Anspruch 13, wobei die vorbestimmte Funktion von den Werten des Verhältnisses von Tonhöhen-
messung im ersten abgetasteten Signal zu entsprechenden Tonhöhenmesswerten im zweiten abgetasteten Signal
entlang dem zweiten abgetasteten Signal abhängig ist.

15. Verfahren nach Anspruch 1, wobei der genannte Anwendungsschritt das Erzeugen von Daten beinhaltet, die ein
modifiziertes zweites Signal repräsentieren.

16. Verfahren nach Anspruch 15, das ferner den Schritt des Zuführens der das modifizierte zweite Signal repräsentie-
renden Daten zu einem Telekommunikationsgerät beinhaltet.

17. Verfahren nach Anspruch 16, wobei der genannte Zuführungsschritt das Übermitteln der das modifizierte zweite
Signal repräsentierenden Daten durch ein Ruftonliefersystem beinhaltet.

18. Vorrichtung zum Modifizieren von wenigstens einem akustischen Merkmal eines Tonsignals, wobei die Vorrichtung
Folgendes umfasst:

Mittel zum Vergleichen des ersten und des zweiten abgetasteten Tonsignals, um Zeitausrichtungsdaten von
zeitlichen Differenzen zwischen den Zeitpunkten des Auftretens von zeitabhängigen Merkmalen im zweiten
Signal und den Zeitpunkten des Auftretens von zeitabhängigen Merkmalen im ersten Signal zu bestimmen;
Mittel zum Messen von wenigstens einem akustischen Merkmal des ersten Signals an gewählten Positionen
entlang dem ersten Signal, um davon eine Sequenz von Merkmalsmesswerten des ersten Signals zu erzeugen;
Mittel zum Verarbeiten der Sequenz von Merkmalsmesswerten des ersten Signals, um eine Sequenz von
Merkmalsmodifikationsdaten zu erzeugen; und
Mittel zum Anwenden der Sequenz von Merkmalsmodifikationsdaten auf das zweite Signal, um wenigstens ein
akustisches Merkmal von gewählten Teilen des zweiten Signals gemäß den Zeitausrichtungsdaten zu modifi-
zieren.

19. Vorrichtung nach Anspruch 18, die ferner Mittel zum Messen des genannten wenigstens einen akustischen Merkmals
des zweiten Signals an gewählten Positionen entlang dem zweiten Signal beinhaltet, um davon eine Sequenz von
Merkmalsmesswerten des zweiten Signals zu erzeugen, und wobei das Mittel zum Verarbeiten der Sequenz von
Messwerten des ersten Signals Mittel zum Vergleichen der Merkmalsmesswerte des ersten Signals mit den Merk-
malsmesswerten des zweiten Signals und zum Ermitteln der Merkmalsmodifikationsdaten von einem solchen Ver-
gleich beinhaltet.

20. Vorrichtung nach Anspruch 18 oder 19, wobei das genannte Mittel zum Anwenden der Merkmalsmodifikationsdaten
Mittel zum Verwenden der Zeitausrichtungsdaten beinhaltet, um von dem zweiten abgetasteten Signal ein zeitlich
ausgerichtetes zweites Signal zu erzeugen, und Anwenden der Merkmalsmodifikationsdaten auf das zeitlich aus-
gerichtete zweite Signal.

21. Vorrichtung nach Anspruch 19 oder 20, wobei das genannte Verarbeitungsmittel Mittel zum Verwenden der Zeit-
ausrichtungsdaten mit den Merkmalsmesswerten des ersten Signals beinhaltet, um die Merkmalsmodifikationsdaten
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in zeitlicher Ausrichtung mit den Merkmalsmesswerten des zweiten Signals zu erzeugen.

22. Vorrichtung nach Anspruch 18, wobei das Mittel zum Anwenden der Merkmalsmodifikationsdaten Mittel zum Mo-
dulieren der Merkmalsmodifikationsdaten gemäß einer vorbestimmten Funktion beinhaltet, um das genannte we-
nigstens eine akustische Merkmal der genannten gewählten Teile des zweiten Signals gemeinsam mit den Merk-
malsmodifikationsdaten und der vorbestimmten Funktion zu modifizieren.

23. Vorrichtung nach Anspruch 18, wobei das genannte wenigstens eine akustische Merkmal des ersten Signals Ton-
höhe ist.

24. Vorrichtung nach Anspruch 18, wobei das genannte wenigstens eine akustische Merkmal des zweiten Signals
Tonhöhe ist.

25. Vorrichtung nach Anspruch 18, wobei die genannten zeitabhängigen Merkmale des ersten und des zweiten Signals
abgetastete spektrale Energiemesswerte sind.

26. Vorrichtung nach Anspruch 18, wobei das genannte wenigstens eine akustische Merkmal des ersten Signals Ton-
höhe ist und das genannte wenigstens eine akustische Merkmal des zweiten Signals Tonhöhe ist und das genannte
Verarbeitungsmittel Mittel zum Ermitteln eines Multiplikationsfaktors von Werten des Verhältnisses aus Tonhöhen-
messwert des ersten Signals und zeitlich ausgerichtetem Tonhöhenmesswert des zweiten Signals und somit das
Einbeziehen des genannten Faktors bei der Anwendung der Merkmalsmodifikationsdaten beinhaltet, um den Fre-
quenzbereich von Tonhöhenänderungen im zweiten Signal in den modifizierten gewählten Signalteilen zu verschie-
ben.

27. Vorrichtung nach Anspruch 26, das ferner Mittel zum Skalieren des genannten Multiplikationsfaktors um eine Zwei-
erpotenz beinhaltet, um die Tonhöhe in den zweiten modifizierten gewählten Signalteilen gemäß einer Auswahl der
genannten Zweierpotenz zu ändern.

28. Vorrichtung nach Anspruch 19, wobei das Mittel zum Messen an gewählten Positionen entlang dem zweiten Signal
Mittel zum Verwenden der Zeitausrichtungsdaten das Erzeugen, von dem zweiten abgetasteten Signal, eines zeitlich
ausgerichteten zweiten Signals beinhaltet, bei dem die Zeitpunkte des Auftretens der genannten zeitabhängigen
Merkmale des zweiten abgetasteten Signals im Wesentlichen mit den Zeitpunkten des Auftretens der genannten
zeitabhängigen Merkmale im ersten abgetasteten Signal zusammenfallen, und Mittel zum Messen des wenigstens
einen akustischen Merkmals in dem zeitlich ausgerichteten zweiten Signal an Positionen entlang des zeitausge-
richteten zweiten Signals, das so gewählt ist, dass es zeitlich auf die genannten gewählten Positionen entlang dem
ersten abgetasteten Signal bezogen ist.

29. Vorrichtung nach Anspruch 28, wobei die genannten Positionen so gewählt werden, dass sie mit den genannten
gewählten Positionen entlang dem ersten abgetasteten Signal zeitlich im Wesentlichen zusammenfallen.

30. Vorrichtung nach Anspruch 19, wobei das genannte wenigstens eine akustische Merkmal des ersten abgetasteten
Signals Tonhöhe ist, das genannte wenigstens eine akustische Merkmal des zweiten abgetasteten Signals Tonhöhe
ist, das genannte Mittel zum Anwenden der Merkmalsmodifikationsdaten Mittel zum Verwenden der Zeitausrich-
tungsdaten zum Erzeugen eines zeitlich ausgerichteten zweiten Signals von dem zweiten abgetasteten Signal und
zum Anwenden der Merkmalsmodifikationsdaten auf das zeitlich ausgerichtete zweite Signal zum Erzeugen eines
tonhöhenmodifizierten zeitlich ausgerichteten zweiten Signals beinhaltet.

31. Vorrichtung nach Anspruch 30, wobei das Mittel zum Anwenden der Merkmalsmodifikationsdaten Mittel zum Mo-
dulieren der Merkmalsmodifikationsdaten gemäß einer vorbestimmten Funktion beinhaltet, um die Tonhöhe in den
genannten gewählten Teilen des zweiten Signals gemeinsam mit den Merkmalsmodifikationsdaten und der vorbe-
stimmten Funktion zu modifizieren.

32. Vorrichtung nach Anspruch 31, wobei die vorbestimmte Funktion von den Werten des Verhältnisses zwischen dem
Tonhöhenmesswert im ersten abgetasteten Signal und dem entsprechenden Tonhöhenmesswert im zweiten ab-
getasteten Signal entlang dem zweiten abgetasteten Signal abhängig ist.

33. Vorrichtung nach Anspruch 18, wobei das Vergleichsmittel ein Zeitausrichtungsmodul mit der Aufgabe umfasst, ein
neues Tonsignal und ein Führungstonsignal zu empfangen und davon ein zeitlich ausgerichtetes neues Signal zu
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erzeugen;
das Messmittel ein erstes Modul zum Messen von akustischen Merkmalen mit der Aufgabe umfasst, das Führungs-
tonsignal zu empfangen und wenigstens ein akustisches Merkmal des Führungstonsignals zu messen;
das Verarbeitungsmittel einen Kalkulator zum Einstellen des akustischen Merkmals umfasst, der mit dem Modul
zum Messen des ersten akustischen Merkmals gekoppelt ist und die Aufgabe hat, einen Akustisches-Merkmal-
Modifikationsfaktor zu errechnen; und das Anwendungsmittel einen Akustisches-Merkmal-Modulator umfasst, der
mit dem Zeitausrichtungsmodul zum Empfangen des zeitlich ausgerichteten neuen Signals und mit dem Kalkulator
zum Einstellen des akustischen Merkmals zum Empfangen des Akustisches-Merkmal-Modifikationsfaktors gekop-
pelt ist und die Aufgabe hat, das genannte wenigstens eine akustische Merkmals des zeitlich ausgerichteten neuen
Signals gemäß dem Akustisches-Merkmal-Modifikationsfaktor zu modifizieren.

34. Vorrichtung nach Anspruch 33, wobei ein Verarbeitungsfunktionsmodul mit dem Merkmaleinstellkalkulator gekoppelt
ist, um ihm eine Signalfunktion zuzuführen, und der Merkmaleinstellkalkulator die Aufgabe hat, den Akustisches-
Merkmal-Modifikationsfaktor in Abhängigkeit von der Signalfunktion zu berechnen.

35. Vorrichtung nach Anspruch 33 oder 34, wobei das zweite Akustisches-Merkmal-Messmodul mit dem Zeitausrich-
tungsmodul gekoppelt ist und die Aufgabe hat, wenigstens ein akustisches Merkmal des zeitlich ausgerichteten
neuen Signals zu messen; und der Akustisches-Merkmal-Einstellkalkulator mit dem zweiten Akustisches-Merkmal-
Messmodul gekoppelt ist.

36. Vorrichtung nach Anspruch 33, wobei ein zweites Akustisches-Merkmal-Messmodul die Aufgabe hat, das neue
Tonsignal zu empfangen und das genannte wenigstens eine akustische Merkmal des neuen Tonsignals zu messen,
und wobei der Akustisches-Merkmal-Einstellkalkulator mit dem zweiten Akustisches-Merkmal-Messmodul und dem
Zeitausrichtungsmodul gekoppelt ist und die Aufgabe hat, die gemessenen akustischen Merkmale des neuen Ton-
signals auf die gemessenen akustischen Merkmale des Führungstonsignals auszurichten.

37. Vorrichtung nach Anspruch 18, wobei das Vergleichsmittel ein Zeitausrichtungsmodul mit der Aufgabe umfasst, ein
neues Tonsignal und ein Führungstonsignal zu empfangen und Zeitausrichtungsdaten davon zu erzeugen;
das Messmittel ein erstes Akustisches-Merkmal-Messmodul mit der Aufgabe umfasst, das Führungstonsignal zu
empfangen und wenigstens ein akustisches Merkmal des Führungstonsignals zu messen;
das Verarbeitungsmittel einen Akustisches-Merkmal-Einstellkalkulator umfasst, der mit dem Zeitausrichtungsmodul
und dem ersten Akustisches-Merkmal-Messmodul gekoppelt ist und die Aufgabe hat, zeitlich ausgerichtete Werte
eines Akustisches-Merkmal-Modifikationsfaktors zu berechnen; und das Anwendungsmittel einen Akustisches-
Merkmal-Modulator umfasst, der so gekoppelt ist, dass er das neue Tonsignal empfängt, und mit dem Akustisches-
Merkmal-Einstellkalkulator zum Empfangen der zeitlich ausgerichteten Werte des Akustisches-Merkmal-Modifika-
tionsfaktors gekoppelt ist, und mit der Aufgabe, das genannte wenigstens eine akustische Merkmal des neuen
Tonsignals gemäß den zeitlich ausgerichteten Werten des Akustisches-Merkmal-Modifikationsfaktors zu modifizie-
ren, um ein modifiziertes neues Tonsignal zu erzeugen.

38. Tonsignalmodifikationsvorrichtung nach Anspruch 37, wobei ein Zeitjustierer mit dem Akustisches-Merkmal-Modu-
lator gekoppelt ist, um das modifizierte neue Tonsignal zu empfangen, und mit dem Zeitausrichtungsmodul zum
Empfangen der Zeitausrichtungsdaten gekoppelt ist, und die Aufgabe hat, ein zeitlich ausgerichtetes modifiziertes
neues Signal gemäß dem genannten modifizierten neuen Tonsignal und den Zeitausrichtungsdaten zu erzeugen.

39. Tonsignalmodifikationsvorrichtung nach Anspruch 37 oder 38, wobei ein zweites Akustisches-Merkmal-Messmodul
die Aufgabe hat, das neue Tonsignal zu empfangen und wenigstens ein akustisches Merkmal des neuen Tonsignals
zu messen; und der Akustisches-Merkmal-Einstellkalkulator mit dem zweiten Akustisches-Merkmal-Messmodul
gekoppelt ist.

40. Vorrichtung nach Anspruch 37, wobei das erste Akustisches-Merkmal-Messmodul ein erstes Tonhöhenmessmodul
umfasst, das mit dem Zeitausrichtungsmodul gekoppelt ist und die Aufgabe hat, die Tonhöhe in dem zeitlich aus-
gerichteten neuen Signal zu messen;
ein zweites Tonhöhenmessmodul die Aufgabe hat, das Führungstonsignal zu empfangen und Tonhöhe in dem
Führungstonsignal zu messen;
der Akustisches-Merkmal-Einstellkalkulator einen Tonhöheneinstellkalkulator umfasst, der mit dem ersten und dem
zweiten Tonhöhenmessmodul gekoppelt ist und die Aufgabe hat, einen Tonhöhenkorrekturfaktor zu berechnen;
und der Akustisches-Merkmal-Modulator einen Tonhöhenmodulator umfasst, der mit dem Zeitausrichtungsmodul
gekoppelt ist, um das zeitlich ausgerichtete neue Signal zu empfangen, und mit dem Tonhöheneinstellkalkulator
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gekoppelt ist, um den Tonhöhenkorrekturfaktor zu empfangen, und die Aufgabe hat, Tonhöhe in dem zeitlich aus-
gerichteten neuen Signal gemäß dem Tonhöhenkorrekturfaktor zu modifizieren.

41. Vorrichtung nach Anspruch 19, wobei das genannte Vergleichsmittel, das genannte Messmittel, das genannte
Verarbeitungsmittel und das genannte Anwendungsmittel in dem Telekommunikationsgerät enthalten sind.

42. Vorrichtung nach Anspruch 41, wobei das Telekommunikationsgerät einen Server-Computer zum Koppeln an ein
Telekommunikationsnetz umfasst.

43. Vorrichtung nach Anspruch 41, wobei das Telekommunikationsgerät ein Mobiltelefon umfasst.

44. Vorrichtung nach Anspruch 41, wobei das Telekommunikationsgerät die Aufgabe hat, ein modifiziertes zweites
Signal repräsentierende Daten einem Ruftonliefersystem zuzuführen.

45. Vorrichtung nach Anspruch 43, wobei das Mobiltelefon die Aufgabe hat, ein modifiziertes zweites Signal repräsen-
tierende Daten einem Ruftonliefersystem zuzuführen.

Revendications

1. Procédé de modification d’au moins une caractéristique acoustique d’un signal audio, le procédé comprenant :

comparer des premier et deuxième signaux audio échantillonnés de manière à déterminer des données d’ali-
gnement en temps à partir de différences de minutage entre les temps d’occurrence de caractéristiques temps-
dépendantes dans le deuxième signal et les temps d’occurrence de caractéristiques temps-dépendantes dans
le premier signal;
mesurer, à des positions sélectionnées le long du premier signal, au moins une caractéristique acoustique du
premier signal afin de produire à partir de là une séquence de mesures d’une caractéristique du premier signal;
traiter la séquence de mesures d’une caractéristique du premier signal pour produire une séquence de données
de modification d’une caractéristique; et
appliquer la séquence de données de modification d’une caractéristique au deuxième signal pour modifier au
moins une caractéristique acoustique de parties sélectionnées du deuxième signal conformément aux données
d’alignement en temps.

2. Procédé selon la revendication 1, dans lequel la méthode comprend l’étape consistant à mesurer à des positions
sélectionnées le long du deuxième signal, au moins une caractéristique acoustique du deuxième signal afin de
produire à partir de là une séquence de mesures d’une caractéristique du deuxième signal, et l’étape consistant à
traiter la séquence de mesures du premier signal comprend comparer les mesures d’une caractéristique du premier
signal aux mesures d’une caractéristique du deuxième signal et déterminer les données de modification d’une
caractéristique à partir d’une telle comparaison.

3. Procédé selon la revendication 1 ou 2, dans lequel ladite étape consistant à appliquer les données de modification
d’une caractéristique, comprend les étapes consistant à utiliser les données d’alignement en temps pour produire
un deuxième signal aligné en temps à partir du deuxième signal échantillonné et appliquer les données de modifi-
cation d’une caractéristique au deuxième signal aligné en temps.

4. Procédé selon la revendication 2 ou 3, dans lequel ladite étape de traitement comprend l’étape consistant à utiliser
les données d’alignement en temps avec les mesures d’une caractéristique du premier signal pour produire les
données de modification d’une caractéristique en alignement temporel avec les mesures d’une caractéristique du
deuxième signal.

5. Procédé selon l’une quelconque des revendications précédentes, dans lequel l’étape consistant à appliquer les
données de modification d’une caractéristique comprend moduler les données de modification d’une caractéristique
conformément à une fonction prédéterminée de manière à modifier la au moins une caractéristique acoustique
desdites parties sélectionnées du deuxième signal conjointement par lesdites données de modification d’une ca-
ractéristique et la fonction prédéterminée.

6. Procédé selon l’une quelconque des revendications précédentes, dans lequel la au moins une caractéristique
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acoustique du premier signal est la hauteur d’un son.

7. Procédé selon l’une quelconque des revendications précédentes, dans lequel la au moins une caractéristique
acoustique du deuxième signal est la hauteur d’un son.

8. Procédé selon l’une quelconque des revendications précédentes, dans lequel lesdites caractéristiques temps-dé-
pendantes des premier et deuxième signaux sont des mesures d’énergie spectrale échantillonnée.

9. Procédé selon la revendication 1, dans lequel ladite au moins une caractéristique acoustique du premier signal est
la hauteur d’un son et ladite au moins une caractéristique du deuxième signal est la hauteur d’un son et ladite étape
de traitement comprend l’étape consistant à déterminer, à partir de valeurs de rapport de mesure de hauteur d’un
son du premier signal à une mesure de hauteur d’un son alignée en temps du deuxième signal, un facteur multipli-
cateur et en incluant ainsi ledit facteur à l’étape consistant à appliquer les données de modification d’une caracté-
ristique, décaler la gamme de fréquence des changements de hauteur de son dans le deuxième signal dans les
parties sélectionnées modifiées du signal.

10. Procédé selon la revendication 9, incluant en outre l’étape consistant à changer l’échelle dudit facteur multiplicateur
d’une puissance de 2 de manière à changer la hauteur d’un son dans lesdites parties sélectionnées modifiées du
signal conformément à une sélection de ladite puissance de 2.

11. Procédé selon la revendication 2, dans lequel l’étape consistant à mesurer à des positions sélectionnées le long
du deuxième signal, comprend les étapes consistant à utiliser les données d’alignement en temps afin de produire
à partir du deuxième signal échantillonné, un deuxième signal aligné en temps dans lequel les temps d’occurrence
desdites caractéristiques temps-dépendantes du deuxième signal échantillonné coïncident sensiblement avec les
temps d’occurrence desdites caractéristiques temps-dépendantes dans le premier signal échantillonné, et à mesurer
la au moins une caractéristique acoustique dans le deuxième signal aligné en temps à des positions le long du
deuxième signal aligné en temps sélectionnées pour être associées en ce qui concerne le minutage avec lesdites
positions sélectionnées le long du premier signal échantillonné.

12. Procédé selon la revendication 2, dans lequel ladite au moins une caractéristique acoustique du premier signal
échantillonné est la hauteur d’un son, ladite au moins une caractéristique acoustique du deuxième signal échan-
tillonné est la hauteur d’un son, ladite étape consistant à appliquer les données de modification d’une caractéristique
comprend les étapes consistant à utiliser les données d’alignement en temps afin de produire, à partir du deuxième
signal échantillonné, un deuxième signal aligné en temps et appliquer les données de modification d’une caracté-
ristique au deuxième signal aligné en temps pour produire un deuxième signal aligné en temps à hauteur de son
modifiée.

13. Procédé selon la revendication 12, dans lequel l’étape consistant à appliquer les données de modification d’une
caractéristique, comprend moduler les données de modification d’une caractéristique conformément à une fonction
prédéterminée de manière à modifier la hauteur d’un son dans lesdites parties sélectionnées du deuxième signal
conjointement par les données de modification d’une caractéristique et la fonction prédéterminée.

14. Procédé selon la revendication 13, dans lequel la fonction prédéterminée est une fonction des valeurs du rapport
de la mesure de hauteur de son dans le premier signal échantillonné à une mesure de hauteur de son correspondante
dans le deuxième signal échantillonné le long du deuxième signal échantillonné.

15. Procédé selon la revendication 1, dans lequel ladite étape d’application comprend produire ainsi des données
représentant un deuxième signal modifié.

16. Procédé selon la revendication 15, comprenant en outre l’étape consistant à fournir les données représentant le
deuxième signal modifié à un appareil de télécommunication.

17. Procédé selon la revendication 16, dans lequel ladite étape de fourniture comprend transmettre les données repré-
sentant le deuxième signal modifié par un système d’envoi de sonneries.

18. Appareil pour modifier au moins une caractéristique acoustique d’un signal audio, l’appareil comprenant :

un moyen pour comparer des premier et deuxième signaux audio échantillonnés de manière à déterminer des
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données d’alignement en temps à partir de différences de minutage entre les temps d’occurrence de caracté-
ristiques temps-dépendantes dans le deuxième signal et les temps d’occurrence de caractéristiques temps-
dépendantes dans le premier signal;
un moyen pour mesurer, à des positions sélectionnées le long du premier signal, au moins une caractéristique
acoustique du premier signal afin de produire à partir de là une séquence de mesures d’une caractéristique du
premier signal;
un moyen pour traiter la séquence de mesures d’une caractéristique du premier signal pour produire une
séquence de données de modification d’une caractéristique; et
un moyen pour appliquer la séquence de données de modification d’une caractéristique au deuxième signal
pour modifier au moins une caractéristique acoustique de parties sélectionnées du deuxième signal conformé-
ment aux données d’alignement en temps.

19. Appareil selon la revendication 18, comprenant en outre un moyen pour mesurer à des positions sélectionnées le
long du deuxième signal, au moins une caractéristique acoustique du deuxième signal afin de produire à partir de
là une séquence de mesures d’une caractéristique du deuxième signal, et dans lequel le moyen de traitement de
la séquence de mesures du premier signal comprend un moyen pour comparer les mesures d’une caractéristique
du premier signal aux mesures d’une caractéristique du deuxième signal et déterminer les données de modification
d’une caractéristique à partir d’une telle comparaison.

20. Appareil selon la revendication 18 ou 19, dans lequel ledit moyen pour appliquer les données de modification d’une
caractéristique, comprend un moyen pour utiliser les données d’alignement en temps pour produire un deuxième
signal aligné en temps à partir du deuxième signal échantillonné et appliquer les données de modification d’une
caractéristique au deuxième signal aligné en temps.

21. Appareil selon la revendication 19 ou 20, dans lequel ledit moyen de traitement comprend un moyen pour utiliser
les données d’alignement en temps avec les mesures d’une caractéristique du premier signal pour produire les
données de modification d’une caractéristique en alignement temporel avec les mesures d’une caractéristique du
deuxième signal.

22. Appareil selon la revendication 18, dans lequel le moyen pour appliquer les données de modification d’une carac-
téristique comprend un moyen pour moduler les données de modification d’une caractéristique conformément à
une fonction prédéterminée de manière à modifier la au moins une caractéristique acoustique desdites parties
sélectionnées du deuxième signal conjointement par lesdites données de modification d’une caractéristique et la
fonction prédéterminée.

23. Appareil selon la revendication 18, dans lequel la au moins une caractéristique acoustique du premier signal est la
hauteur d’un son.

24. Appareil selon la revendication 18, dans lequel la au moins une caractéristique acoustique du deuxième signal est
la hauteur d’un son.

25. Appareil selon la revendication 18, dans lequel lesdites caractéristiques temps-dépendantes des premier et deuxiè-
me signaux sont des mesures d’énergie spectrale échantillonnée.

26. Appareil selon la revendication 18, dans lequel ladite au moins une caractéristique acoustique du premier signal
est la hauteur d’un son et ladite au moins une caractéristique du deuxième signal est la hauteur d’un son et ledit
moyen de traitement comprend un moyen pour déterminer, à partir de valeurs de rapport de mesure de hauteur
d’un son du premier signal à une mesure de hauteur d’un son alignée en temps du deuxième signal, un facteur
multiplicateur et en incluant ainsi ledit facteur en appliquant les données de modification d’une caractéristique,
décaler la gamme de fréquence des changements de hauteur de son dans le deuxième signal dans les parties
sélectionnées modifiées du signal.

27. Appareil selon la revendication 26, incluant en outre un moyen pour changer l’échelle dudit facteur multiplicateur
d’une puissance de 2 de manière à changer la hauteur d’un son dans lesdites parties sélectionnées modifiées du
deuxième signal conformément à une sélection de ladite puissance de 2.

28. Appareil selon la revendication 19, dans lequel le moyen pour mesurer à des positions sélectionnées le long du
deuxième signal, comprend un moyen pour utiliser les données d’alignement en temps afin de produire à partir du
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deuxième signal échantillonné, un deuxième signal aligné en temps dans lequel les temps d’occurrence desdites
caractéristiques temps-dépendantes du deuxième signal échantillonné coïncident sensiblement avec les temps
d’occurrence desdites caractéristiques temps-dépendantes dans le premier signal échantillonné, et un moyen pour
mesurer la au moins une caractéristique acoustique dans le deuxième signal aligné en temps à des positions le
long du deuxième signal aligné en temps sélectionnées pour être associées en ce qui concerne le minutage avec
lesdites positions sélectionnées le long du premier signal échantillonné.

29. Appareil selon la revendication 28, dans lequel lesdites positions sélectionnées pour être associées en ce qui
concerne le minutage, coïncident sensiblement en ce qui concerne le minutage avec lesdites positions sélectionnées
le long du premier signal échantillonné.

30. Appareil selon la revendication 19, dans lequel ladite au moins une caractéristique acoustique du premier signal
échantillonné est la hauteur d’un son, ladite au moins une caractéristique acoustique du deuxième signal échan-
tillonné est la hauteur d’un son, ledit moyen pour appliquer les données de modification d’une caractéristique
comprend un moyen pour utiliser les données d’alignement en temps afin de produire un deuxième signal aligné
en temps à partir du deuxième signal échantillonné et d’appliquer les données de modification d’une caractéristique
au deuxième signal aligné en temps pour produire un deuxième signal aligné en temps à hauteur de son modifiée.

31. Appareil selon la revendication 30, dans lequel le moyen pour appliquer les données de modification d’une carac-
téristique, comprend un moyen pour moduler les données de modification d’une caractéristique conformément à
une fonction prédéterminée de manière à modifier la hauteur d’un son dans lesdites parties sélectionnées du
deuxième signal conjointement par les données de modification d’une caractéristique et la fonction prédéterminée.

32. Appareil selon la revendication 31, dans lequel la fonction prédéterminée est une fonction des valeurs du rapport
de la mesure de hauteur de son dans le premier signal échantillonné à une mesure de hauteur de son correspondante
dans le deuxième signal échantillonné le long du deuxième signal échantillonné.

33. Appareil selon la revendication 18, dans lequel le moyen de comparaison comprend un module d’alignement en
temps arrangé pour recevoir un nouveau signal audio et un signal audio guide et pour produire de là un nouveau
signal aligné en temps;
le moyen de mesure comprend un premier module de mesure d’une caractéristique acoustique arrangé pour recevoir
le signal audio guide et pour mesurer au moins une caractéristique acoustique du signal audio guide;
le moyen de traitement comprend un calculateur d’ajustement de caractéristique acoustique couplé au premier
module de mesure de caractéristique acoustique et arrangé pour calculer un facteur de modification d’une carac-
téristique acoustique, et le moyen d’application comprend un modulateur de caractéristique acoustique couplé au
module d’alignement en temps pour recevoir le nouveau signal aligné en temps et au calculateur d’ajustement de
caractéristique acoustique pour recevoir le facteur de modification de caractéristique acoustique et arrangé pour
modifier ladite au moins une caractéristique acoustique du nouveau signal aligné en temps conformément au facteur
de modification de caractéristique acoustique.

34. Appareil selon la revendication 33, dans lequel un module de fonction de traitement est couplé au calculateur
d’ajustement de caractéristique pour fournir une fonction de signal à celui-ci et le calculateur d’ajustement de
caractéristique est adapté pour calculer le facteur de modification de caractéristique acoustique en fonction de la
fonction du signal.

35. Appareil selon la revendication 33 ou 34, dans lequel un deuxième module de mesure de caractéristique acoustique
est couplé au module d’alignement en temps et arrangé pour mesurer au moins une caractéristique acoustique du
nouveau signal aligné en temps et le calculateur d’ajustement de caractéristique acoustique est couplé au deuxième
module de mesure de caractéristique acoustique.

36. Appareil selon la revendication 33, dans lequel un deuxième module de mesure de caractéristique acoustique est
arrangé pour recevoir le nouveau signal audio et pour mesurer ladite au moins une caractéristique acoustique du
nouveau signal audio, et dans lequel le calculateur d’ajustement de caractéristique acoustique est couplé au deuxiè-
me module de mesure de caractéristique acoustique et au module d’alignement en temps et est adapté pour aligner
les caractéristiques acoustiques mesurées du nouveau signal audio sur les caractéristiques acoustiques mesurées
du signal audio guide.

37. Appareil selon la revendication 18, dans lequel le moyen de comparaison comprend un module d’alignement en
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temps arrangé pour recevoir un nouveau signal audio et un signal audio guide et pour produire de là des données
d’alignement en temps;
le moyen de mesure comprend un premier module de mesure de caractéristique acoustique arrangé pour recevoir
le signal audio guide et pour mesurer au moins une caractéristique acoustique du signal audio guide;
le moyen de traitement comprend un calculateur d’ajustement de caractéristique acoustique couplé au module
d’alignement en temps et au premier module de mesure de caractéristique acoustique et arrangé pour calculer des
valeurs alignées en temps d’un facteur de modification de caractéristique acoustique; et le moyen d’application
comprend un modulateur de caractéristique acoustique couplé pour recevoir le nouveau signal audio et au calculateur
d’ajustement de caractéristique acoustique pour recevoir les valeurs alignées en temps du facteur de modification
de caractéristique acoustique et arrangé pour modifier ladite au moins une caractéristique acoustique du nouveau
signal audio conformément aux valeurs alignées en temps du facteur de modification de caractéristique acoustique
de manière à produire un nouveau signal audio modifié.

38. Appareil de modification d’un signal audio selon la revendication 37, dans lequel un aligneur de temps est couplé
au modulateur de caractéristique acoustique pour recevoir le nouveau signal audio modifié et au module d’alignement
en temps pour recevoir les données d’alignement en temps et il est arrangé pour produire un nouveau signal modifié
aligné en temps conformément audit nouveau signal audio modifié et aux données d’alignement en temps.

39. Appareil de modification d’un signal audio selon la revendication 37 ou 38, dans lequel un deuxième module de
mesure de caractéristique acoustique est arrangé pour recevoir le nouveau signal audio et pour mesurer au moins
une caractéristique acoustique du nouveau signal audio; et le calculateur d’ajustement de caractéristique acoustique
est couplé au deuxième module de mesure de caractéristique acoustique.

40. Appareil selon la revendication 37, dans lequel le premier module de mesure de caractéristique acoustique comprend
un premier module de mesure de hauteur de son couplé au module d’alignement en temps et arrangé pour mesurer
la hauteur d’un son dans le nouveau signal aligné en temps;
un deuxième module de mesure de hauteur de son est arrangé pour recevoir le signal audio guide et pour mesurer
la hauteur d’un son dans le signal audio guide;
le calculateur d’ajustement de caractéristique acoustique comprend un calculateur d’ajustement de hauteur de son
couplé aux premier et deuxième modules de mesure de hauteur de son et arrangé pour calculer un facteur de
correction de hauteur de son; et le modulateur de caractéristique acoustique comprend un modulateur de hauteur
de son couplé au module d’alignement en temps pour recevoir le nouveau signal aligné en temps et au calculateur
d’ajustement de hauteur de son pour recevoir le facteur de correction de hauteur de son et arrangé pour modifier
la hauteur de son dans le nouveau signal aligné en temps conformément au facteur de correction de hauteur de son.

41. Appareil selon la revendication 19, dans lequel ledit moyen de comparaison, ledit moyen de mesure, ledit moyen
de traitement et ledit moyen d’application sont incorporés dans un appareil de télécommunication.

42. Appareil selon la revendication 41, dans lequel ledit appareil de télécommunication comprend un ordinateur serveur
adapté pour être couplé à un réseau de télécommunication.

43. Appareil selon la revendication 41, dans lequel l’appareil de télécommunication comprend un téléphone portable

44. Appareil selon la revendication 41, dans lequel l’appareil de télécommunication est adapté pour fournir des données
représentant un deuxième signal modifié à un système d’envoi de sonneries.

45. Appareil selon la revendication 43, dans lequel le téléphone portable est adapté pour fournir des données repré-
sentant un deuxième signal modifié à un système d’envoi de sonneries.
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