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METHODS FOR SYNCHRONIZING MULTIPLE DEVICES AND DETERMINING
LOCATION BASED ON THE SYNCHRONIZED DEVICES

CLAIM OF PRIORITY
[0001] The present application claims priority to United States Provisional Application Serial
No. 62/252,753, filed on November 9, 2015 entitled Methods for Synchronizing and Determining
Location for Ultra Wideband (UWB) Devices.

STATEMENT OF GOVERNMENT SUPPORT
[0002] This invention was made with government support under contract number 2013-
33610-21531 awarded by United States Department of Agriculture (USDA). The United States

Government has certain rights in this invention

FIELD
[0003] This present inventive concept relates generally antennas and, more particularly, to

ultra-wideband antennas and related elements,

BACKGROUND
[0004] In the early 2000s, ultra-wideband (UWB) was cited as a promising technology as
*wireless universal serial bus (USB)”. However, the market turned in a different direction.
Nonetheless, the groundwork from the Federal Communications Commission (FCC) was laid so
that devices could operate legally in the United States and abroad. Until recently, UWB devices
operating in the 3.1 to 10GHz range tended to be composed of discrete components having a
relatively high price point. Recently, however, UWB integrated circuit (IC) chips have come into
the marketplace allowing for lower cost UWB transceivers to be built and sold. With the lower
price point, these devices may reach a broader audience with greater manufacturing quantities.
[0005] Inherent in UWB technology is the ability to create narrow pulse widths. These pulse
widths can be used to establish an arrival time of a radio frequency (RF) signal with very high
granularity, A precise timestamp can be determined for receiving a signal and transmitting a

signal. When timestamps are compared for a message that is sent from one
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device to the next, a distance between devices can be calculated based on the difference in
time and the speed of the signal through the air.

[0006] For determining location using Time-difference-of-Arrival, the devices typically
need to be synchronized to a master clock. Conventional devices use cable based timing

systems or a form of a wireless synching solution to address the synchronization issue.

SUMMARY
[0607} Some embodiments of the present inventive concept provide methods for
synchronizing multiple transceivers to a single master clock, the method including
broadcasting a message from a master device, the broadcasted message including a device
identification number identifying the master device to dt least one known device within range
of the master device; receiving the message at the at least one other known device and
recording a time of arrival (Tamivaka) at the at least one other known device; repeatedly
broadcasting and receiving messages and recording associated times of arrival at the at least
one other known device; and applying a fit curve to the recorded arrival times to estimate a
time of an event. ‘
[0008] In further embodiments, the fit curve may be applied to two recorded arrival
times.
[0609] In still further embodiments, the fit curve may be applied to more than two arrival
times.
[0010]  In some embodiments, the broadcast message may include a time of transmission
(Tdepart—md)~
[0011]  In further embodiments, both the master device and at least one known device
may be radio frequency devices configured to send data at a precise time and record a
timestamp of received data within a certain degree of precision.
[0012]  Instill further embodiments, the method may further include rebroadcasting the
message from the at least one known device, the message including the transmitted time
stamp in the master device time units; and receiving, at a device that is out of RF range of the
master device, such that the device that is out of range is synchronized to the master device
even when out of RF range using the at Ieast one known device as an intermediate master
broadcaster.
[0013] In some embodiments, the method may further include rebroadcasting the
message including the transmitted time stamp in master device time units from device that is

out of RF range; receiving the rebroadcasted message at a second device that is out of RF
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range of the master device; and synchronizing the second device that is out of RF range by using the
device that is out of RF range as an intermediate master broadcaster.

[0014] In further embodiments, the method may further include receiving a broadcast time
synchronization signal at the at least one known device from a plurality of master devices; and
applying a weighting algorithm to the plurality of signals to determine an arrival time of the
message.

[0015] In still further embodiments, the method may further include applying a weighting
algorithm comprises averaging.

[0016] Some embodiments of the present inventive concept provide a known device in a
network including a plurality of known devices and a master device, the known device includes a
receiver configured to receive a broadcast message from a master device that is broadcast to the
plurality of known devices within range of the master device, the broadcast message including a
device identification number identifying the master device; and a processor configured to: record a
time of arrival (Tarivai-ka) of the broadcast message at the known device, wherein the receiver
receives a plurality of broadcast messages and the processor records a time of arrival for each of the
plurality of broadcast messages; and apply a fit curve to the recorded arrival times to estimate a time
of an event.

[0017] Further embodiments of the present inventive concept provide a system including a
plurality of devices synchronized to a single master clock, the system including a plurality of known
devices including a processor; and a master device configured to broadcast a message, the
broadcasted message including a device identification number identifying the master device to at
least one of the plurality of known devices within range of the master device; wherein the at least
one of the plurality of known devices receives the broadcasted message and records a time of arrival
(Tariva-ka); Wherein the master device is configured to repeatedly broadcast messages; and

wherein the at least one of the plurality of known devices is configured to receive the messages and
record associated times of arrival and apply a fit curve to the recorded arrival times to estimate a
time of an event.

[0017a] According to one aspect of the present invention, there is provided a method for
synchronizing multiple transceivers to a single master clock, the method comprising: receiving a
message broadcast from a master device at at least one known device, the broadcasted message
including a departure time in master clock time units (Tpep4rr-mp); recording a time of arrival at the

3
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at least one known device in the at least one known device time units (Trrivar-xp); repeatedly
receiving messages including an associated departure time in master clock time units

(Tpep4rr-Mp) and recording associated times of arrival at the at least one known device in the at least
one known device time units (T 4rriv4z-kp) to provide a plurality of departure time, arrival time pairs
(Toeparr-mp, Tarrvarxp), and translating a time of any target event from known

device time units to master device time units by applying a fit curve to the departure time, arrival
time pairs and applying an offset of a known travel time for a radio frequency signal from the master
device to the at least one known device in master clock time units (Trraver-uD).

[0017b] According to another aspect of the present invention, there is provided a known device in
a network including a plurality of known devices and a master device, the known device
comprising: a receiver configured to receive a message broadcast from the master device, the
broadcasted message including a departure time in master clock time units (Tpeparr-mp); and a
processor configured to: record a time of arrival of the broadcast message at the known device in the
known device time units (T4rrvar-xp); repeatedly receive messages including an associated
departure time in master clock time units (Tper4rr-mp) and record associated times of arrival at the
known device in the known device time units (T4rrv4z-xp) to provide a plurality of departure time,
arrival time pairs (Tpeparr-mp, T4rrivar-kp); and translate a time of any event from known device
time units to master device time units by applying a fit curve to the departure time, arrival time pairs
and applying an offset of a known travel time for a radio frequency signal from the master device to
the known device in master clock time units (T7raveL-MD).

[0017¢] According to still another aspect of the present invention, there is provided a system
including a plurality of devices synchronized to a single master clock, the system comprising: a
plurality of known devices including a processor; and a master device configured to broadcast a
message, the broadcasted message including a departure time in master clock time units (Tpeprr-
mp), wherein at least one of the plurality of known devices receives the broadcasted message and
records a time of arrival at the at least one of the plurality of known devices in the at least one of the
plurality of known devices time units (T4rrvar-xp);, wherein the master device is configured to
repeatedly broadcast messages; wherein the at least one of the plurality of known devices is
configured to repeatedly receive the broadcast messages including an associated departure time in
master clock time units (Tpep4r7-Mp) and record associated times of arrival at the at least one of the
plurality of known devices in the at least one of the plurality of known device time units (T 4rrivz-

3a
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xp) to provide a plurality of departure time, arrival time pairs (Tperarr-up, Tarrivar-kp), and wherein
a time of any target event is translated from known device time units to master device time units by
applying a fit curve to the departure time, arrival time pairs and applying an offset of a known travel
time for a radio frequency signal from the master device to the at least one known device in master

clock time units (T7raveL-MD).

BRIEF DESCRIPTION OF THE DRAWINGS
[0018] Figure 1 is a block diagram illustrating synchronizing devices in accordance with
some embodiments of the present inventive concept.
[0019] Figure 2 is a block diagram illustrating synchronizing devices through a single

rebroadcast in accordance with some embodiments of the present inventive concept.

3b

Date recue/Date received 2023-04-21



CA 03001490 2018-04-09

WO 2017/083353 PCT/US2016/061083

[0020] Figure 3 is a block diagram illustrating synchronizing devices through multiple
rebroadcasts in accordance with some embodiments of the present inventive concept.

[6021] Figure 4 is a block diagram illustrating synchronizing devices using averaging in
accordance with some embodiments of the present inventive concept.

[0022] Figure 5 is a block diagram illustrating synchronizing devices through multiple
rebroadcasts and averaging in accordance with some embodiments of the present inventive
concept. ‘

[0023] Figure 6 is a block diagram illustrating calculating location in accordance with
some embodiments of the present inventive concept.

[0624] Figure 7 is a block diagram illustrating calculating location in accordance with
some embodiments of the present inventive concept.

[0025] Figure 8 is a block diagram illustrating an example UWB device in accordance
with some embodiments of the present inventive concept.

[0026] Figure 9 is a block diagram of a data processing system in accordance with some
embodiments of the present inventive concept.

[0027] Figure 10 a diagram illustrating methods for calculating location in accordance
with some embodiments of the present inventive concept will be discussed.

[0028] Figure 11 is a diagram illustrating methods in accordance with some embodiments
of the present inventive concept will be discussed.

[0029] Figure 12 is a graph illustrating KDs and arrival times in accordance with some
embodiments of the present inventive concept.

[0030] Figure 13 is a graph illustrating KDs and arrival times in accordance with some
embodiments of the present inventive concept.

[0031] Figure 14 is a diagram illustrating KDs and methods in accordance with some
embodiments of the present inventive concept will be discussed.

[0032] Figure 15 is a diagram illustrating KDs and methods in accordance with some

embodiments of the present inventive concept will be discussed.

DETAILED DESCRIPTION
[0633] The present inventive concept will be described more fully hereinafter with
reference to the accompanying figures, in which embodiments of the inventive concept are
shown. This inventive concept may, however, be embodied in many alternate forms and

should not be construed as limited to the embodiments set forth herein.
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[0034] Accordingly, while the inventive concept is susceptible to various modifications
“and alternative forms, specific embodiments thereof are shown by way of example in the
drawings and will herein be described in detail. It should be understood, however, that there
is no intent to limit the inventive concept to the particular forms disclosed, but on the
contrary, the inventive concept is to cover all modifications, equivalents, and alternatives
falling within the spirit and scope of the inventive concept as defined by the claims. Like
numbers refer to like elements throughout the description of the figures.

[6035] The terminology used herein is for the purpose of describing particular
embodiments only and is not intended to be limiting of the inventive concept. As used
herein, the singular forms "a", "an" and "the" are intended to include the plural forms as well,
unless the context clearly indicates otherwise. It will be further understood that the terms
"comprises”, "comprising," "includes" and/or "including" when used in this specification,
specify the presence of stated features, integers, steps, operations, elements, and/or
components, but do not preclude the presence or addition of one or more other features,
integers, steps, operations, elements, components, and/or groups thereof. Moreover, when an
element is referred to as being "responsive” or "connected" to another element, it can be
directly responsive or connected to the other element, or intervening elements may be
present. In contrast, when an element is referred to as being "directly respoﬁsive" or "directly
connected" to another element, there are no intervening elements present. As used herein the
term "and/or" includes any and all combinations of one or more of the associated listed items
and may be abbreviated as "/".

[0036] Unless otherwise defined, all terms (including technical and scientific terms) used
herein have the same meaning as commonly understood by one of ordinary skill in the art to
which this inventive concept belongs. It will be further understood that terms used herein
should be interpreted as having a meaning that is consistent with their meaning in the context
of this specification and the relevant art and will not be interpreted in an idealized or overly
formal sense unless expressly so defined herein.

[0037)] It will be understood that, although the terms first, second, etc. may be used herein
to describe various elements, these elements should not be limited by these terms. These
terms are only used to distinguish one element from another. For example, a first element
could be termed a second element, and, similarly, a second element could be termed a first
element without departing from the teachings of the disclosure. Although some of the

diagrams include arrows on communication paths to show a primary direction of
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communication, it is to be understood that communication may occur in the opposite
direction to the depicted arrows.

[6038] Although embodiments of the present inventive concept are directed to UWB
devices, it will be understood that embodiments of the present inventive concept are not
necessarily limited thereto. Other radio frequency bands that can take advantages of
inventive concepts discussed herein may be used without departing from the scope of the
present inventive concept. For example, embodiments of the present inventive concept may
be used by any device capable of including time-stamps as discussed herein.

[0039] As discussed above, ultra-wide band (UWB) radio frequency (RF) technology
enables RF transmitters and receivers to send and receive signals at precise times. UWB
technology can be leveraged for real time location systems using Time-of-Flight (ToF) and
Time-difference-of-Arrival (TdoA) technologies. However, synchronization between devices
is critical in some of these applications. Thus, some embodiments of the present inventive
concept provide both methods to synchronize multiple UWB transceivers so that they all
refer to a master clock and to determine location based on the synchronization of these
devices as will be discussed below with respect to Figures 1 through 15.

[0040]  Inherent in UWB technology is the ability to create very narrow pulse widths.
These pulse widths can be used to establish an arrival time of an RF signal with very high
granularity. Some embodiments of the present inventive concept provide methods for
synchronizing timing of multiple UWB capable devices for the purpose of Real Time
Location Systems (RTLS). As illustrated in Figure 8, as used herein, a “UWB device”
includes a UWB transmitter 825 and receiver 815 and a data processor 830 that includes
means to start a transmission at a precise predetermined time and means to determine the
time with very high precision of the time an RF message is received. It will be understood
that additional elements can be included in the UWB device without departing from the scope
of the present inventive concept. As will be discussed herein, multiple devices together can
provide a solution for determining not only distance from one device to another, but an exact
X,y,Z position (location).

[0041] UWB Devices can be described as either being known devices (KD) or unknown
devices (UD). In particular, a known device is a device whose location is known. An
unknown device is a device whose location is not known.

[0042] In some embodiments of the present inventive concept, devices are configured to
self calibrate. Given the devices ability to measure timestamps and consequently measure

distances, the devices may be programmed to determine location automatically in accordance
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with some embodiments of the present inventive concept. Furthermore, devices in
accordance with embodiments discussed herein can also calibrate their crystals using
timestamps such that optimum signal-to-noise reception may be achieved.

[0043]  Referring now to Figure 1, a diagram illustrating methods for synchronizing
devices directly communicating with the master device (MD) in accordance with some
embodiments of the present inventive concept will be discussed. Referring now to Figure 1,
known devices (KDs) are distributed throughout an area. KDs have the ability to
communicate over UWB directly or by message hopping to other devices. A known device
(KD) is selected as the master device (MD) illustrated in Figure 1. The other known devices
(KDs) can be synchronized to the selected (MD). As used herein, “synchronized” means that
for any given point of time (otherwise called an “event”) that happens or will happen in the
future, a KD can directly convert from MD clock units to its KD clock units and vice versa.
For example, for an event time described in MD clock units, Tevent.ma, the KD can calculate
the event time in KD clock units, Teyentkd. Similarly, for an event time defined by a KD clock
unit, Tevent-kd> the KD can calculate the event time in MD clock units, Teventmd-

[0044] It will be understood that although Figure 1 illustrates a single MD and a single
KD, embodiments of the present inventive concept are not limited to this configuration. As
will be discussed below, more than one MD and/or KD can be present without departing from
the scbpe of the present inventive concept. Thus, in theory there could be an unlimited
number of devices transmitting and receiving (listening) without departing from the scope of
the present inventive concept.

[0045] As illustrated in Figure 1, the MD sends out a broadcast (RF packet). A broadcast
is an RF message that does not necessarily have a single intended receiver. Multiple devices
could receive the same broadcast message. The message includes the MD identifier number
(Device id4 MD). In some embodiments, the broadcast message includes the time at which
the broadcast started transniission, Tdepart-ma as illustrated in Figure 1.

[06046] In some embodiments, the Tgcpar-ma may not be included in the message. In these
embodiments, Tgepar-md 1S already defined and known by the receivirig devices beforehand.
Note that Tgepart-ma 18 described in MD clock units.

[0047] As illustrated, a KD within listening range receives the RF packet that is broadcast
and records the arrival time in its own clock units, Tarrival-ka. The time it takes the RF signal to
travel from the MD to the KD is Tyaver- Typically, Tiaver is so small and the difference in

timing between the clocks of the MD and KD is so small that it is not necessary specify



CA 03001490 2018-04-09

WO 2017/083353 PCT/US2016/061083

whether Tiravel is measured from the MD or the KD. In some embodiments, they are assumed
to be identical.
[0048] In some embodiments, Tyav may be calculated as follows. Since typically all
KDs' locations are known, the distance between the MD and KD (D md-to-kd) can be
calculated as follows:

Dimd-to-kd = Travel X € Eqn. (1)
where c is the speed of light.
[0049] In some embodiments, Ty may be calculated using time-of-flight (ToF)
methods between the MD and KD. The arrival time Tanivai.main MD clock units is calculated
based on the travel time Tyraver and the departure time Tgepar-ma as follows:

Tarrivatrma = Taepartmd + Teravel Eqn. (2)
[0050] The MD sends out periodic broadcasts. The KD receives the periodic broadcasts.
The arrival times of the broadcast can be described in a sequence as Tarivarkd1  Tarivaikd2 .-
Tarivaikd-n, Where the 1, 2...n subscripts describe the individual broadcasts. As discussed
above, the arrival time in MD clock units is calculated by the KD:

Tarrivaimd-1 Tarrivat-md-2 - Tarrival-mdon Eqn. 3)
[6051] From the sequences above, the arrival times (Tarivalkd-n, Tamival-ma-n) can be used to
convert any given time from KD time units to MD time units and vice versa. In some
embodiments, just two arrival times are used to do a linear interpolation to convert Teyentiq to
or from Tevenmd. For example, let Broadcast #1 and Broadcast #2 represent two broadcasts.

The equation could be a linear interpolation as follows:

Teventka = (Tevent-ma — Tarriva-md-1) X (Tarivarka-2 — Tarmivatka-1) /

(Tarrival-md-2 — Tamivat-md-1) + Tarival-kd-1 Eqgn. (4)
[0052] In some embodiments, the pair (Tevent-md-n, Tevent-kd-n) can be considered (Xp,¥5)
data points and (Tevent-md-i» Teventka-i) are considered known points on the x-y graph (x;, ;).
Using the points (x;, vi), a fitting function is created (y = F(x)) to calculate Teyent.xd -
Alternatively, a fitting function (x = G(y)) may also be used to calculate Teyentme. In some
embodiments, the fitting function could be a polynomial equation of the n-th degree. At least
n+1 broadcasts would be needed to calculate an n-th degree polynomial equation. However,
it will be understood that embodiments of the present inventive concept are not limited to this
fitting function.
[0053] It should be noted that the following expression, Mgape , is very nearly equal to 1
for MD and KD clocks that are very close in frequency:
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Miope = (Tarmivarkd-2 = Tarivaikd-1) / (Tarrivat-md-2 — Tarrivat-ma-1)  Eqn. (5)

For clocks that differ by just a few parts per million or less, Mgop may have a value of
1.000001. Depending on the representation of this value within the processor, there is a risk
that the processor could truncate the small portion and interpret Mgjopc as just “17.
Alternatively, this would necessitate moving to a 16-, 32~, or 64-bit floating point type
significantly increasing the processing of the calculations. Rearranging Eqn. (4) and
introducing the following terms, Tgir and Tperioa-ma Mitigates truncation error in the
calculations. Furthermore, all values can be represented as integers. Tg;¢ is the difference in
MD time units versus KD time units for the period of time between the arrivals of successive
message packets to the KD. For closely aligned clocks, Tqir will be very small. Tperiod-ma
represents the period of time between successive departures of the MD. There is just one
multiplication and one division as illustrated below.

Tait = (Tarriva-kd-2 = Tarrivarka-1) = (Tarrivai-md-2 — Tarrival-ma-1) Eqn. (6)

Tperiod-ma = Tdepart-md-2 — T depart-md-1 Eqn. (7)
Teventkd — Tevent-ma = Tait X(Tevent-ma — Tarrivat-ma-2) / Tperiod-md +

(Tamrivatd-2 — Tarrival-md-2) Eqn. (8)

[0054] In some embodiments, Tperiod-ma i represented by a number that is a fixed power
of 2. For example, Tperiod-md can be 2'%. In doing division as in Eqn. (5) within a
microcontroller, this changes a long division calculation with a shift operation and can reduce
the number of microcontroller (MCU) instruction cycles for time critical activities.

[06055] Referring now to Figure 2, a diagram illustrating methods for synchronizing
devices with the master device using a single rebroadcast will be discussed. Methods
discussed above with respect to Figure 1 and Eqns. (1)-(8) can be used to synchronize all
KDs within RF range of the MD. The RF range can vary depending on distance or RF
barriers (i.e. metallic walls). For Federal Communications Commission (FCC) 15.250
standards that range could véry from anywhere below 50 feet to above 1000ft. Methods
discussed with respect to Figure 2 are directed towards how the other KDs not within RF
range to the MD can synchronize to the master device.

[0056] A KD is chosen to be the Rebroadcast Device (RD). The RD is synchronized with
the MD, referred to in Figure 2 as the root MD. The RD is in communication range with
some subset of KDs that are not directly communicating with the master device. This subset

of KDs plus the RD will be called the subnet.
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[0057) Referring to methods discussed above with respect to Figure 1, the RD becomes a
master device (MD) of the subnet. Further, the RD uses the root MDs departure time within
the broadcasts. As illustrated in Figure 2, the broadcasts from the root MD to the RD are the
same as those discussed above with respect to Figure 1. Broadcasts #1 and #2 (RF packets #1
and #2) are sent from the root MD to the RD. Using methods discussed above with respect to
Figure 1, the RD is synchronized to the root MD. The RD sends broadcast #3 (RF packet #3)
to the KD. Tgepartra-3 is the departure time of broadcast #3 in RD time units. Based on
methods discussed above with respect to Figure 1, RD calculates Taepart-ma-3 from Taepartra-3-
The packet of Broadcast #3 contains the departure time in the root MD time units, Tdepart-md-3.
Once the broadcast packet is received from the KD, the KD has T4epart-md-31n MD time units.
The calculations from Eqn. (1) to Eqn. (4) can then used to synchronize the KD directly to
the root MD even though the KD is not directly communicating to the root MD. In some
embodiments, Tyepart-md-3 is known by KD a-priori and there is no need to include the time,
Taepart-ma-3, Within the packet of Broadcast #3.

[0058] Referring now to Figure 3, a diagram illustrating methods for synchronizing
devices with the master device using multiple rebroadcasts will be discussed. As discussed
above with respect to Figure 1, there can be subnets of subnets such that every KD has at
least one local MD with which it can directly communicate. All the MDs can communicate
with one another either directly or through message hopping.

[0059] Figure 3 depicts an example network. The root MD is labeled MD-1. As
illustrated in Figure 3, MD-1 first synchronizes with KD-1-1, KD-1-2, MD-2, and KD-1-3.
Once synchronized, MD-2 rebroadcasts the messages, and uses the MD-1 time units when
rebroadcasting. MD-2 rebroadcasts to KDD-2-1, MD-3 and KD-2-2 so that they can be
synchronized with MD-1. Likewise, since MD-3 is synchronized to MD-1, it can broadcast
messages, and use MD-1 time units when broadcasting. Then, KD-3-1, KD-3-2, KD-3-3,
KD-3-4 become synchronized to MD-1. Thus, all the devices are synchronized to the root
MD in accordance with some embodiments discussed herein.

[0060] Referring now to Figure 4, a diagram illustrating methods of Synchronizing using
averaging will be discussed. As illustrated in Figure 4, a KD can receive broadcasts from two
or more MDs. In Figure 4, the KD receives a broadcast from MD1 and MD?2, both of which
are synchronized to the root MD (RMD). In some embodiment, the KD uses the broadcasts
coming from just one of the MDs, either MD1 or MD2, and discards broadcasts from the

other. This is similar to methods discussed above with respect to Figure 3.
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[0061] In some embodiments, the KD uses the broadcasts from both devices. Taepart-rma-
md1 Tepresents the departure time coming from MD1 in RMD time units. Tgepart-rmd-md2
represents the departure time coming from MD2 in RMD units. Adjusting for the travel time,
Ttravel, as was discussed above with respect to Eqn. (2), the KD will have two arrival times
from both MDs in both RMD units and in KD units. These can be expressed in (x,y) pairs as
follows: (Taival-kd-md2s Tamivat-ma-maz2) a4 (Tarrivaikd-mdts Tamival-rmd-md1), Where Tamival-kd-md1
represents the arrival time in KD units of the broadcast from MD1 and Tarival-rmd-md
represents the arrival time in RMD units of the broadcast from MD1.

[0062] As additional broadcasts come in from both MDs, the KD can use the (x,y) pairs
to do curve fitting as discussed above with respect to Figure 1. By using curve fitting, event
times in both KD units and RMD units can be calculated. As used herein, “curve fitting”
refers to the determination of a curve that fits a specified set of points. In particular, curve
fitting is the process of constructing a curve, or mathematical function, that has the best fit to
a series of data points, possibly subject to constraints. Curve fitting can involve either
interpolation, where an exact fit to the data is required, or smoothing, in which a "smooth"
function is constructed that approximately fits the data. One common method to curve fitting
is the Least Squares method, however, embodiments of the present inventive concept are not
limited thereto.

[0063] In some embodiments, the KD can calculate two separate Teyent.ka times: one based
off of the broadcasts from MD1 and another based on MD2, Teyvent-kd-mat and Teventka-mdz- A
combined Teventfinal can be calculated based on the combination of Teyvent-kd-mat a0d Tevent-kd-md2-
In some embodiments, the mathematical or a weighted mean could produce Teyent.fina. Int
some embodiments, the weights are chosen based on the estimated accuracy of each of the
Tevent-ka times. The present inventive concept is not restricted to using just weighted
averaging as a method to determine Teven-finat- In some embodiments, KD may receive
broadcasts from three or more MDs.

[0064] Referring now to Figure 5, extrapolating the process discussed above with respect
to Figure 4 further, this method works when the KD receives broadcasts from three or more
MDs just as well as for two. Figure 5 illustrates multiple rebroadcasts and averaging of the
received signals. The Root MD is MD-1. MD-4 and MD-2 are synchronized with MD-1
directly using methods discussed above with respect to Figure 1. MD-5 and MD-3 both
receive rebroadcasts from MD-4 and MD-2, respectively. Using methods discussed with
respect to Figure 4, these devices are synchronized to MD-1. Likewise, the situation

similarly plays out for KD-3-1, which receives rebroadcasts form MD-5 and MD-3. KD-3-2
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receives rebroadcasts from three other KDs, MD-5, MD-4, and MD-3. KD-3-2 may use a
curve fitting algorithm discussed with respect to Figure 4 with data from the three KDs to
determine synchronization.
[0065] In a situation where the known devices (KD) have unfettered access to power,
they can remain on all the time listening and transmitting as needed. In these embodiments,
the fixed devices stay on most or all the time, and the unknown devices (UD) turn on briefly
to transmit a broadcast message, but do not necessarily listen to a response.
[0066] Referring now to Figure 6, a diagram illustrating methods for calculating location
when the unknown device transmits a ping will be discussed. Figure 6 illustrates an example
of one unknown device, UD, with three known devices (KD). Assume multiple KDs
(denoted individually with a numbers KD;, KD,, and KDs) synchronize their clock with a
master clock using previously described methods to resynchronize clocks; a UD broadcasts to
all listening KDs; and KDs record the arrival time of the ping (Tarmivasi)-
[0067] The algorithm to determine location based on time stamps using these
assumptions will be discussed below. An initial guess of the x,y and z location called Lgyess
will be determined. In some embodiments, a two dimensional solution could be sought
which would only require x and y, but no z. For purposes of simplicity herein, the three
dimensional solution will be discussed, however, it will be understood that the methods are
also suitable for two dimensions.
[0068] A distance, D;, is calculated from Lgyess to each KDjusing the following equation:

D; = sqrt((exi) Hy-y) *Hz-z)") Eqn. (9)
The travel time based on the speed of light, T; =Di/c (c is the speed of light, {; is the travel
time from the UD to KD) is calculated. The departure time of the broadcast based on each
stationary device's arrival time is calculated as follows:

Taeparti = Tamival-i — Ti Eqn. (10)
[0069]  Under ideal circumstances, if the initial guess is correct and there are no timing
errors, the Tyepar-i times will all be substantially the same. However, if it is not the case, the
error among the Tgepari is calculated.

Tavg = mean(Tacpar-i) Eqn. (11)
where T,y is the average of all the Tyepari, The Error function is represented by the following
equation:

Friror = (Tave- Taepart-)’ Eqn. (12)
A suitable value of Lyyess Will make Frror have a minimum value, for example, Lgyess could be

the average of all the KDs location and represent the location of the remote device. A variety
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of iterative methods can be used to determine the minimum. For example, the gradient
descent method can be used as an iterative method to determine the minimum. The gradient
descent method uses a negative gradient of the function to find the fastest decrease in the
error. Amending Lgyess based on the gradient descent method and iterating steps discussed
above with respect to Figure 6 will approach a solution. Once a minimum error is reached, a
solution may be found. Not only is the x,y,z location of the UD determined, but the time the
original broadcast was transmitted (T gepart-tue) i Tavg Of the final iteration.
[0070] Although embodiments of the present inventive concept illustrated in Figure 6
discussed having three KDs, embodiments of the present inventive concept are not limited to
this configuration. For example, less than or more than three KDs may be present without
departing from the scope of the present inventive concept.
[0071] Methods for calculating location when all known devices broadcast will now be
discussed. These methods may be very similar to the methods discussed above with respect
to Figure 6. One difference is that all the KDs transmit broadcasts, and the unknown device
receives those broadcasts. Figure 7 illustrates an example of three KDs broadcasting to one
listening UD. Steps for determining location will now be discussed.
[0072] Using methods to resynchronize clocks discussed above, all KDs are synchronized
to aroot MD. All KDs periodically broadcast a message. In some embodiments, the
departure time of the broadcast in MD clock units, Tepart-i-md, 1S embedded within the
broadcast message. In some embodiments, Tgeparti-md 15 known or communicated to the UD
outside of the broadcast message. Furthermore, the broadcast message contains either the
identifier of the KD and/or the location coordinates of the KD. The UD records the arrival
time stamp, Tamivariug, for each received broadcast. An initial guess (Lguess) of the UD's x,y,z
location is determined. In some embodiments, the method may be applied in two dimensions
where the guess only uses x and y coordinates as discussed above.
[0073]  The distance, D;, from the UD to the other KDs may be calculated D; = sqrt((x-
xi)2+(y-yi)2+(z-zi)2) using Eqn. (9) discussed above. The travel time is based on the speed of
light, T; = Di/c (c is the speed of light, t; is the travel time from the UD to KD;) as discussed
above. The departure time of the broadcast from KD;, Tgepart-iud, 1S calculated as according to
Eqn. (10). The offset, T;, between the MD master clock and the clock of the UD is calculated
as follows:

Tottseti = Tdepart-i-ud-Tdepart-i-md Eqn. (13)
Under ideal circumstances, if the initial guess is correct and there are no timing errors, the

Tofteeri times will all be substantially the same. This assumes that the clock frequencies of the
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UD and the MD are also nearly the same. The error among the Tgger i is calculated as
follows:

Tavg = mean(Togers) Eqn. (14)
where Tay,g is the average of all the Tycparsand the Error function is represented as follows:

FErmor = Z(Tayg-Toffseti)” Eqn. (15)
A suitable value of Lgyess will make Fpo have a minimum value and represent the location of
the remote device. A variety of iterative methods can be used to determine the minimum.
For example, the gradient descent method can be used as an iterative method to determine the
minimum. The gradient descent method uses a negative gradient of the function to find the
fastest decrease in the error. Amending Lgyess based on the gradient descent method and
iterating operations discussed above will approach a solution. Once a minimum error is
reached, a solution may be found. Not only is the x,y,z location of the UD determined, but
the offset time of the UD to the MD is also calculated as Tayvg of the final iteration.
[0074] Methods for calculating location when UD's and MD's clock frequency is slightly
off will be discussed. Methods discussed above are used when the UD's and MD's clock
frequency is nearly the same or does not offer appreciable difference over the time that the
UD receives the broadcasts. In embodiments where this is not the case, these differences
should be accounted for. Thus, unlike discussed above, Toreri Would not be nearly the same
for all KD;js, but instead can be modeled as a linear relationship. Tealculated-offser.i 1S the
calculated value of Tosreri When suitable values for Toer-const and Keock-gir are chosen as
illustrated in the following equation:

Tealeutated-offset-i = Toftset-const T Tdepart-i-md X Kelook-dif Eqn. (16)
The difference between the Tosser; and its associated calculated value Toacutated-offser-i TEpresents
the error that is fed into the error function:

Feror = Toalculated-offset-i = Toffset i Eqn. (17)
Thus, in Eqns. (13) and (14) a modified error function where Tay, is replaced with
T calcutatedotrsers Will be used as illustrated below:

Error function, Feror = (T catoutated-ofset- = Toftset-i) Eqn. (18)
There is more than one way to choose values for Toget-const and Kejook-git- [N SOme
embodiments, Totset-const a0d Kejock-air are chosen such that the Teucutated-omiseri values are most
closely related to Toggeri. In some embodiments, since Toget-const a0d Kock-air can be treated
as variables in the error function, Feror. Toffset-const a0d Keioek-air €an be iterated upon just as the

X,y, z variables are iterated upon as discussed above.
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[0075]  Methods for calculating location based on time-of-flight with synchronized
devices will now be discussed. In some embodiments, using a highly precise, stable clock for
both the MD's clock and the UD's clock, the devices can remain synchronized for a long
period of time. Once synchronized, a direct calculation of distance can be done. In other
words, the UD is synchronized to the MD, so when the UD receives a broadcast, Tarivar-i-md
can be calculated directly from Tayiya-iua @8 illustrated by the following equation:

Dfromeito-UD = (Tarmivat-iomd = Tdepartimd) X Copeed-ot-light Eqn. (19)
where Dfiom-i-t0-up represents the calculated distance from KD; to UD and Cepeed-otiight 1S the
speed of light constant.

{0076] In some embodiments, most of the KDs do not have access to ample supply of
power. They remain off most of the time. In these embodiments, devices turn on briefly to
do a synchronized broadcast of their positions and then quickly turn off. To accomplish this,
in some embodiments of the present inventive concept all KDs are programmed to turn on at
some specific internal time. Initially they are all synchronized to turn on at or nearly at the
same time. When turned on, the KDs perform any of the methods discussed above to
synchronize their times. Furthermore, while they are on, each KD transmits a broadcast at a
specific time. The broadcast message can include, for example, the x,y,z location of the KD,
and the departure time of the broadcast message. In some embodiments, the message does
not contain the x,y,z location, but instead includes a unique ID of the KD such that the KD's
location could be looked up through an alternate means.

[0077] Once synchronized, the KDs sleep until a predefined time in which they wake up
and repeat the above described method. During this process, a UD will receive the
broadcasts from various KDs. The MD departure time, Tacpart-i-md, is embedded in the
broadcast message. The UD will have captured the arrival times stamp, Tyyivaiug. Therefore,
the UD's location can be determined using the methods discussed above.

[0078] In some embodiments, the mobile device sleeps during the same period as the
stationary devices to conserve power.

[0079] In some embodiments of the present inventive concept, a highly precise clock may
be used for the MD device, which may further reduce the timing error of the entire system.
An example of a highly precise clock could be an atomic clock whose precision is orders of
magnitude better than that of a crystal oscillator.

[0080} To conserve power, most KDs may only turn on to receive a broadcast message
and then rebroadcast it. The master clock device however stays on while other devices may

sleep so precise timing can be maintained even while the devices are sleeping.
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[0081] As discussed above, Toset-const a0d Kgock-aif may be calculated and can be used to
synchronize the UD with the MD. If the UD and MD both have highly precise clocks, for
example, atomic clocks, then the UD can stay synchronized over a long period. When the
clock of the UD is already synchronized to the MD, any received broadcasts and their
associated transmit and receive timestamps can be used to calculate these values without the
need to use TdoA algorithms discussed above. Instead, fewer devices are needed to calculate
location based on a direct distance calculation as follows:

Distance = (Tarival-md — Tdepart-ma) X Copeed-of-light Eqn. (20)
Using triangulation methods, as few as 2 KDs are typically needed to determine x and y
location coordinates and as few as 3 KDs are needed for x, y, and z. This compares favorably
to TdoA which typically needs one more device to determine location.
[0082] As discussed above, ultra-wide band RF technology enables RF transmitters and
receivers to send and receive signals at precise times. UWB technology can be leveraged for
real time location systems using Time-of-Flight and Time-difference-of-Arrival technologies.
However, synchronization between devices is critical in some of these applications. Thus,
some embodiments of the present inventive concept provide both methods to synchronize
multiple UWB transceivers so that they all refer to a master clock and to determine location
based on the synchronization of these devices.
[0083] As discussed above, methods are described to determine the location of UDs.
However, once the location of UD is known, it can also be used as a KD and contribute to the
pool of KDs used to synchronize and determine location of other UDs. For slowly moving or
stationary UDs over a period of time, these UDs can be considered quasi-static. “Moving
slowly” is relative, because the UDs are only required to not move appreciably during the
period of time they serve as KDs. If the period of time is small, the UDs actually can move
quite quickly and still serve as KDs.
[0084]  Asdiscussed above, some aspects of the present inventive concept may be
implemented by a data processing system. The data processing systems may be includes in
any of the devices discussed herein without departing from the scope of the present inventive
concept. For example, the data processing system may be included in the MD and/or KD.
Exemplary embodiments of a data processing system 930 configured in accordance with
embodiments of the present inventive concept will be discussed with respect to Figure 9. The
data processing system 930 may include a user interface 944, including, for example, input
device(s) such as a keyboard or keypad, a display, a speaker and/or microphone, and a

memory 936 that communicate with a processor 938. The data processing system930 may
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further include I/0 data port(s) 946 that also communicates with the processor 938. The I/O
data ports 946 can be used to transfer information between the data processing system 930
and another computer system or a network using, for example, an Internet Protocol (IP)
connection. These components may be conventional components such as those used in many
conventional data processing systems, which may be configured to operate as described
herein.

[0085] As discussed above, the memory 936 can include data such as clock and location
(x,y,2) information. However, it will be further understood that the memory 936 may further
include data signaling errors, or alerts, and other status data. The memory 936 may be
accessed for database storage of location data for historical record, and analytics program
operations of that data and other transmitted data, for improved decision-making. Thus, the
memory is not limited to just clock and location information.

[0086] In some embodiments of the inventive concept, the system may also apply a
weighting algorithm to arrival and departure time and distance data of each KD to determine
location from any of the methods described in this inventive concept. For example, with a
priori knowledge of approximate location, a KD to UD RF transmission that has a direct path
that goes through walls or thick metallic barriers may not be weighted as much as those KD's
that are within the same room as the UD with a clear line of sight. Further, measured
parameters such as the received "Total Signal Power", "First Path Signal Power", and/or the
"First Path Power Ratio" could all be used in weighting the importance of the KD's measured
data in the localization algorithms. Further, the system could be calibrated beforehand to
determine the relative importance of each KD’s data based on location. An example of such
a calibration could include taking measurements of a moving device with the stationary KDs
in a variety of different locations. Depending how close the measured data of each KD was
per location, an appropriate weighting metric could be applied.

[0087]  Referring now to Figure 10, a hybrid time-of-flight and time difference of arrival
method in accordance with some embodiments of the present inventive concept will be
discussed. Methods illustrated in Figure 10 build on the time synchronization solution by
merging Time-of-Flight (two way ranging) with Time Difference of Arrival to determine
location of a device. Figure 10 is a diagram illustrating methods for calculating location
when the unknown device (UD) transmits a ping and uses two-way ranging. As illustrated in
Figure 10, the exam}le includes one unknown device (UD) with three known devices

(KD). Assume multiple KDs (denoted individually with a numbers KDy, KD», and KD3)
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synchronize their individual clocks with a master clock using methods to resynchronize clocks
discussed above; a UD broadcasts to all listening KDs; and each of the KDs records the arrival

time of the ping (Tayriyal-i)- Methods discussed above with respect to Figure 6 discuss location

determination with the UD transmitting a single ping. In these methods, the UD transmits a single
ping and then communicates with one of the KDs to further determine localization.
[0088] Viewing messages passed to and from the UD and KD, there are three total
messages. All timestamps are local to the device itself. It is well known that in sending three
messages and recording timestamps that a time-of-flight between the two devices value can be
calculated. For example, Message 1 is the message sent from the UD to KD1 with timestamps of
Tacpanup-1 and Tamivarkor-1. Message #2 is sent from KD1 to UD and has local timestamps of
Tepankpi-2 and Tarivaynz. Finally, Message #3 is sent from UD to KD1 and has local timestamps
Taepan-un-3 and Tanivarkpi3. Therefore the time it takes to travel from one device to the next can be
described as:
TOFx1ua = [(Tarsivarup-2-Taepan-un-1) — (Taepankpr-2 = Tamiva koi-) + Eqo. 21)
(Tarivarkp1-3-Taepart-kp1-2)-(Tacpan-un-3-Tarivarun2)] 7 4

This method is provided for example only, It will be understood that other methods exist for
calculating TOFkp;.yp. One assumption in this calculation is that the clock offsets between KD1
and UD are small enough such that TOFyq..4 can represent a true time independent of clock
offsets.
[0089] Since TOFygi.uq is known, then a distance between KD1 and UD can be calculated by
the TOF with the speed of light. Further, TOFyp.yp can be used to calculate the Tyeparupvp in
master device units. Given that the KDs synchronize themselves with an MD, the arrival times of
all the devices are recorded as Tumivar-kp1-Mp, Tarrivai-kp2-mp and Tagivaxpismp. The departure time of
the UD in MD units can then be determined by subtracting the TOFgp:.up:

Taepartup-Mp = Tamivalkpi-mp- TOFkpiup Eqn. (22)
Thus, the time of flight for the first message between UD and KD2 and KD2 can also be
determined.

TOFxp2-MD = Tacivai-kpzmp = Tdepart-un-mp Eqgn. (23)

TOFxp3mp = Tassivai-kp3Mp = Tiepart-un-mp Eqn. (24)
Distances can be determined, and triangulation algorithms can be used to determine the location

of the UD.
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[0090]  The decision with which KD should be chosen to perform TOF with the UD can
be made different ways. For example, with some a priori knowledge of approximate
location, the KD that is closest to the UD can be chosen. Alternatively, the received signal
strength of the KD that is greatest from the initial transmit ping could determine which one to
use for TOF. Some transceivers provide the “First Path Signal Power.” Further, the ratio of
the “First Path Signal Power” to the “Total Signal Power” (First Path Power Ratio) can also
be used in determining which KD to perform Time-of-Flight messaging with.
[0091] Referring now to Figure 11, a point clumping method in accordance with some
embodiments of the present inventive concept will be discussed. As illustrated in Figure 11,
there are three KDs (KD, KD, and KD3) and one UD (not shown). Using various
embodiments of the present inventive concept discussed above, a distance for each KD from
the UD can be determined. The three distances are noted on the figure (Dyp.xp1, Dup.xp2s
and Dyp.kp2). Embodiments of the present inventive concept illustrated in Figure 11 illustrate
determining the location of the UD by looking for points close to the UD that are “clumped”
together. The circles C1, C2, C3 have radii associated with the distances (Dup.xp1, Dup-kp2,
and Dyp.xp2) and are each centered at their respective KD. In particular, for each circle pair,
two intersection points are determined. For the three KDs, the circle pairs would be C1-C2,
C1-C3, and C2-C3 creating points (P2, P5), (P6, P1), and (P3, P4). For each point, the
distance, Apjcj.that each point (P1) is from each of the circles (Cj) is measured for all circle
point pairs:

Apicj for points Pi {i=11t0 6} and circles Cj { j=1t03 } Eqn. (25)
A weighting function, “Func”, is applied for each distance, Api.¢j. For example, a step
function may be applied. For Api.cj below a certain threshold, the weight function, “Func” is
increased by one (1) point. The sum of the weighting functions is:

SumFunc(Pi) = Func(Api.c1)+Func(Api.c)+HFunc(Apics) Eqgn. (26)

For the greatest SumFunc(Pi) the solution is chosen as Pi.
[0092] It will be understood that Api.¢;can be directly calculated for a given KDj and Pi
as:

Apic= sqri((x-xpi) +(¥i-yi)*)- Dupxpj Eqn. (27)
where (xj, y;) are coordinates of the KDj, and (X, ypi) are the coordinates for P An example

of a weighting function, Func, could be:

Func(Api.cj) = O for abs(Apicj) >1 meter Eqn. (28)
Func(Apicj) = 1 for abs(Apicj) <= 1 meter Eqn. (29)
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In this example, the SumFunc(Pi) represents the number of points that are within 1 meter of
Pi. Thus, the point with the highest number of neighboring points is chosen which represents
the points that are most lumped together.
[0093]  In some embodiments, the weighting function, Func, could also be weighted per
KDi by making it dependent on the RF signal strength of a received signal of the KDi. Some
transceivers provide the “First Path Signal Power.” Further, the ratio of the “First Path Signal
Power” to the “Total Signal Power” (First Path Power Ratio) can also be used in the
weighting function, Func. For example, a “Func” could be:
Func(Api.c1) = 0 for abs(Dist) >1 meter Eqn. (30)
Func(Api.c1) =Rl for abs(Dist) <= 1 meter Egn. (31)

where R1 is the First Path Power Ratio of the received signal from KD1. In this example,
some KDs are given greater weight when than other KDis when they have a higher First Path
Power Ratio.

[0094] An algorithm can also be selective for which circle pairs are used in calculating
points. For example, if two KDs have very low “First Path Signal Power”, the algorithm may
assume that the distances will not be very accurate and they could be removed from
consideration. Alternatively, for a point that has a very high “First Path Power Ratio”, the
algorithm may require that all pairs need to have said circle as one of the pairs. For example,
if KD1 and KD2 have very low First Path Signal Power, but KD3 has a very high “First Path
Power Ratio”, then points from C1-C2 could be ignored, and only points from C1-C3 and
C2-C3 would be considered (i.e. P6, P1, P3, and P4).

[0095] Finally, points could be eliminated if they lie outside the area they are expected to
be. For example, assume a UD is in a rectangular room mapped to a coordinate system
giving the four comers of the room as (0,0) (100,0) (100,100) (0,100). Using the clumped
method, two possible points show up as (50,50) and (200,50). 1t is clear that the point
(200,50) can be thrown out because it does not lie in the room. This could also be reflected
in the individual weighting functions Func giving it a very low value if the Pi coordinate
points are outside of the given area.

[0096] Embodiments of the present inventive concept including a point clumping method
with time difference of arrival will now be discussed. As discussed above, point clumping
may be used when distances are known between the UD and the KDs. In some embodiments,

the entire system is synchronized to a master clock. The UD only transmits a ping, and so the
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system only knows the arrival times, Tariva-kp-Mmp, Of the ping from each of the KDs. It does
not know the distances.

[6697] In some embodiments, the distances, Dyp.xpi, need to be determined for each
KDi-UD pair. For a known departure time, Taepar-up-mp, Of the UD ping, we have shown that
Dup.kpi, can be calculated as:

Dupkpi = (Tarrival-kD1-MD~Tdepart-up-MD) * Cspeed-of-light Eqn. (32)
where Cepeed-ot-light 1S the speed of light. Consequently, it follows that for a given departure
time, T gepar-up-mp, the Point Clumping Method discussed above may be used. Maximizing
function SumFunc(Pi) can also be a function of the departure time Taepari-up-mp O Tgepan fOr
short:

SumFunc(Pi, Taepart) Egn. (33)

If Taepart is varied through all possible, reasonable values, a 2D array of SumFunc is
determined whose two variables are P1 and Tgeparn. Note that Pi is, in itself, a function of
Tepar» Since new Pi's are calculated for each value of Taepart. Pi should ideally be written as
Pi(T gepart), but for the case of simplicity, we simply write Pi.

[0098] In these embodiments, there can be a value for Pi and Taepar that gives the
maximum value of SumFunc. For example, Figures 12 and 13 are graphs illustrating the
same KDs and arrival times but differing departure times, Tyepar. In Figure 12, the circle
intersections are relatively spread, sparsely distributed throughout the area. In Figure 13,
with Tgepart et earlier in time, it is clear there is a mass of points clumped together, and
consequently, an optimal point is within that set of Pi's. In this manner, the specific values of
Pi and Tepart that give the maximum value of SumFunc are the solutions to the TDOA
localization problem.

[0099] It will be understood that the line-of-sight (L.OS) time-of-flight (TOF) of a signal
is the direct path an RF signal would take to from one point to another. However, this LOS
TOF méy be equal to or less than the measured TOF of a transceiver. The measured TOF
may be a result of a reflection and therefore would be longer in time than a TOF whose signal
represented the direct path of the signal. This can be used in helping to aid the localization
effort. For example, referring to Figure 14, assume a Tyepar is chosen to generate the three
distances for the circles. Figure 14 illustrates three KDs each with their distance circles, C1,
C2 and C3. KD2 and KD3 have intersection points of P1 and P2. KD1's circle C1 does not
intersect with the other two circles, but also it is not very close to them at all, relatively

speaking. Since the LOS TOF is almost always equal to or less than the measured TOF, a
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realistic scenario would show C1 intersecting or at least coming close to the other two circles. Therefore,
on the assumption that this is a physically implausible situation, this value of Tgepn and all of the
associated points, P1 and P2, can be removed from consideration as a solution.

[00100]  Referring now to Figure 15, a hybrid point clumping method will be discussed. In
embodiments illustrated in Figure 15, the calculation of location may be based on TDOA and a single
TOF measurement with a KD. As illustrated in Figure 15, there are 3 KDs and one UD (not shown).
The KD's are synchron_ized to an MD:

1) The UD transmits a ping to the KDs;

2) The KDs receive the signal and record the arrival time in the MD time units: Tyrivarxpimp for i =
{1,2,3}

3) Asshown in Figure 10, a TOF time can be obtained between one of the KDs and the UD. In this
case, it is between the KD2 and the UD,

4) A clumping method is applied where Taepy is varied to produce the distances from KDs to UD
except for the KD2. The calculated distance of KD2 is determined by the product of the
TOFxm.up and the speed of light (TOFkpa.up * Cywegotiign). This distance remains unchanged
despite the varying values of Tyepen.

5) Taepan values are chosen near the calculated Tyepar, denoted by Taearor Where Taeparsor i
calculated as:

Taepantor™ Tamivaricozmp - TOFkpun Eqn. (34); and

6) Depending on the degree of noise from the TOF measurement and the arrival time
measurements, a suitable range around Toepenaor can be chosen for Tyepar.

Thus, a TOF measurement with one KD can augment the localization for TDOA in the clumping
method.

[00101] Referring to Figure 15, KD1, KD2, KD3 are all synchronized to an MD. Further, KD2
has performed a TOF measurement with the UD similar to that discussed above with respect to Figure
10. Based on the TOF measurement, suitable values of Tyep are chosen. For one value of Tuepr, T1, the
radius circles generated are C1-T1 and C3-T1. Note that the circle, C2, for KD2 is determined from the
TOF measurement so it does not change in size. For circles with Tuepar = T1, it can be noted there is no
real clumping of points. For Taepan = T2, the circles for KD1 are C1-T2 and for KD3, it is C3-T2. Again,
(2 does not change in size. Here one can see how the point, P1, is near all the other circles.

Though the examples in the previous paragraphs and Figures use three KDs and one UD, this solution

can be expanded to include multiple KDs and multiple UDs.
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Though the examples in the previous paragraphs and Figures depict just planar solutions (i.e.
x and y), they can also be used for 3D solutions (i.e. X, v, and z). In specific, for the
clumping methods in three dimensions, instead of a circle, each KD is associated with a
sphere with radius DUD-KDj. Three intersecting spheres can produce two points, Pi. With

the points, Pi, the existing clumping method can be used to determine location of the UD.

[00102] Example embodiments are described above with reference to block diagrams
and/or flowchart illustrations of methods, devices, systems and/or computer program
products. It is understood that a block of the block diagrams and/or flowchart illustrations,
and combinations of blocks in the block diagrams and/or flowchart illustrations, can be
implemented by computer program instructions. These computer program instructions may
be provided to a processor of a general purpose computer, special purpose computer, and/or
other programmable data processing apparatus to produce a machine, such that the
instructions, which execute via the processor of the computer and/or other programmable
data processing apparatus, create means (functionality) and/or structure for implementing the
functions/acts specified in the block diagrams and/or flowchart block or blocks.

[00103] These computer program instructions may also be stored in a computer-readable
memory that can direct a computer or other programmable data processing apparatus to
function in a particular manner, such that the instructions stored in the computer-readable
memory produce an article of manufacture including instructions which implement the
functions/acts specified in the block diagrams and/or flowchart block or blocks.

[00104] The computer program instructions may also be loaded onto a computer or other
programmable data processing apparatus to cause a series of operational steps to be
performed on the computer or other programmable apparatus to produce a computer-
implemented process such that the instructions which execute on the computer or other
programmable apparatus provide steps for implementing the functions/acts specified in the
block diagrams and/or flowchart block or blocks.

[00105] Accordingly, example embodiments may be implemented in hardware and/or in
software (including firmware, resident software, micro-code, etc.). Furthermore, example
embodiments may take the form of a computer program product on a computer-usable or
computer-readable storage medium having computer-usable or computer-readable program
code embodied in the medium for use by or in connection with an instruction execution
system. In the context of this document, a computer-usable or computer-readable medium

may be any medium that can contain, store, communicate, propagate, or transport the
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program for use by or in connection with the instruction execution system, apparatus, or
device.

[00106] The computer-usable or computer-readable medium may be, for example but not
limited to, an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor
system, apparatus, device, or propagation medium. More specific examples (a non-
exhaustive list) of the computer-readable medium would include the following: an electrical
connection having one or more wires, a portable computer diskette, a random access memory
(RAM), a read-only memory (ROM), an erasable programmable read-only memory (EPROM
or Flash memory), an optical fiber, and a portable compact disc read-only memory (CD-
ROM). Note that the computer-usable or computer-readable medium could even be paper or
another suitable medium upon which the program is printed, as the program can be
electronically captured, via, for instance, optical scanning of the paper or other medium, then
compiled, interpreted, or otherwise processed in a suitable manner, if necessary, and then
stored in a computer memory.

[00107]  Computer program code for carrying out operations of data processing systems
discussed herein may be written in a high-level programming language, such as Java, AJAX
(Asynchronous JavaScript), C, and/or C++, for development convenience. In addition,
computer program code for carrying out operations of example embodiments may also be
written in other programming languages, such as, but not limited to, interpreted languages.
Some modules or routines may be written in assembly language or even micro-code to
enhance performance and/or memory usage. However, embodiments are not limited to a
particular programming language. It will be further appreciated that the functionality of any
or all of the program modules may also be implemented using discrete hardware components,
one or more application specific integrated circuits (ASICs), or a {ield programmable gate
array (FPGA), or a programumed digital signal processor, a programmed logic controller
(PLC), or microcontroller.

[00108] It should also be noted that in some alternate implementations, the functions/acts
noted in the blocks may occur out of the order noted in the flowcharts. For example, two
blocks shown in succession may in fact be executed substantially concurrently or the blocks
may sometimes be executed in the reverse order, depending upon the functionality/acts
involved. Moreover, the functionality of a given block of the flowcharts and/or block
diagrams may be separated into multiple blocks and/or the functionality of two or more

blocks of the flowcharts and/or block diagrams may be at least partially integrated.
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[00109] In the drawings and specification, there have been disclosed exemplary
embodiments of the inventive concept. However, many variations and modifications can be
made to these embodiments without substantially departing from the principles of the present
inventive concept. Accordingly, although specific terms are used, they are used in a generic
and descriptive sense only and not for purposes of limitation, the scope of the inventive

concept being defined by the following claims.
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CLAIMS:

L. A method for synchronizing multiple transceivers to a single master clock, the method

comprising:

receiving a message broadcast from a master device at at least one known device, the

broadcasted message including a departure time in master clock time units (Tpeparr-mp);

recording a time of arrival at the at least one known device in the at least one known

device time units (Tarrvaz-kp),

repeatedly receiving messages including an associated departure time in master clock time
units (Tpeparr-mp) and recording associated times of arrival at the at least one known device in the at
least one known device time units (T4zrrvar-kp) to provide a plurality of departure time, arrival time

pairs (Toeparr-mp, Tarrivar-xp); and

translating a time of any target event from known device time units to master device time
units by applying a fit curve to the departure time, arrival time pairs and applying an offset of a
known travel time for a radio frequency signal from the master device to the at least one known

device in master clock time units (T7raver-MmD).

2. The method of claim 1, wherein the fit curve is a linear interpolation of at least two of the

departure time, arrival time pairs.

3. The method of claim 1, wherein both the master device and the at least one known device

are wide band radio frequency devices.
4. The method of claim 1, further comprising:

rebroadcasting the message from the at least one known device, the at least one known
device being a rebroadcast device (RD) and the message including a departure time from the

rebroadcast device in master clock time units (Tpzrarr-rp); and

receiving the rebroadcasted message, at a device that is out of RF range of the master
device but within range of the rebroadcast device, such that the device that is out of RF range is
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synchronized to the master device even when out of RF range using the rebroadcast device as an

intermediate master broadcaster.
5. The method of claim 4, further comprising:

rebroadcasting the message from the device that is out of RF range, the device that is out
of range being an out of range rebroadcast device (ORRD) and the message including a departure

time from the out of range rebroadcast device in master clock time units (Tpzp4rT-0rRRD);

receiving the rebroadcasted message at a second device that is out of RF range of the

master device; and

synchronizing the second device that is out of RF range by using the out of range

rebroadcast device as an intermediate master broadcaster.
6. The method of claim 1, further comprising:

receiving a plurality of broadcast time synchronization signals at the at least one known

device from a plurality of master devices; and

applying a weighting algorithm to the plurality of broadcast time synchronization signals

to determine an arrival time of the broadcasted message.
7. The method of claim 6, wherein applying a weighting algorithm comprises averaging.

8. A known device in a network including a plurality of known devices and a master device,

the known device comprising:

a receiver configured to receive a message broadcast from the master device, the

broadcasted message including a departure time in master clock time units (Tpzrarr-ump); and
a processor configured to:

record a time of arrival of the broadcast message at the known device in the known device

time units (T4rrvar-xn);
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repeatedly receive messages including an associated departure time in master clock time
units (Tpzeparr-mp) and record associated times of arrival at the known device in the known device
time units (T4rrvazxp) to provide a plurality of departure time, arrival time pairs (Tpeparr-mp,

Tarrvar-xp); and

translate a time of any event from known device time units to master device time units by
applying a fit curve to the departure time, arrival time pairs and applying an offset of a known travel
time for a radio frequency signal from the master device to the known device in master clock time

units (TrraveL-mp).

9. The known device of claim 8, wherein the processor is configured to translate the time of
any target event by applying a linear interpolation of at least two of the departure time, arrival time

pairs.

10. The known device of claim 8, wherein both the master device and the plurality of known

devices are wide band radio frequency devices.

11. The known device of claim 8, wherein the device further comprises a transmitter
configured to rebroadcast the broadcasted message from the known device, the known device being
a rebroadcast, device (RD) and the message including a departure time from the rebroadcast device
in master clock time units (Tpzp4rr-rD), such that the rebroadcasted message is received at a device
that is out of RF range of the master device but within range of the rebroadcast device and that the
device that is out of RF range is synchronized to the master device even when out of RF range using

the rebroadcast device as an intermediate master broadcaster.
12. The known device of claim &:

wherein the receiver is further configured to receive a plurality of broadcast time

synchronization signals from a corresponding plurality of master devices; and

wherein the processor is configured to apply a weighting algorithm to the plurality of

synchronization signals to determine an arrival time of the broadcasted message.
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13. A system including a plurality of devices synchronized to a single master clock, the

system comprising:
a plurality of known devices including a processor; and

a master device configured to broadcast a message, the broadcasted message including a

departure time in master clock time units (Tpep4rr-mp);

wherein at least one of the plurality of known devices receives the broadcasted message
and records a time of arrival at the at least one of the plurality of known devices in the at least one of

the plurality of known devices time units (T4rriv4r-kD),
wherein the master device is configured to repeatedly broadcast messages;

wherein the at least one of the plurality of known devices is configured to repeatedly
receive the broadcast messages including an associated departure time in master clock time units
(Tperarr-up) and record associated times of arrival at the at least one of the plurality of known
devices in the at least one of the plurality of known device time units (T4rrv4z-kp) to provide a

plurality of departure time, arrival time pairs (Tpeparr-mp, Tarriv4r-kD); and

wherein a time of any target event is translated from known device time units to master
device time units by applying a fit curve to the departure time, arrival time pairs and applying an
offset of a known travel time for a radio frequency signal from the master device to the at least one

known device in master clock time units (T7r4vez-MmD).

14. The system of claim 13, wherein the master device and the plurality of known devices are

wide band radio frequency devices.

15. The system of claim 13, wherein the plurality of known devices are configured to receive
a plurality of broadcast time synchronization signals from a corresponding plurality of master
devices and apply a weighting algorithm to the plurality of signals to determine an arrival time of

the broadcasted message.
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