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INFORMATION PROCESSINGAPPARATUS, 
ULTRASONIC IMAGINGAPPARATUS, AND 
INFORMATION PROCESSING METHOD 

BACKGROUND 

0001 1. Technical Field 
0002 The present disclosure relates to an information pro 
cessing apparatus, an ultrasonic imaging apparatus, and an 
information processing method. 
0003 2. Description of the Related Art 
0004 An ultrasonic image diagnostic apparatus (an ultra 
Sonic imaging apparatus) can non-invasively and simply 
acquire an image inside an Subject, however, it is difficult for 
the apparatus to image a certain tissue of the Subject, and the 
apparatus has a problem in that an image quality is inferior. 
Using the image acquired by the ultrasonic image diagnostic 
apparatus with an image acquired by a magnetic resonance 
imaging (MRI) apparatus, an X-ray computed tomography 
apparatus (an X-ray CT apparatus), or a nuclear medicine 
diagnostic apparatus (a positron emission tomography (PET) 
apparatus or a single photon emission computed tomography 
(SPECT) apparatus) allows efficient and accurate diagnosis. 
For example, a diagnosis is performed in which a target site in 
the body is previously specified by an MRI image and the 
target site is imaged and confirmed also by the ultrasonic 
image diagnostic apparatus. 
0005. A technique for appropriately supporting operation 
in a medical doctor finding a target site using an ultrasonic 
imaging apparatus is useful to improve an operation effi 
ciency in a medical site, to decrease a burden to a patient, and 
to be able to realize reduction in cost. For example, there is a 
display method for displaying, on a body mark, a guide image 
indicating how to place an ultrasonic probe to image a lesion 
area. This method reads a guide image according to a lesion 
area from among a large number of guide images indicating 
how to place the ultrasonic probe, and combines the guide 
image with a body mark to display the combined image. In 
another example, there is a display method for displaying, on 
a 3D body mark, a graphic indicating a position of a lesion 
area, a graphic indicating an ultrasonic image plane, and an 
arrow graphic indicating a direction toward the center posi 
tion of the lesion area from the ultrasonic image plane. In a 
still another example, there is a display method for displaying 
a registered probe mark indicating the position of an ultra 
Sonic probe in the past diagnosis, a current probe mark indi 
cating the position of an ultrasonic probe in the current diag 
nosis, and a graphic indicating displacement in a coordinate 
between the registered probe mark and the current probe 
mark. 

SUMMARY 

0006. According to some embodiments of the present 
invention, an ultrasonic imaging Support apparatus for Sup 
porting imaging performed by an ultrasonic probe that 
acquires an ultrasonic image of a Subject includes a specifi 
cation unit configured to specify a position inside the Subject 
in a three dimensional image, an identification unit config 
ured to identify a position on a body surface of the subject 
based on the specified position, and a display control unit 
configured to display a position where the ultrasonic image 
acquired by the ultrasonic probe is captured and the identified 
position on a display unit. 
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0007 Further features and aspects of the present disclo 
sure will become apparent from the following detailed 
description of exemplary embodiments with reference to the 
attached drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0008. The accompanying drawings, which are incorpo 
rated in and constitute a part of the specification, illustrate 
exemplary embodiments, features, and aspects of the inven 
tion and, together with the description, serve to explain the 
principles of the embodiments of the present invention. 
0009 FIG. 1 illustrates a device configuration of an infor 
mation processing apparatus according to a first exemplary 
embodiment. 
0010 FIG. 2 illustrates the basic configuration of a com 
puter capable of realizing each unit of the information pro 
cessing apparatus by using software. 
0011 FIG. 3 is a flow chart illustrating the whole pro 
cesses in the first exemplary embodiment. 
0012 FIG. 4 illustrates a device configuration of an infor 
mation processing apparatus according to a second exem 
plary embodiment. 
0013 FIG. 5 is a flow chart illustrating the processes in the 
second exemplary embodiment. 
0014 FIG. 6 illustrates a state where the ultrasonic tomo 
graphic image of the breast is captured. 
0015 FIG. 7 illustrates an example of an ultrasonic tomo 
graphic image. 
(0016 FIG. 8 illustrates an example of a 3D body mark. 
(0017 FIG. 9 illustrates an example of an MRI image. 
0018 FIG. 10 illustrates an example of an arrow mark on 
the 3D body mark. 
0019 FIG. 11 illustrates another display example of the 
arrow mark on the 3D body mark. 
0020 FIG. 12 illustrates a device configuration of an 
information processing apparatus according to a fourth exem 
plary embodiment. 
0021 FIG. 13 is a flow chart illustrating the processes in 
the fourth exemplary embodiment. 

DESCRIPTION OF THE EMBODIMENTS 

0022 Various exemplary embodiments of the invention 
will be described in detail below with reference to the draw 
ings. 
0023. An ultrasonic imaging system, which one of exem 
plary embodiments of the present invention and is taken as an 
example, is described below. 
0024 FIG. 1 illustrates a configuration of the ultrasonic 
imaging system according to an exemplary embodiment. As 
illustrated in FIG.1, an information processing apparatus 100 
according to the present exemplary embodiment is connected 
with a second image capturing apparatus 182, a position and 
an orientation measuring apparatus 184, and a data server 
190. 
0025. The information processing apparatus 100 accord 
ing to the present exemplary embodiment calculates the posi 
tion of a body-surface point extended to the surface of a 
Subject from a target point in a three dimensional medical 
image in which the Subject is captured. The information pro 
cessing apparatus 100 displays, on a 3D body mark indicating 
the Subject, a graphic (a body-surface-point mark) indicating 
information about the position of a body-surface point along 
with a graphic (a probe mark) indicating information about 
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the position of an ultrasonic probe. The present exemplary 
embodiment describes an example in which the breast of the 
human body is taken as a subject and the center of a three 
dimensional area indicating the extension of a lesion (here 
inafter referred to as a lesion area) is taken as a target point. 
The present exemplary embodiment also describes an 
example where an MRI image in which the breast in the 
Supine position is captured by an MRI apparatus is taken as a 
three dimensional medical image. 
0026. The data server 190 stores an MRI image acquired 
by capturing the breast in the supine position by the MRI 
apparatus acting as a first image capturing apparatus 180 and 
information about the position of the target point in the MRI 
image. FIG. 9 illustrates an example of the MRI image. An 
MRI image 900 stored in the data server 190 is input to the 
information processing apparatus 100 via a three dimensional 
medical image acquisition unit 102. Information about the 
position of center of a lesion area 903 (a target point 904) 
stored in the data server 190 is input into the information 
processing apparatus 100 via a target-point position specify 
ing unit 104. 
0027. An ultrasonic apparatus acting as the second image 
capturing apparatus 182 causes an ultrasonic probe to trans 
mit and receive an ultrasonic signal to capture the breast in the 
supine position. FIG. 6 illustrates a state where the ultrasonic 
tomographic image of the breast is captured. FIG. 7 illustrates 
an example of an ultrasonic tomographic image. The ultra 
Sonic tomographic image 700 acquired by placing an ultra 
sonic probe 611 on a surface 601 of the breast is sequentially 
input into the information processing apparatus 100 via a 
tomographic image acquisition unit 106. 
0028. The position and orientation measuring apparatus 
184 measures the position and the orientation of the ultra 
Sonic probe 611 with which the ultrasonic apparatus acting as 
the second image capturing apparatus 182 is provided. The 
position and orientation measuring apparatus 184 is formed 
of FASTRAK from Polhemus Inc., in USA, for example, and 
measures the position and the orientation of the ultrasonic 
probe 611 in a sensor coordinate system 620 (a coordinate 
system defined as a standard by the position and orientation 
measuring apparatus 184). The position and orientation mea 
Suring apparatus 184 may be configured at will as long as the 
position and the orientation of the ultrasonic probe 611 can be 
measured. The measured position and orientation of the ultra 
Sonic probe 611 are sequentially input into the information 
processing apparatus 100 via a position and orientation acqui 
sition unit 108. 
0029. The information processing apparatus 100 is the one 
that Supports capturing by using the ultrasonic probe for 
acquiring the ultrasonic image of the Subject and includes the 
following components described below. The three dimen 
sional medical image acquisition unit 102 acquires the MRI 
image 900 acquired by capturing the Subject in the Supine 
position and outputs the MRI image 900 to a surface shape 
calculation unit 110. 
0030 The target-point position specifying unit 104 speci 

fies the position of the target point by storing the coordinate of 
the target point 904 in a memory based on information about 
the position of the target-point 904 in the subject input to the 
information processing apparatus 100 and outputs the infor 
mation to a body-Surface-point position identifying unit 112. 
0031. The tomographic image acquisition unit 106 
sequentially acquires the ultrasonic tomographic image 700 
input to the information processing apparatus 100 and outputs 
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the image to a display control unit 120. The position and 
orientation acquisition unit 108 sequentially acquires the 
position and orientation of the probe 611 input to the infor 
mation processing apparatus 100 and outputs the position and 
orientation thereof to a probe mark generation unit 118. The 
Surface shape calculation unit 110 calculates shape data on 
the surface 901 of the breast based on the MRI image 900 and 
outputs the shape data to the body-surface-point position 
identifying unit 112 and the 3D body mark generation unit 
114. 
0032. The body-surface-point position identifying unit 
112 identifies the position of the body-surface point 905 on 
the body surface of the subject based on the specified target 
point 904. Here, the body-surface-point position identifying 
unit 112 calculates the position of the body-surface point 905 
based on information about the position of the target point 
904 and data on the shape of the surface 901 of the breast and 
outputs the position to a body-surface-point mark generation 
unit 116. The 3D body mark generation unit 114 generates a 
3D body mark based on the data on the shape of the surface 
901 of the breast. FIG. 8 illustrates an example of the 3D body 
mark of the breast. The 3D body mark generation unit 114 
outputs the generated 3D body mark 800 to the display con 
trol unit 120. 
0033. The body-surface-point mark generation unit 116 
generates abody-surface-point mark 805 expressing the posi 
tion of the body-surface point 905 on the 3D body mark 800 
based on information about the position of the body-surface 
point 905 and outputs the body-surface-point mark 805 to the 
display control unit 120. The probe mark generation unit 118 
calculates a probe mark 811 representing the position and 
orientation of the ultrasonic probe 611 on the 3D body mark 
800 and outputs the probe mark811 to the display control unit 
120. The display control unit 120 causes the display unit 124 
to display a position where an ultrasonic image acquired by 
the ultrasonic probe is captured and the position of the iden 
tified body-surface point 905 thereon. The display control 
unit 120 superimposes the position where the ultrasonic 
image is captured and the position of the identified body 
surface point of the subject on at least either of the body mark 
image of the Subject or the image acquired by capturing the 
subject to display. For example, the 3D body mark 800, the 
body-surface-point mark 805, and the probe mark 811 are 
combined with one another according to information about 
position. Furthermore, those are combined with the ultrasonic 
tomographic image 700 and displayed on the display unit 
124. 

0034. At least one of each of the units of the information 
processing apparatus 100 illustrated in FIG.1 may be realized 
as an independent apparatus. Alternatively, each of the units 
may be realized as a software to realize functions by installing 
the Software in one or a plurality of computers and executing 
it by the central processing unit (CPU) of the computer. In the 
present exemplary embodiment, each unit is realized by Soft 
ware installed in the same computer. 
0035 FIG. 2 illustrates the basic configuration of a com 
puter for realizing the functions of each of the units in FIG. 1 
by executing software. A CPU 201 controls the entire com 
puter using programs and data stored in a random access 
memory (RAM) 202 and a read-only memory (ROM) 203. 
The CPU201 controls the execution of software in each of the 
units to realize the function of each of the units. The RAM 202 
includes an area for temporarily storing programs or data 
loaded from an external storage device 207 or a storage 
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medium drive 208 and a work area required for the CPU 201 
performing various types of processes as well. 
0036. In general, the ROM 203 stores computer programs 
and setting data. A keyboard 204 and a mouse 205 are input 
devices. An operator can input various instructions to the 
CPU201 using the input devices. The program is the one that 
realizes the process illustrated in FIG. 3. A display unit 206 
includes a cathode ray tube (CRT) or a liquid crystal display 
and displays the 3D body mark 800 or the ultrasonic tomo 
graphic image 700. Further, the display unit 206 can display 
a message to be displayed or a graphical user interface (GUI). 
The external storage device 207 functions as a mass informa 
tion storage system such as a hard disk drive and stores 
programs executed by an operating system (OS) and the CPU 
201. Information described as already known in the present 
exemplary embodiment is stored therein and loaded onto the 
RAM 202 if required. 
0037. The storage medium drive 208 reads the programs 
and data stored in a storage medium such as a compact disk 
(CD) ROM or a digital versatile disc (DVD) ROM according 
to instructions from the CPU 201 and outputs the programs 
and data to the RAM 202 and the external storage device 207. 
An interface (I/F) 209 includes an analog video port or digital 
input output port such as the Institute of Electrical, and Elec 
tronics Engineers 1394 (IEEE1394) and an Ethernet port for 
outputting various pieces of information to the outside. The 
input data are stored in the RAM 202 via the I/F 209. A 
portion of the functions of the three dimensional medical 
image acquisition unit 102, the target-point position specify 
ing unit 104, the tomographic image acquisition unit 106, the 
position and orientation acquisition unit 108, and the probe 
mark generation unit 118 is realized by the I/F 209. The 
components described above are connected with one another 
via a bus 210. 
0038 FIG. 3 is a flow chart illustrating the process of an 
information processing method for Supporting capture by the 
ultrasonic probe 611. In the present exemplary embodiment, 
the flow chart is realized by the CPU 201 executing the 
programs for realizing the functions of each of the units. 
Program codes in compliance with the flow chart are pre 
sumed to be loaded on the RAM 202 from the external storage 
device 207, for example, in a preceding stage where the 
following process is performed. 
0039. In step S3000, the three dimensional medical image 
acquisition unit 102 acquires the MRI image 900 of the breast 
in the supine position which is input from the date server 190 
to the information processing apparatus 100. 
0040. In step S3010, the target-point position specifying 
unit 104 specifies the target point 904 (the center of the lesion 
area 903) based on information about position which is input 
from the date server 190 to the information processing appa 
ratus 100. 

0041. In step S3020, the surface shape calculation unit 110 
extracts shape data on the surface 901 of the breast from the 
MRI image 900. In the present exemplary embodiment, the 
MRI image 900 is binarized by an appropriate threshold to 
acquire a label image indicating a body area including a breast 
area. The shape of the surface 901 of the breast is represented 
by a position-coordinate vector group of voxels at an interface 
where the voxel value of the label image is switched. 
0042. In step S3030, the body-surface-point position iden 
tifying unit 112 identifies the position of body surface of the 
subject based on the position of the target point 904 inside the 
subject. The position of the body-surface point 905 which is 
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extended from the target point 904 of the MRI image 900 to 
the surface 901 of the breast is calculated to identify the 
position of the body-surface point 905. In the present exem 
plary embodiment, the distance is calculated from each posi 
tion forming a position-coordinate vector group representing 
the shape of surface 901 of the breast to the position of the 
target point 904. The position which is the smallestin distance 
is selected. The selected position is taken as the position of the 
body-surface point 905. 
0043. In step S3040, the 3D body mark generation unit 
114 generates the 3D body mark 800 based on the shape data 
of the surface 901 of the breast. Specifically, the 3D body 
mark generation unit 114 generates the 3D body mark 800 
based on the position-coordinate vector group (point group) 
representing the shape of the surface 901 of the breast. A 
triangular mesh is generated by a method for generating a 
mesh using a known Poisson’s equation discussed in a litera 
ture, for example, M. Kazhdan, M. Bolitho, H. Hoppe, "Pois 
son Surface Reconstruction.” Proc. Symposium on Geometry 
Processin, pp. 61-70, 2006. 
0044. In step S3050, the body-surface-point mark genera 
tion unit 116 generates the body-surface-point mark 805 at 
the position of the body-surface point 905. For example, the 
body-surface-point mark generation unit 116 generates a 5 
mm in radius mesh ball at the position of the body-surface 
point 905 and uses the mesh ball as the body-surface-point 
mark 805. 
0045. In step S3060, the tomographic image acquisition 
unit 106 acquires the ultrasonic tomographic image 700 
sequentially input from the second image capturing apparatus 
182 to the information processing apparatus 100. 
0046. In step S3070, the position and orientation acquisi 
tion unit 108 acquires the position and orientation of the 
ultrasonic probe 611 in the sensor coordinate system 620 
sequentially input from the position and orientation measur 
ing apparatus 184 to the information processing apparatus 
1OO. 
0047 (In step S3080, the probe mark generation unit 118 
generates the probe mark 811 according to the position and 
orientation of the ultrasonic probe 611. For example, based on 
the position and orientation of the ultrasonic probe 611 
acquired in step S3070, the probe mark generation unit 118 
converts the position and orientation of a previously gener 
ated rectangular Solid body, which approximately indicates 
the shape of the ultrasonic probe 611, and uses it as the probe 
mark 811. 
0048. In step S3090, the display control unit 120 com 
bines, on the 3D body mark 800, the body-surface-point mark 
805 with the probe mark 811. 
0049. In step S3100, the display control unit 120 causes 
the display unit 124 to display a position where an ultrasonic 
image acquired by the ultrasonic probe 611 is captured and 
the position of the identified body-surface point 905 thereon. 
The display control unit 120 causes the display unit 124 to 
display the image combined in step S3090. The 3D body 
mark 800 is superimposed at a predetermined position on the 
ultrasonic tomographic image 700 acquired in step S3060 and 
displayed. The display of the mark and the image is dynami 
cally changed by the display control unit 120 according to the 
change of position of the ultrasonic probe 611. 
0050. In step S3110, the information processing apparatus 
100 determines whether to end the entire process. For 
example, the operator clicks an end button arranged on the 
display unit 206 with the mouse 205 to input the determina 



US 2013/0053681 A1 

tion of end. If the CPU201 determines that the entire process 
is to be ended (YES in step S3110), the entire process of the 
information processing apparatus 100 is ended. If the 
CPU201 determines that the entire process is not to be ended 
(NO in step S3110), the process is returned to step S3060 to 
Subject again the newly acquired position and orientation data 
of the ultrasonic tomographic image 700 and the ultrasonic 
probe 611 to the processes from step S3060 to S3100. 
Although the present exemplary embodiment describes a 
case, as an example, where a breast of a human body is taken 
as a Subject, the present exemplary embodiment of the present 
invention is not limited to the breast but any subject may be 
taken as a Subject. Furthermore, although the present exem 
plary embodiment describes an example in which the center 
of a lesion area indicated in an MRI image is taken as a target 
point, the target point in the embodiments of the present 
invention is not limited to the center of a lesion area, but the 
center of an area indicating a treatment scar such as biopsy in 
an MRI image or the center of an area indicating hematoma 
may be taken as a target point. Furthermore there may be a 
plurality of target points. 
0051. As described above, the information processing 
apparatus 100 according to the present exemplary embodi 
ment acquires the shape of Surface of an object from the 
image of the object captured by a first medical imaging diag 
nostic apparatus, acquires the position and orientation of a 
probe in capturing the Subject by a second medical imaging 
diagnostic apparatus, and acquires the position of a target 
point in the image. The information processing apparatus 100 
calculates the position of the body-surface point extended 
from the target point to the Surface and displays information 
about the position of the body-surface point and the position 
of the probe. This allows providing a mechanism for display 
ing information about the position of the body-surface point 
extended from the target point in the subject to the surface of 
the subject together with information about the position of the 
ultrasonic probe. Consequently, the operation of the ultra 
Sonic probe can be supported while referring to information 
about the position of the body-surface point and the ultrasonic 
probe. For example, the position of the body-surface point 
extended from the target point in the MRI image of the breast 
in the supine position to the surface of the breast is calculated 
to allow displaying, on the 3D body mark indicating the breast 
in the Supine position, the body-Surface-point mark indicat 
ing the position together with the probe mark. For this reason, 
the operation of the ultrasonic probe can be supported while 
referring to information about the position of the body-sur 
face point and the ultrasonic probe. 
0052. A modification will be described below. The present 
exemplary embodiment describes above the case where the 
body-surface-point mark 805 is displayed on the position of 
the body-surface point on the 3D body mark 800 as an 
example of process of the display control unit 120 in step 
S3090, however, the present exemplary embodiment of the 
present invention is not limited to that, for example, informa 
tion about a distance between the body-surface point and the 
target point may be displayed without displaying the body 
surface-point mark 805 on the position of the body-surface 
point. Alternatively, information about the distance between 
the body-surface point and the target point may be Superim 
posed on the body-surface-point mark 805 to be displayed. 
0053 A case where the position of the body-surface point 

is not limited to the position of surface of the subject most 
adjacent to the target point is described below as another 
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modification. The present exemplary embodiment describes 
the case where the point smallest in distance between the 
target point 904 and the surface 901 of the breast is taken as 
the body-surface point 905 as an example of process of the 
body-surface-point position identifying unit 112 in step 
S3030, however, the present exemplary embodiment of the 
present invention is not limited to that, for example, the inter 
section of a segment extending from the target point 904 to the 
Y axis direction (gravity axis direction) of the MRI coordi 
nate system and the surface 901 of the breast may be taken as 
the position of the body-surface point 905. In this case, the 
position of the ultrasonic probe 611 is caused to agree with the 
position of the body-surface point 905 and the orientation of 
the ultrasonic probe 611 is caused to agree with an axial cross 
section or a sagittal cross section, which means that a lesion 
area 703 is included in a plane represented by the ultrasonic 
tomographic image 700. 
0054 Alternatively, the intersection of a segment extend 
ing from the target point 904 to the X axis direction of the 
MRI coordinate system and the surface 901 of the breast may 
be taken as the position of the body-surface point 905. In this 
case, the position of the ultrasonic probe 611 is caused to 
agree with the position of the body-surface point 905 and the 
orientation of the ultrasonic probe 611 is caused to agree with 
the axial cross section or a coronal cross section, which means 
that the lesion area 703 is included in the plane represented by 
the ultrasonic tomographic image 700. Similarly, the inter 
section in the Z axis direction in the MRI coordinate system is 
taken as the position of the body-surface point 905 and the 
orientation of the ultrasonic probe 611 is caused to agree with 
the coronal cross section or the Sagittal cross section, which 
means that the lesion area 703 is included in the plane repre 
sented by the ultrasonic tomographic image 700. 
0055. A normal is calculated at each position which forms 
a position-coordinate vector group representing the Surface 
901 of the breast, and then a distance to the target point 904 is 
acquired from each calculated normal, and a position where 
the distance is Smaller than a predetermined distance may be 
taken as the position of the body surface point 905. If a 
plurality of candidate positions is acquired, for example, the 
candidate position that is the nearest to the position of the 
target point 904 may be selected as the position of the body 
surface point 905. 
0056. As a modification, a case will be described below in 
which the position of the body surface point 905 is displaced 
because the probe cannot be placed on the position of the 
body surface point 905. The present exemplary embodiment 
describes a case, as an example, in which a position where a 
distance between the target point 904 and the surface 901 of 
the breast is minimal is taken as the position of the body 
surface point 905. However, if the position of the body surface 
point 905 approximately agrees with the position of a nipple 
902, for example, it is difficult to acquire an appropriate 
ultrasonic image such that the position of the ultrasonic probe 
611 is caused to agree with the position of the body-surface 
point 905. In the present modification, the body-surface-point 
position identifying unit 112 acquires information, which is 
stored correspondingly with at least any of an imaging portion 
and information about a patient, about the predetermined area 
of the subject. Thereafter, the body-surface-point position 
identifying unit 112 identifies the position of the body surface 
so that the position of the body surface of the subject identi 
fied by the body-surface-point position identifying unit 112 is 
not identified in the predetermined area. 
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0057 The following describes an example of process. The 
body-surface-point position identifying unit 112 determines 
whether the position of the nipple 902 inadequate for ultra 
Sonic imaging Substantially agrees with the position of the 
body-surface point 905. If the position of the nipple 902 
substantially agrees with that of the body-surface point 905, 
the position of the body-surface point 905 is displaced by a 
predetermined distance (10 mm, for example) in the direction 
of the probe mark, for example. As an example of another 
process, the body-surface-point position identifying unit 112 
removes the aforementioned predetermined area from the 
range of the body surface identified as the body-surface point 
905 and identifies the shortest path from the range to be left 
after removal. The term predetermined area being a removal 
area refers to a nipple if the breast, for example, is imaged as 
an imaging portion, however, an area which includes the 
nipple and is sufficiently larger than the nipple area may be 
taken as the removal area in consideration of the size of an 
ultrasonic probe and a burden to a Subject. 
0058 At this point, the moved body-surface-point mark is 
displayed in a mode (with color and shape changed) different 
from a general body-surface-point mark to allow displaying a 
guide explicitly indicating that a portion to be avoided exists. 
In addition, the body-surface-point marks before and after 
movement may be displayed at the same time. 
0059) Other embodiments excluding MRI will be 
described below as modifications. In the present exemplary 
embodiment, the MRI apparatus is used as the first image 
capturing apparatus 180 and the MRI image acquired by the 
MRI apparatus is described as an example, however, the 
present exemplary embodiment of the present invention is not 
limited to that. For example, an X-ray CT apparatus for cap 
turing a CT image, a photoacoustic tomography apparatus, an 
OCT apparatus, a PET/SPECT, and a three dimensional ultra 
Sonic apparatus may be used. 
0060. The present exemplary embodiment describes 
below a case in which information about direction in which an 
ultrasonic probe is to be moved along the Surface of a subject 
is also displayed on a 3D body mark, in addition to the process 
of the foregoing exemplary embodiments. FIG. 4 illustrates a 
configuration of an information processing apparatus accord 
ing to the present exemplary embodiment. The components 
similar to those in FIG. 1 are given the same reference numer 
als and symbols, so that the description thereof is omitted 
herein. 

0061. If there is a plurality of target points 904, a target 
point selection unit 405 acquires information about selection 
of the target points to which a probe is guided and outputs 
information about the position of the selected target point 904 
to the body-surface-point position identifying unit 112. A 
guidance direction decision unit 413 decides the direction in 
which the ultrasonic probe 611 is to be moved along the body 
Surface based on the capture position of the ultrasonic probe 
611 measured by the position and orientation measuring 
apparatus 184 and the body-surface point 905. The guidance 
direction decision unit 413 calculates, based on, for example, 
the position and orientation of the ultrasonic probe 611 and 
the position information of the target point 904 and data on 
the shape of the surface 901 of the breast, a three dimensional 
vector representing the direction in which the ultrasonic 
probe 611 is guided. The guidance direction decision unit 413 
outputs the three dimensional vector to an arrow mark gen 
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eration unit 419 to urge the user to change the capture position 
of the ultrasonic probe 611 to the specified position along the 
direction. 

0062. The arrow mark generation unit 419 generates an 
arrow mark based on the three dimensional vector represent 
ing the direction in which the ultrasonic probe 611 is guided. 
FIG. 10 illustrates a display example of the arrow mark. The 
portions similar to those in FIG. 8 are given the same refer 
ence numerals and symbols. The arrow mark generation unit 
419 outputs the generated arrow mark 1006 to a display 
control unit 420. The display control unit 420 combines the 
3D body mark 800, the body-surface-point mark 805, the 
probe mark 811, and the arrow mark 1006 with one another. 
The display control unit 420 further combines the ultrasonic 
tomographic image 700 with those marks and displays the 
combination on the display unit 124. 
0063 FIG. 5 is a flow chart illustrating the entire process 
of the information processing apparatus 400. The flow chart is 
different from that of the foregoing exemplary embodiment in 
that the processes of steps S5015, S5075, and S5085 are 
added and the process of step S5090 is performed instead of 
the process of step S3090. The following describes the pro 
cess of only each of above steps. The flow chart is realized by 
the CPU 201 executing programs for realizing the function of 
each unit. Before the following processes are performed, the 
program codes according to the flow chart are already loaded 
to the RAM 202 from the external storage device 207, for 
example. 
0064. In step S5015, if there is a plurality of target points 
904, the target-point selection unit 405 acquires information 
about selection of the target points to which the probe is 
guided. For example, the operator clicks selection buttons, 
the number of which is equal to that of the target points, 
arranged on the display unit 206 with the mouse to input 
information about selection of the target point. 
0065. In step S5075, the guidance direction decision unit 
413 calculates the three dimensional vector representing the 
direction along the surface 901 of the breast for guiding the 
ultrasonic probe 611. More specifically, the guidance direc 
tion decision unit 413 calculates the three dimensional vector 
Vcs from the position Xc of a central portion 612 of leading 
edge of the ultrasonic probe in an MRI coordinate system 910 
to the positionXs of the body-surface point 905. Furthermore, 
the guidance direction decision unit 413 calculates the three 
dimensional vector Vcs representing the direction along the 
surface 901 of the breast such that the vector Vcs is rotated 
around the X axis of a probe coordinate system 610 so that an 
angle made by a normal vector Vc on the surface 901 of the 
breast in the position Xc and the vector Vcs becomes 90 
degrees. 
0066. In step S5085, the arrow mark generation unit 419 
generates the arrow mark 1006 based on the three dimen 
sional vector Vcs representing the direction in which the 
ultrasonic probe 611 is guided. For example, the position and 
orientation of a three directional arrow model previously 
generated are converted according to the direction of the 
vector Vcs and used as the arrow mark 1006. 

0067. In step S5090, the display control unit 420 com 
bines, on the 3D body mark 800, the body-surface-point mark 
805, the probe mark 811, and the arrow mark 1006 with one 
another. The display control unit 420 Superimposes the 3D 
body mark 800 onto a predetermined position on the ultra 
sonic tomographic image 700 acquired in step S5060. 
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0068. In step S5100, the display control unit 420 causes 
the display unit 124 to display the image combined in the 
above process. The display of the mark and the image is 
dynamically changed according to the change of position of 
the ultrasonic probe. As described above, in the present exem 
plary embodiment, the guidance direction decision unit 413 
decides the direction in which the probe needs to be moved 
based on the position of the body-surface point and the probe. 
The display control unit 420 causes the display unit 124 to 
display the decided direction along with the capture position 
and the specified position in the body surface. This allows 
providing a mechanism for displaying the direction in which 
the ultrasonic probe needs to be moved along the surface of 
the Subject. For this reason, it is possible to Support the opera 
tion of the ultrasonic probe with reference to information 
about the position of the body-surface point and the ultrasonic 
probe and information about the direction in which the ultra 
sonic probe needs to be moved. 
0069. For example, there can be provided a mechanism for 
displaying, on the 3D body mark, information about the 
direction in which the ultrasonic probe needs to be moved 
along the Surface of the Subject. For this reason, it is possible 
to support the operation of the ultrasonic probe with reference 
to information about the position of the body-surface point 
and the ultrasonic probe and information about the direction 
in which the ultrasonic probe needs to be moved. Further 
more, in the present exemplary embodiment, the display unit 
displays the direction in which the ultrasonic probe is moved 
along the body surface while sequentially displaying the 
ultrasonic image captured at a predetermined frame rate. This 
allows the user to be provided with the direction in which the 
probe is moved with the ultrasonic probe kept in contact with 
the body Surface and the tomographic image of the Subject 
kept being captured. The user can appropriately move the 
ultrasonic probe while confirming the direction and continu 
ously observing the image of the Subject to produce an effect 
that the user can more easily observe the subject. 
0070 A case is described below, as a modification, in 
which a nipple is detoured. The present exemplary embodi 
ment describes the case in which the vector representing the 
direction in which the ultrasonic probe is guided is calculated 
based on the position and orientation of the ultrasonic probe 
611 and the position information of the target point 904 and 
data on the shape of the surface 901 of the breast as an 
example of the process of the guidance direction decision unit 
413 in step S5075. However, if the nipple 902, for example, 
exists on a straight line extended from the position of the 
ultrasonic probe 611 to the direction of the vector, it is diffi 
cult to acquire an appropriate ultrasonic image while operat 
ing the ultrasonic probe 611 along the vector. In the present 
modification, therefore, a determination is made as to 
whether a distance between the position of the nipple 902 
inadequate for ultrasonic imaging and the abovementioned 
straight line is shorter than a predetermined distance (20 mm, 
for example), if the distance is shorter than the predetermined 
distance, the three dimensional vector is recalculated. More 
specifically, such a way-stop that the distance between the 
position of the nipple 902 inadequate for ultrasonic imaging 
and the position of the ultrasonic probe 611 always becomes 
greater than the predetermined distance is set on the Surface 
901 of the breast and the three directional vector toward the 
way-stop is recalculated. 
0071. In the present modification described above, a 
nipple area in the breast is taken as an example. Aside from 
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the nipple area, an imaging portion Such as the breast and the 
abdominal region and a predetermined exclusion area (pre 
determined area) corresponding to information about a 
patient such as sexuality are made ready to be set and stored 
in a storage unit (not illustrated) in the information processing 
apparatus or the data server 190. The guidance direction 
decision unit 413 acquires information about Such an exclu 
sion area to decide the direction in which the ultrasonic probe 
611 is moved to detour the exclusion area (predetermined 
area). Thereby, even if the predetermined area where the 
ultrasonic probe should not be placed on the body surface 
exists, it is possible to properly instruct the user to follow the 
direction in which the ultrasonic probe is moved along the 
body surface. 
0072 Finally, a case is described below, as a second modi 
fication, in which the probe is rotated at the body-surface 
position (a guide display for changing only orientation so that 
the probe is provided with a proper orientation). The present 
exemplary embodiment describes above the case, as an 
example, in which information about the direction in which 
the ultrasonic probe 611 needs to be moved along the surface 
of the subject is displayed on the 3D body mark. The present 
modification is not limited to this example, but causes the 
display unit to display instructions for changing the orienta 
tion of the ultrasonic probe 611 to properly capture the speci 
fied target point 904. 
0073. In this case, the body-surface-point position identi 
fying unit 112 also specifies the orientation of the ultrasonic 
probe 611 so that the position of the specified target point 904 
falls within a captured image range 712 of the ultrasonic 
probe 611. The guidance direction decision unit 413 decides 
the direction in which the ultrasonic probe 611 needs to be 
moved to change the orientation of the ultrasonic probe 611 to 
the specified orientation. The direction in which the ultra 
sonic probe 611 needs to be rotated is calculated so that a 
distance between a plane representing a captured image area 
812 and the target point 904 is decreased. The arrow graphic, 
which represents the direction that needs to be rotated and is 
displayed by the display control unit 420, is displayed in a 
mode (in a different color or shape) different from the arrow 
graphic representing the direction in which the ultrasonic 
probe 611 is guided to the body surface point 905. This 
performs the guide display of not only the position of the body 
surface on which the ultrasonic probe 611 needs to be placed, 
but also the orientation of the ultrasonic probe 611 relative to 
the body surface, which allows a further improvement in user 
convenience. 

0074. In addition to that, an arrow graphic is also dis 
played which represents the direction in which the ultrasonic 
probe 611 needs to be moved to get an appropriate orientation 
after the ultrasonic probe 611 reaches the vicinity of the 
body-surface position. In this case, the display control unit 
420 functions as a determination unit which determines 
whether the distance between the measured capture position 
of the ultrasonic probe 611 and the specified position of the 
body surface point 905 becomes equal to or smaller than a 
predetermined threshold. The display control unit 420 causes 
the display unit 124 to display the direction in which the 
ultrasonic probe 611 is moved to change the orientation 
according to the results of the determination. If the distance 
between the ultrasonic probe 611 and the body surface point 
905 is greater than the predetermined threshold, the display 
control unit 420 does not cause the display unit 124 to display 
instructions for the direction about the orientation. If the 
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distance between the ultrasonic probe 611 and the body sur 
face point 905 is equal to or smaller than the predetermined 
threshold, the display control unit 420 causes the display unit 
124 to display instructions for the direction about the orien 
tation. This eliminates issuing at the same time a plurality of 
instructions related to the position and orientation to the user 
to improve the user's understanding of the display and con 
venience. If the guidance direction decision unit 413 decides 
the direction which the ultrasonic probe 611 needs to be 
rotated to get an appropriate orientation for the first time after 
the ultrasonic probe 611 reaches the vicinity of the body 
Surface position, the burden of process for determining a 
guidance direction about the orientation can be reduced. 
0075. A third modification will be described below. As 
illustrated in FIG. 11, the display control unit 120 causes the 
display unit 124 to display a second arrow mark 1106 repre 
senting the direction from the body-surface point 905 to the 
target point 904 as well as the arrow mark (a first arrow mark 
1006). The direction of the second arrow mark 1106 is cal 
culated and obtained by the guidance direction decision unit 
413. The guidance direction decision unit 413 calculates and 
obtains the direction from the body-surface point 905 to the 
target point 904 based on a relationship between the positions 
of the target point 904 and the body-surface point 905. The 
guidance direction decision unit 413 decides the obtained 
direction as the direction to which the imaging plane of the 
ultrasonic probe 611 needs to be oriented. The display control 
unit 120 superimposes the probe mark 811 representing the 
capture position of the ultrasonic probe 611, the body-sur 
face-point mark 805 expressing the position of the body 
surface point 905, the first arrow mark 1006, and the second 
arrow mark 1106 on the 3D body mark 800 and displays the 
Superimposed marks. Objects on which the marks are Super 
imposed may be a three dimensional MRI image or a CT 
image. If the marks are Superimposed on a two dimensional 
body mark or an MRI image, the direction determined by the 
guidance direction decision unit 413 is projected on the plane 
of the body mark or the cross section of the MRI image, and 
the projected direction may be calculated and displayed. 
0076. Thereby, the user can easily grasp the target position 
of the ultrasonic probe 611, a method for moving the probe to 
the target position, and the direction to which the imaging 
plane is oriented, from the display Screen. The body-surface 
point position in the above exemplary embodiment is a point 
(a quiescent point) uniquely determined from the target point 
and the shape of the body surface. Instead of this, in the 
present exemplary embodiment, the position of the body 
surface point suited for the current orientation of the ultra 
sonic probe 611 is dynamically determined based on the 
position of the specified target point 904 and the orientation of 
the ultrasonic probe 611 measured by the position and orien 
tation measuring apparatus 184 and displayed on the display 
unit 124. The following describes only the points of the infor 
mation processing apparatus according to the present exem 
plary embodiment which are different from those of the infor 
mation processing apparatus according to the above 
exemplary embodiment. 
0077. An information processing apparatus according to 
the present exemplary embodiment is similar in configuration 
to the one illustrated in FIG. 1. However, the information 
processing apparatus according to the present exemplary 
embodiment is different therefrom in that the orientation of 
the ultrasonic probe 611 acquired by the position and orien 
tation acquisition unit 108 is input to the body-surface-point 
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position identifying unit 112 and the body-Surface-point posi 
tion identifying unit 112 uses the orientation of the ultrasonic 
probe 611 in calculating the position of the body-surface 
point. The body-surface-point position identifying unit 112 
identifies the position of the body-surface point 905 as a target 
contact position between the ultrasonic probe 611 and the 
body Surface. At this point, the body-surface-point position 
identifying unit 112 identifies the position of the body-sur 
face point 905 so that the position of the specified target point 
904 falls within the imaging range of the ultrasonic probe 611 
with the orientation of the ultrasonic probe 611 measured by 
the position and orientation measuring apparatus 184 kept 
maintained. 

0078 A flow chart illustrating the entire process of the 
information processing apparatus according to the present 
exemplary embodiment is similar to the one in FIG. 3. How 
ever, the flow chart is different from the one in FIG. 3 in that 
the processes in steps S3030 and S3050 are not executed but 
the following processes of steps S3073 and S3077 are 
executed between steps S3070 and S3080. In step S3073, the 
body-surface-point position identifying unit 112 uses the ori 
entation of the ultrasonic probe 611 acquired in step S3070 to 
calculate the body-surface position suited for the orientation 
of the current ultrasonic probe. The body-surface-point posi 
tion identifying unit 112 calculates a -Y axis direction of the 
probe coordinate system 610 based on information about the 
orientation of the ultrasonic probe 611. The body-surface 
point position identifying unit 112 determines a straight line 
extending from the position of the target point 904 along the 
-Y axis of the probe coordinate system 610. The body-sur 
face-point position identifying unit 112 takes the intersection 
between the straight line and the surface 901 of the breast as 
the body-surface point 905. In step S3077, as is the case with 
step S3050 in the above exemplary embodiment, the body 
Surface-point mark generation unit 116 generates the body 
surface-point mark 805 at the position of the body-surface 
point 905. 
007.9 Thus, in the present exemplary embodiment, the 
position of the body-surface point extended from the target 
point to the surface is calculated based on the orientation of 
the ultrasonic probe. Thereby, the position of the body-sur 
face point for which the ultrasonic probe needs heading 
according to the orientation of the current ultrasonic probe is 
changed to produce a further effect that a target point is easily 
visualized in a captured image when the ultrasonic probe 
reaches the displayed position of the body-surface point. 
0080. The body-surface-point position in the above exem 
plary embodiment is a uniquely determined point. In the third 
exemplary embodiment, the body-surface-point position 
suited for the orientation of the current ultrasonic probe 611 is 
dynamically determined. In the present exemplary embodi 
ment, on the other hand, the position of the body-Surface point 
905 is dynamically selected from a plurality of candidate 
positions according to the position of the current ultrasonic 
probe 611 and displayed on the display unit 124. The follow 
ing describes only the portions of the information processing 
apparatus according to the present exemplary embodiment 
which are different from those of the first to third exemplary 
embodiments. 

I0081 FIG. 12 illustrates a configuration of an information 
processing apparatus 1200 according to the present exem 
plary embodiment. The components similar to those in FIG.1 
are given the same reference numerals and characters, so that 
the description thereof is omitted herein. A body-surface 
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point candidate position calculating unit 1211 calculates the 
candidate position of a body-surface point 905 in the body 
surface of a subject based on the specified target point 904. 
The body-surface-point candidate position calculating unit 
1211 calculates one or more candidate positions of the body 
surface point 905 based on information about the position of 
the target point 904 and data on the shape of the surface 901 
of the breast and outputs one or more candidate positions to a 
body-surface-point position identifying unit 1212. The body 
surface-point position identifying unit 1212 identifies the 
position of the body-surface point 905 from among the can 
didate positions based on the position of the ultrasonic probe 
611 acquired by the position and orientation acquisition unit 
108. 

0082 FIG. 13 is a flow chart illustrating the entire process 
of the information processing apparatus 1200. The flow chart 
is different from that of the first exemplary embodiment in 
that the processes corresponding to steps S3030 and S3050 
are not executed. Furthermore, the flow chart is different 
therefrom in that the process in step S13025 is executed after 
the process corresponding to step S3020. Still furthermore, 
the flow chart is different therefrom in that the following 
processes in steps S13073 to 13077 are executed after the 
process corresponding to step S3070. The processes only in 
those steps are described below. 
I0083. In step S13025, the body-surface-point candidate 
position calculating unit 1211 calculates a plurality of candi 
date positions as a candidate position of the body-Surface 
point of a subject based on the position of the target point 904 
inside the Subject. In the present exemplary embodiment, the 
body-surface-point candidate position calculating unit 1211 
calculates a normal at each position constituting a position 
coordinate vector group representing the shape of surface 901 
of the breast, determines a distance between each of the 
calculated normals and the target point 904, and takes the 
position where the distance becomes Smaller than a predeter 
mined distance as the candidate position of the body-surface 
point 905. More specifically, the body-surface-point candi 
date position calculating unit 1211 calculates a plurality of 
points, on a body surface, where the target point 904 lies in a 
substantially vertical direction viewed from the body surface 
as a probe position Suited for capturing the target point 904 as 
a candidate position of the target surface position 905. How 
ever, a point where a distance from the target point 904 is 
equal to or greater than the predetermined value (the imaging 
range of an ultrasonic wave in the depth direction, for 
example) is excluded from the candidate. If the points, on the 
body Surface, satisfying the condition are too close to each 
other (in other words, if a plurality of similar points is 
selected), only the point that is closer in distance from the 
target point 904 than any other points may be taken as a 
candidate position. Alternatively, points on the body Surface 
may be selected in ascending order of distance from the target 
point 904 so that the number of candidate positions of the 
target surface position 905 becomes equal to a predetermined 
number. 

0084 Regarding the description of the substantially verti 
cal or normal direction, capturing is normally performed with 
the ultrasonic probe substantially vertically placed on the 
body Surface, so that an exact vertical or normal direction is 
not required. An error of degree that the operator recognizes 
as the Substantially normal direction, that is, at least plus or 
minus several degrees are allowed. In step S13073, the body 
Surface-point position identifying unit 1212 uses the position 
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of the ultrasonic probe 611 acquired in step S13070 to iden 
tify the body-surface position suited for the position of the 
current ultrasonic probe 611 from the candidate positions. 
Specifically, the body-surface-point position identifying unit 
1212 selects the candidate position closest in distance to the 
position of the ultrasonic probe 611 and takes the candidate 
position as the position of the body-surface point 905. A 
distance between the position of the ultrasonic probe 611 and 
the candidate position may be a geodetic-line distance along 
the body surface. Alternatively, the distance therebetween 
may simply be a straight-line distance between the two posi 
tions (Euclidean distance). Thereby, the operation time of the 
operator can be reduced and a proper image capturing can be 
realized. 

I0085. Another exemplary embodiment is described below. 
The body-surface-point position identifying unit 1212 takes a 
candidate position where an image can be captured without 
changing the tilt of the ultrasonic probe 611 as far as possible 
based on the orientation of the ultrasonic probe 611 as the 
position of the body-surface point 905. More specifically, 
each candidate position is stored associated with the orienta 
tion of the ultrasonic probe 611 for capturing the position of 
the target point 904. The body-surface-point position identi 
fying unit 1212 compares the orientation of the ultrasonic 
probe 611 with the stored orientation. As a result of the 
comparison, the candidate position which needs the least 
change of the orientation is identified and taken as the posi 
tion of the body-surface point 905. Thereby, the change of 
orientation of the ultrasonic probe 611 can be reduced to 
allow facilitating the operation of the operator. In step 
S13077, as is the case with step S3050 in the first exemplary 
embodiment, a body-surface-point mark generating unit 
1216 generates the body-surface-point mark 805 at the posi 
tion of the body-surface point 905. At this point, a body 
Surface-point candidate mark may be generated in a display 
mode different from the one of the body-surface-point mark 
805 at the candidate position calculated by the body-surface 
point candidate position calculating unit 1211 as well as at the 
position of the body-surface point 905 identified by the body 
Surface-point position identifying unit 1212. If a two dimen 
sional body mark is used instead of the three dimensional 
body mark 800, a position where the position of the body 
surface point 905 (and the candidate position) is projected on 
the plane of the body mark is calculated and the body-surface 
point mark 805 (and the body-surface-point candidate mark) 
has only to be generated at the position. 
I0086 Thus, in the present exemplary embodiment, the 
position of the body-surface point extended from the target 
point to the surface is calculated based on the position of the 
ultrasonic probe. This selects the position of the body-surface 
point closest to the position of the current ultrasonic probe to 
allow decreasing the workload of the user. 
0087. A first modification will be described below. The 
present exemplary embodiment describes above the case, as 
an example, in which the position of the body-surface point 
905 is dynamically selected from a plurality of candidate 
positions according to the position of the current ultrasonic 
probe 611. The present modification is not limited to this, but 
the position of the body-surface point 905 is uniquely deter 
mined from a plurality of candidate positions based on the 
position of the ultrasonic probe 611 at a predetermined tim 
ing. The predetermined timing may be the timing at which the 
operator clicks abutton arranged on the display unit 209 with 
the mouse 205, for example. Alternatively, the predetermined 
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timing may be the timing at which the ultrasonic probe 611 
comes into contact with the Subject and the ultrasonic image 
inside the Subject starts being acquired. The timing may be 
determined as to whether a difference between an ultrasonic 
image in a state where the ultrasonic probe 611 is not contact 
with the Subject and the current ultrasonic image is equal to or 
greater than a certain value. 
0088 Another exemplary embodiment will be described 
below. In the above exemplary embodiments, the target point 
904 and the body-surface point 905 are identified. Aside from 
those, a target area and abody-Surface area based on the target 
area may be specified. In the above exemplary embodiments, 
the body-surface point 905 is identified as a point on the body 
Surface. This is simply because the contact position where the 
ultrasonic probe captures an image while being contact with 
the body surface is clearly indicated and the body-surface 
point 905 has only to be identified not necessarily on the body 
Surface, but on a position near the body Surface. 
0089. In the above-described embodiments of the present 
invention, the above ultrasonic imaging system may be real 
ized by dispersing the process by the plurality of equipments 
or the present embodiments may be applied to an apparatus 
formed of one equipment. The ultrasonic apparatus may be 
equipped with the ultrasonic probe 611, the position and 
orientation measuring apparatus 184, the display unit 124. 
and any of the information processing apparatuses in the 
above exemplary embodiments, for example. 
0090. The embodiments of the present invention includes 
a case in which a software program is directly or remotely 
Supplied to a system or an apparatus and the computer of the 
system or the apparatus reads and executes the Supplied pro 
gram code to accomplish the functions of the above exem 
plary embodiments. In this case, the Supplied program is a 
computer program corresponding to the flow chart illustrated 
in the graphic in the exemplary embodiments. Therefore, the 
program code itself installed into the computer to realize the 
function process of the embodiments of the present invention 
by the computer also realizes the embodiments of the present 
invention. In other words, the embodiments of the present 
invention includes the computer program itself for realizing 
the function process of the embodiments of the present inven 
tion. Not only the functions of the above exemplary embodi 
ments are realized by executing the programs read by the 
computer, but also the functions of the exemplary embodi 
ments may be realized in collaboration with the OS operated 
on the computer based on the instructions of the programs. In 
this case, the OS performs a part or all of actual processes to 
realize the functions of the above exemplary embodiments. 
Furthermore, a part or all of the functions of the above exem 
plary embodiments may be realized by writing the programs 
read from a recording medium in a memory included in a 
function extension board inserted into the computer or a 
function extension unit connected with the computer. In this 
case, the programs are written in the memory of the function 
extension board or the function extension unit and then the 
CPU in the function extension board or the function extension 
unit performs a part or all of actual processes based on the 
instructions of the programs. 
0091. According to the exemplary embodiments of the 
present invention, it is possible to display a position on abody 
Surface based on the position specified in a three dimensional 
image and a position where an image is captured by an ultra 
sonic probe. Thereby, the user can easily confirm where the 
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ultrasonic probe needs to be moved, from a display, only by 
specifying a position to be desired to be viewed on the three 
dimensional image. 
0092. The embodiment can also be realized by a computer 
of a system or apparatus (or devices such as a CPU or MPU) 
that reads out and executes a program recorded on a memory 
device to perform the functions of the above-described 
embodiment (s), and by a method, the steps of which are 
performed by a computer of a system or apparatus by, for 
example, reading out and executing a program recorded on a 
memory device to perform the functions of the above-de 
scribed embodiment (s). For this purpose, the program is 
provided to the computer for example via a network or from 
a recording medium of various types serving as the memory 
device (e.g., computer-readable medium). 
(0093. While the present disclosure has been described 
with reference to exemplary embodiments, it is to be under 
stood that the invention is not limited to the disclosed exem 
plary embodiments. The scope of the following claims is to be 
accorded the broadest interpretation so as to encompass all 
modifications, equivalent structures, and functions. 
0094. This application claims priority from Japanese 
Patent Applications No. 2011-189022 filed Aug. 31, 2011 and 
No. 2012-150472 filed Jul. 4, 2012, which are hereby incor 
porated by reference herein in their entirety. 
What is claimed is: 
1. An ultrasonic imaging Support apparatus for Supporting 

imaging performed by an ultrasonic probe that acquires an 
ultrasonic image of a subject, the ultrasonic imaging support 
apparatus comprising: 

a specification unit configured to specify a position inside 
the Subject in a three dimensional image: 

an identification unit configured to identify a position on a 
body surface of the subject based on the specified posi 
tion; and 

a display control unit configured to display a position 
where the ultrasonic image acquired by the ultrasonic 
probe is captured and the identified position on a display 
unit. 

2. The ultrasonic imaging Support apparatus according to 
claim 1, further comprising a decision unit configured to 
decide a direction in which the ultrasonic probe needs to be 
moved along the body Surface to change the position where 
the ultrasonic probe captures the image to the identified posi 
tion based on the difference between the position, measured 
by a measurement unit, where the ultrasonic probe captures 
the image and the identified position on the body Surface, 
wherein 

the display control unit displays the decided direction 
along with the position where the ultrasonic probe cap 
tures the image and the identified position on the body 
Surface. 

3. The ultrasonic imaging Support apparatus according to 
claim 2, wherein the decision unit acquires information about 
a predetermined area of a subject stored with the information 
associated with at least any of a captured portion or patient 
information to decide a direction in which the ultrasonic 
probe needs to be moved to detour the predetermined area. 

4. The ultrasonic imaging Support apparatus according to 
claim 3, wherein the identification unit further identifies a 
orientation of the ultrasonic probe so that the specified posi 
tion falls within an area where the ultrasonic probe captures 
an image, and 
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the decision unit decides a direction in which the ultrasonic 
probe needs to be moved to change the orientation of the 
ultrasonic probe to the identified orientation. 

5. The ultrasonic imaging Support apparatus according to 
claim 4, further comprising a determination unit configured to 
determine whether the distance between the measured posi 
tion where the ultrasonic probe captures the image and the 
identified position on the body Surface becomes equal to or 
Smaller than a predetermined distance, wherein 

the display control unit displays a direction in which the 
ultrasonic probe is moved to change the orientation 
according to the results of the determination. 

6. The ultrasonic imaging Support apparatus according to 
claim 2, wherein the display control unit displays a direction 
in which the ultrasonic probe is moved along the body surface 
and sequentially displays the ultrasonic image of the Subject 
captured in a predetermined frame rate by the ultrasonic 
probe. 

7. The ultrasonic imaging Support apparatus according to 
claim 1, wherein the identification unit acquires information 
about a predetermined area of a subject stored with the infor 
mation associated with at least any of a captured portion or 
patient information and identifies the position on the body 
surface so that the position on the body surface of the subject 
identified by the identification unit is not included in the 
predetermined area. 

8. The ultrasonic imaging Support apparatus according to 
claim 3, wherein one of the captured portions is a breast and 
the predetermined area corresponding to the breast is an area 
based on a nipple. 

9. The ultrasonic imaging Support apparatus according to 
claim 1, wherein the identification unit identifies a position on 
the body surface based on the specified position and the 
position or the orientation of the ultrasonic probe measured 
by the measurement unit. 

10. The ultrasonic imaging Support apparatus according to 
claim 9, wherein the identification unit identifies a target 
contact-position between the ultrasonic probe and the body 
Surface Such that the specified position falls within the imag 
ing range of the ultrasonic probe with the measured orienta 
tion of the ultrasonic probe kept maintained. 

11. The ultrasonic imaging Support apparatus according to 
claim 1, wherein the identification unit selects and identifies 
the position on the body surface of the subject from a plurality 
of candidate positions based on the specified position and the 
state of the ultrasonic probe. 

12. The ultrasonic imaging Support apparatus according to 
claim 1, wherein the identification unit acquires a plurality of 
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candidate positions on the body Surface corresponding to the 
specified position and identifies the position nearest to the 
position of the ultrasonic probe out of the candidate positions 
as the position of the body surface to be displayed. 

13. The ultrasonic imaging Support apparatus according to 
claim 1, wherein the identification unit identifies the position 
where a distance to the specified position is Smaller than a 
threshold out of a plurality of positions on the body surface 
where the specified position is substantially in the normal 
direction of the body Surface as a candidate position of posi 
tion of the body surface to be displayed by the display unit. 

14. The ultrasonic imaging Support apparatus according to 
claim 2, wherein the identification unit decides a direction 
from the identified position to the specified position based on 
the relationship between the specified position and the iden 
tified position, and 

the display control unit displays the position where the 
ultrasonic probe captures the image, the identified posi 
tion, and the decided direction. 

15. The ultrasonic imaging Support apparatus according to 
claim 1, wherein the display control unit Superimposes the 
position where the ultrasonic image is captured and the iden 
tified position of the body surface of the subject on at least any 
of the body mark image of a Subject or an image acquired by 
capturing a Subject, and display the positions. 

16. The ultrasonic imaging Support apparatus according to 
claim 15, further comprising an acquisition unit configured to 
acquire either a magnetic resonance imaging (MRI) image or 
a computed tomography (CT) image of the Subject as an 
image acquired by capturing the Subject. 

17. An ultrasonic imaging apparatus comprising: 
the ultrasonic imaging Support apparatus according to 

claim 1: 
the ultrasonic probe; 
a measurement unit configured to measure a position and 

an orientation of the ultrasonic probe; and 
the display unit. 
18. An information processing method for Supporting 

imaging performed by an ultrasonic probe which acquires an 
ultrasonic image of a Subject, the information processing 
method comprising: 

specifying a position inside the Subject; 
identifying the position on a body Surface of the Subject 

based on the position inside the Subject; and 
displaying a position where the ultrasonic image acquired 
by the ultrasonic probe is captured and the identified 
position on a display unit. 
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