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ACCOUNTING METHOD AND LOGIC FOR DETERMINING PER-THREAD PROCESSOR RESOURCE
UTILIZATION IN A SIMULTANEOUS MULTI-THREADED (SMT) PROCESSOR

BEACKGROUND OF THE INVENTION

Technical Pield

The present invention relates generally to processors and computing

systems, and more particularly, to a simultaneous multli-threaded (SMT)

processor. The present invention also relates TO processor usage

accounting systems.

Description of the Related Art

Present-day high—speed processors include the capability of

simultaneous execution of instructions, speculative execution and loading

of instructions and simultaneous operation of various resources within a

processor. In particular, it has been found desirable to manage execution

of one or more threads within a processor, so that more than one execution

thread may use the processor and so that resources more effectively than

they are typically used by a single thread.

Prior processor designs have dealt with the problem of managing
multiple threads via a hardware state switch from execution of one thread

o execution of another thread. Such processors are known as hardware

multi-threaded (HMT) processors, and as such, can provide a hardware

switch between execution of one or the other thread. An HMT processor

overcomes the limitations of waiting on a stalled thread by permitting the

hardware to switch execution to another thread. Execution of both threads
can be performed not simultaneously, but by allocating execution slices to
cach thread when the other thread experiences a stall condition such as a

cache miss.

gimultaneous multi-threaded (SMT) processors provide an even more

p—

efficient use of processor resources, as multiple threads may

simultaneously use processor resources. Multiple threads are concurrently

executed in an SMT processor so that multiple processor execution units,

such as floating point units, fixed point instruction units, load/store

units and others can be performing tasks for one (or more depending on the

execution units' capabilities) of multiple threads simultaneously. Storage
and register resources may also be allocated on a per-thread basis so that

the complete internal state switch of the HMT is avoided.



CA 02518468 2005-09-07
WO 2004/095282 PCT/GB2004/001586

Accounting for processor time use is necessary for administration of

computer services sales, as well as for internal cost—accounting

management when, for example, some processor runs are for research and

development activities that permit the hardware to be capitalized 1n a

Jdifferent manner for tax purposes than other uses. A server may be

partitioned and processor time told to multiple users "on demand" or on an

as-used basis. Additionally, processor time may be utilized by hardware

owners or lessors and also subcontracted out to entities paying for
services. Therefore, accurate accounting for processor execution time is a
necessity in computer architectural and software models. Also, processor
rime usage, especially on a per-thread basis, 1s useful for profiling

programs for optimization.

In single-threaded processing systems, accounting 1s generally

straightforward. A count of processor cycle use Or even simple

1wall-clock" time measurement can be provided for complete job runs, as -

priar

even if multiple threads within multiple programs are executed, they are

not executed simultaneously, but sequentially. A tally of cycle times 18

maintained until a job is complete and the total is presented rfor

accounting purposes. The measured time correlates directly to processor

resource utilization.

Tn an HMT machine, the task is similar in that within the processor

hardware, only one thread is executing at a time and multiple counters are =~

used to track the processor time usage of each thread while, by running a

counter only while its associated thread is active. However, in an SMT

processor, two or more threads may be simultaneously executing within a

single processor core and the usage of resources by each thread is not

easily determined by a simple execution count or time measurement.

t is therefore desirable to provide a method and apparatus that can

account for processor time usage in an SMT processor. It 1s further

desirable to provide a method for accounting for resource usage within an

SMT processor usage among threads executing within such a processor.
SUMMARY OF THE INVENTION

The objective of accounting for processor time usage within a

simultaneous multi-threaded (SMT) processor is accomplished 1n a processor

having processor utilization counters and a method for accounting for

processor tilime usage.
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The processor incorporates multiple processor usage cycle counters,
one associated with each thread executing within a processor to provide a
count corresponding to processor resource ﬁsage by each thread. Relative
resource usage is detection on a per-thread basis and is used to update
the cycle counters. The resource usage. detection may be carried out by
detecting the presence of a particular cyclé state indicating active
instruction processing for a thread. The cycle state is detected by
sampling periodically, which may be at each clock cycle, and the counters
are incremented (or alternatively decremented) in conformity with the
detected cycle state. The detected state is chosen to be indicative of
relative processor resource usage by each thread.

The detected cycle state may be a dispatch of an instruction for a
thread. Cycles for which neither thread is in the particular cycle state
may be' charged evenly to each thread, or the cycle may be charged in
conformity with a last dispatch state for all threads. Alternatively,
non-indicating cycles may be charged in conformity with an ordered thread
priority, which gives an indication of relative thread resource usage.
Cycles in which one thread is in the particular cycle state and the other
thread is not may be charged fully to the thread in the particular cycle
state, thus providing for charging active threads over idle -threads. Also,
cycles may be charged in conformity with fractional values indicating the
number of resources used in a given cycle by each thread.

The processor may be capable of both SMT and single~threaded (ST)
operating modes, and the accounting may be selectively responsive to a
selected mode, charging all cycles to a single thread executing in ST
mode.

US patent publication 2001/0056456 dlscloses a priority based
simultaneous architecture combining 08 priority information W.‘Lth thread
-heuristics to prov:Lde dynamic priorities for selecting thread instructions
for.processing.

The foregoing and other objectives, features, and advantages of the
invention will be apparent from the f:ollowing, more particular,
description of the preferred embodiment of the invention, as illustrated
in the accompanying drawings.

i .-f‘*P ﬂlh t
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BRIEF DESCRIPTION OF THE DRAWINGS

The novel features believed characteristic of the invention are set
forth in the appended claims. The invention itself, however, as well as a
preferred mode of use, further obj ectives, and advantages thereof, will
best be understood by reference to the following detailed description of
an illustrative embodiment when read in conjunction with the accompanying
drawings, wherein like reference numerals indicate like components, and:
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Figure 1 is a block diagram of a system in accordance with an

embodiment of the invention.

Ficure 2 ig a block diagram of a processor core in accordance with

an embodiment of the invention.

Figure 3 is a block diagram of details of functional units within

processor core 10 of Figure 2.

Figure 4 is a flowchart depicting a method in accordance with an

embodiment of the present invention.

DESCRIPTION OF ILLUSTRATIVE EMBODIMENT

With reference now to the figures, and in particular with reference
to Figure 1, there is depicted a block diagram of a system in accordance

with an embodiment of the present invention. The system includes a

processor group 5 that may be connected to other processor Jgroups via a

bridge 37 forming a super-scalar processor. Processor Jgroup 3 is connected

to an L3 cache unit 36 system local memory 38 and various peripherals 34,

as well as to two service processors 34A and 34B. Service Processors

provide fault supervision, startup assistance and test capability to

processor group 5 and may have their own interconnect paths to other

processor groups as well as connecting all of processors 30A-D.

Within processor group 5 are a plurality of processors 30A-D,

generally fabricated in a single unit and including a plurality of

processor cores 10A and 10B coupled to an L2 cache 32 and a memory

controller 4. Cores 10A and 10B provide instruction execution and

operation on data values for general-purpose processing functions. Bridge
37, as well as other bridges within the system provide communication over
wide buses with other processor groups and bus 35 provide connection of

processors 30A-D, bridge 37, peripherals 34, L3 cache 36 and system local

memory 38. Other global system memory may be coupled external to bridge 37

for symmetrical access by all processor groups.

Processor cores 10A and 10B are simultaneous multi-threaded (SMT)

processors capable of concurrent execution of multiple threads. Processor

cores 10A and 10B further support a single-threaded operating mode for

efficient execution of a single thread when program execution conditions

dictate single threaded operation, e.g., when high-priority program
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execution must be completed by a known time, or when one thread in a

multi-threaded processor is known to be idle. Multi-threading introduces

some inefficiencies over full-time execution of a single-thread, but

overall there is

waiting on other

a system efficiency advantage as threads are often 1dle

tasks to complete. Therefore transitloning between

single-threaded and multi-threaded mode provides an advantage in adapting

to one or more of the above-described conditions, and embodiments of the

present invention provide accounting for processor time in a manner

consistent with a processor that provides processor time accounting

responsive to such transitions.

Referring now to Figure 2, details of a processor core 10 having

features identical to processor cores 10A and 10B is depicted. A bus

interface unit 23 connects processor core 10 to other SMT processors and

peripherals and connects L1l Dcache 22 for storing data values, L1l Icache

20 for storing program instructions and cache interface unit 21 to

external memory,

processor and other devices. Ll Icache 20 provides

loading of instruction streams in conjunction with instruction fetch unit

IFU 16, which prefetches instructions and may include speculative loading

and branch prediction capabilities. An instructlon sequencer unit. (ISU) 12

controls sequencing of instructions issued to varlous internal units such

as a fixed point

unit (FXU) 14 for executing general operations "and a .

floating point unit (FPU) 15 for executing floating point operations:

Global completion tables (GCT) 13 track the instructions issued by ISU 12

via tags until the particular execution unit targeted by the instruction

indicates the instructions have completed execution.

Fixed point unit 14 and floating point unit 15 are coupled to

various resources such as general-purpose registers (GPR) 18aA, floating

point registers

(FPR) 18B, condition registers (CR) 18C, rename buffers

18D, count registers/link registers (CTR/LR) 18E and exception registers

(XER) 18F. GPR 18A and FPR 18B provide data value storage for data wvalues
loaded and stored from Ll Dcache 22 by load store unit (LSU) 19. CR 18C

stores conditional branching information and rename buffers 18D (which may

conmprise severa.l

execution unitsg)

rename units associated with the varlous internal

provides operand and result storage for the execution

units. XER 18F stores branch and fixed point exception information and

CTR/LR 18F stores branch link information and count information for

program branch execution. GPR 18a, FPR 18B, CR 18C, rename buffers 18D,
CTR/LR 18E and XER 18F are resources that include some fixed (architected)

registers that store information during execution of a program and must be
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provided as a fixed set for each executing thread, other non-architected

registers within the above resources are free for rename use. Control

logic 11 is coupled to various execution units and resources within
processor core 10, and is used to provide pervasive control of execution

units and resources. An SCOM/XSCOM interface unit 25 provides a connection

to external service processors 34A-B.

Referring now to Figure 3, details of functional blocks within

'gU 12 indicates to control logic 11 when

processor core 10 are depicted.

‘nstructions are dispatched for particular threads executing with

gy

processor core 10. Control logic 11 updates half-cycle counters 42A and

42B selectively depending on whether instructions were dispatched by ISU

12 for a thread associated with a given counter (thread 0 for half-cycle

counter 423 and thread 1 for half-cycle counter 42B) in a given cycleqas
detected by a dispatch detect circuit 44. Outputs orf half-cycle counters
422 and 42B are latched by a latches 43A and 43B that are coupled to
rimebase cycle counter 47. On each 8™ processor cycle of timebase cycle
counter 47, the output of latches 43A and 43B are provided to increment
thread usage counters 41A and/or 41B, providing an update of thread usage
counters 41A and/or 41B every 8 processor cycles that the timebase cycle
counter 47 ig active (which will preclude special operations where the

timebase is inactive from being charged to active threads). Timebase cycle

counter 47 resets latches 43A and 43B after the increment. The
above-described action provides counts at the outputs of thread usage
counters 41A and/or 41B that are fractions of the timebase counter for the

processor and can be used directly to compute the relative thread resource

usage in a "usage time" value.

In accordance with alternative embodiments of the invention, other
particular cycle states can be used by control logic 1l and ISU 12 (or
other execution unit within processor core 10) to trigger an update of ’

half-cycle counter 42A and/orxr 42B in each cycle, but instruction dispatch

is chosen in the exemplary illustration of the invention, as instruction

dispatch provides a mechanism for measuring the commencing of each

processing activity using processor core 10, instead of the progress oOr

completion of such activities, which are dependent on code efficiency. For

example, an inefficiently coded program may generate many incorrect branch

predictions and consequent prefetches and flushes, using critical

processor resources while generating few completions. Therefore, use of
instruction completions rather than instruction dispatches would generate

a lower processor time usage measurement for thread executing inefficient
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code. Therefore, the use of instruction dispatch as the particular trigger

—
p—

event for updating half-cycle counters 41A and 41B provides an estimate of

processor resource usage that does not "reward" inefficient code.

While prior accounting models have been able to allocate essentially

all of processor core 10 time to a particular thread, due to the lack of

simultaneous execution of threads in a given processor, 1in an SMT

processor, "billing" of processor time usage on a per-thread basis must be
distributed across the two or more threads that may be simultaneously
executing within processor core 10. When ISU 12 is not dispatching
instructions for any thread using processor core 10, it is still necessary
to account for the use of processor core 10 by all of the threads. The
threads may not be commencing new work in the form of dispatched

instructions but are still "tying up" processor core 10, or may be active

in phases of execution other than instruction dispatch. For example, one

thread may be causing long prefetch sequences and another thread may'be":

performing a lengthy floating point operation. Processor resources and

execution units are being used actively by both threads, while only a
small number of instruction completions would be associlated with
processing intervals in accordance with the above example. Another

particular instruction state that is preferable to completions are

instruction fetches, that would provide an indication similar to that of

the instruction dispatch, but providing usage counts biased more toward

IFU 16 and LlIcache 20 usage, rather than the usage of execution units

including FXU 14, FPU 15 and their associated resources.

Therefore, the exemplary embodiment described herein provides a

mechanism for accounting for all processor core 10 cycles based on an - -

estimate of execution unit and resource usage, even when no dispatch

occurs in a given cycle (or in alternative embodiments, other particular

cycle states or resource usages detected by control logic 11). In cycles
where no instruction dispatch occurs for any thread, the cycle 1is
accounted an equal division of the cycle value for each thread executing-

within processor core 10 (including idle threads that have not been

unloaded from processor core 10 and are still tying up processor

regsources). But, in an alternative embodiment or selectable behavior of

control logic 11, control logic 11l may remember the last dispatch state

and may use that to update half-cycle counter 42A and/or 42B instead.

Another alternative is for control logic 11 to use the relative thread

priorities set in processor core 10 to fractionally divide the clock cycle

value used to updated half-cycle counter 42A and/or 42B in orxrder to

properly allocate a cycle in which no dispatch occurs for any thread.
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gimilarly, when instructions are dispatched in a given cycle for

more than one thread, the cvcle is accounted an equal division of the

cvele value for each thread for which instructions are dispatched. Or
again, control logic 11 may use the relative thread priorities set in
processor core 10 to fractionally divide the clock cycle value used to

updated half-cycle counter 42A and/or 42B in order to properly allocate a

cycle in which dispatches occur for all threads.

Therefore, in the equal division methodology (and not the priority

or prior cycle scheme listed as alternatives above), in a processor core

that supports the execution of one or two threads, a one-half wvalue 1is

accounted to each thread for cycles in which no dispatch occurs or in

cycles in which an instruction dispatch occurs for each thread. In cybles

where an instruction dispatch occurs for only one thread, the thread for
which instruction dispatch occurs is billed for the entire cycle. Control
logic 11 detects one of four potential states: neither thread dispatching,
thread 0 dispatching, thread 1 dispatching, or both threads dispatching,
and updates thread 0 half-cycle counter 42A and thread 0 half-cycle

counter 42B in conformity with the above-described cycle billing

distribution.

gince the lowest distribution value described above is for an

allocation of one-half cvcle increments, half-cycle counters 42A and 42B

are updated by an increment (or decrement) of 1 for the half-cycle or 2

—

for the full cycle allocation. In practice, each of thread usage counters

413 and 41B are updated at one eighth of the possible instructlon dispatch

rate for chip area, power and timing reasons (or due to the rate of

rimebase cycle counter 47 which is chosen as 1/8 of the processor cycle

time for the same reasons), so the four-bit half-cycle counters 42a and

42B that do not form part of the "architected" thread usage cdﬁnter5+
provide an effective 8 cycle usage count per overflow (since a value of

rwo will be allocated to the total increment of half-cycle counters 42A

and 42B). Half-cycle counters 42A and 42B overflow into the portion of .

thread usage counters 41A and 41B that are read by fixed point unit 14

when an accounting routine (program) retrieves the processor cycle time

usage information. Half-cycle counters 42A and 42B are implemented as

adders that add two sub-counts for a full cycle allocation or one-sub

count for a half cycle allocation.

Tn an alternative embodiment of the present invention, processor

cycle time usage unit 40 uses an addition to increment (or subtraction to

decrement) thread usage counters 41A and 41B. The added value 18
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determined by dispatch detect circuit 44 detecting that multiple

dispatches are being made for a given thread, and the associated

sub-counter is incremented by (has added to it) a value proportional to

the ratio of the number of instructions dispatched for the thread to the
rotal number of instructions dispatched for all threads for the cycle. For

example, when processor core 10 is executing two threads and in a given

cvcle 3 instructions are dispatched for a first thread and one instruction
is dispatched for the second thread, a value of 3/4 is allocated to the

thread usage counter for the first thread and 1/4 is allocated to the

thread usage counter for the second thread. If no dispatches are made in a

given cycle, the cycle is still allocated evenly between the threads.

Referring now to Figure 4, a method in accordance with an embodiment

of the present invention is depicted in a flowchart. The method depicted

is for accounting within an SMT processor having an SMT and an ST mode and

is capable of simultaneously executing multiple threads in SMT mode. It

the processor is in ST mode (decision 50) the thread cycle counter for the
executing thread is updated by 1 cycle value every cycle (step 51). Ifuthe
processor is in SMT mode (decision 50) if only one thread is dispatching-:

(decision 52), the associated thread cycle counter is updated by 1 cycle

value (step 53). If all threads are dispatching (decision 54), the thread

cycle counters for all threads are updated equally according to a fraction

of a cvcle determined by the number of threads or according to the number

of dispatches issued (or resources used) for each thread (step 55). If no

threads are dispatching, the thread cycle counters can be updated equally,

or in proportion to the last dispatch sampling, or in proportion to their
priority (step 57). Finally if no threads are dispatching, the thread |
cycle counters can likewise be updated equally, or in proportion to the

last dispatch sampling, or in proportion to their priority (step 58)

While the invention has been particularly shown and described with

reference to the preferred embodiment thereof, it will be understood by

 —d

those skilled in the art that the foregoing and other changes in form, and

details may be made therein without departing from the spirit and scope of

the invention.
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1. A method of accounting for processor time usage in a processor,
comprising:

at each processor clock cycle, determining whether or not each
thread is in a particular processor cycle; and |

in response to said determining, updating a plurality of processor
resource usage counts each associated with a particular one of a plurality
of threads in conforniity with said relative resource usage, wherein said

updating equally updates each of said plurality of said processor resource |
usage counts in response to said determining determining that none of said

plurality of threads are in said particular cycle state.

2. .The method of Claim 1, wherein said determining further determines a
number of resources for which each thread is in a particular cycle state.

3. The method of Claim 2, wherein said updating fractionally updates
each of said plurality of said processor resource usage counts in
conformity with said determined number of resources used by said
agsoclated thread.

4, The method of Claim 1 or 2, wherein said particular cycle state is a

state indicating an instruction dispatch for a thread.

5. The method of any of Claims 1 to 4, wherein in response to said
determining dei:ermi;iing that one or more of said plurality of threads are
in said particular cycle state, said updating equally updates each of said
plurality of said processor resource usage counts associated with said one
or more threads.

6. The method of any of Claims 1 to 5, wherein said updating
fractionally updates each of said plurality of said processor resource
usage counts in conformity with a determined number of resources used by
sald assocliated thread from a prior one of said periodic intervals, in
response to said determining further determining that none of said
plurality of threads are in said particular cycle state.

7. The method of any of Claims 1 to &, wherein said updating
fractionally updates each of said processor resource usage counts in
conformity with a priority level of said associated thread, in response to
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said determining determining that none of said plurality of threads are in
said particular cyecle state.

8. - The method of any of Claims 1 to 7, wherein said processor has a
single~-threaded mode of operation and a multi-threaded mode of operation
and further comprising:

determining whether ox not said processor is in said single-threaded
mode; and |

in response to determining that said processor is in said
single~threaded mode, performing said updating such that each processor
cycle is attributed to a single thread executing within said processor.

8. A processor supporting concurrent execution of a plurality of threads,
said processor comprising: |

a plurality o¢of resources used by said plurality of threads:; .

- an instruction control unit coupled to said plurality of resources,
wherein said instruction control unit controls a number of resources used
by said processor each processor clock cycle;

a plurality of processor resource usage cycle counters, each
associated with a particular one of said plurality of threads; and

a logic circuit coupled to said instruction control unit and said
pProcessor resource usage cycle counters, wherein said logic circuit
updates each of said processor resource usage cycle counters in conformity
with a determination of relative resource usage by said associated thread,
and wherein said logic circuit determines whether or not each thread is in
a particular cycle state and said control logic equally updates each of
said plurality of said processor resource usage counts in response to
determining that none of said plurality of threads are in said particular
cycle state.

10. The processor of Claim 9, wherein said control logic further
determines a number of resources for which each thread is in a particular
cycle state.

11. The processor of Claim 10, wherein said control logic fractionally
updates each of said plurality of said processor resource usage counts in

‘.T':&i.:';af :"=Z POt
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conformity with said determined number of resources used by said
associated thread.

12. The pérocessor of Claim 9, 10 or 11 wherein said particular cycle
gtate is a state indicating an instruction dispatch for a thread.

13. The processor of any of Claims 9 to 12, wherein said control logic,
in response to determining that one or more of said plurality of threads
are in said part:.cular cycle state, equally updates each of said plurality
of said processor resource usage counts associated with said ‘one or moxre
threads.

14. The processor of any of Claims 9 to 13, wherein said control logic
fractionally updates each of said plurality of said processor resource
usage counts in conformity with a determined number of resourxces used by
said associated thread in a prior one of said periodic intervals, in
response to determining that none of said plurality of threads are in said
particular cycle state. |

15, The processor of any of Claims 9 to 14, wherein said control logic
fractionally updates each of sald plurality of processor resource usage
counts in conformity with a priority 1evé1 of said assoclated thread, in
response to said determining that none of said plurality of threads are in
sald paftidular cycle state.

16. The procéssor of any of Clairris 9 to 15, wherein said processor has a
single-threaded mode of operation and a multi-threaded mode of operation,
and wherein said control logic determines whether or not said processor is
in said single-threaded mode, and in response to determining that said
processor is in said single-threaded mode, and updates said processor
resource usage cycle counter associated with a single thread executing
within sald processor at each cycle.
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All threads
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dispatching?
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Update thread cycle counters for
dispatching threads equally, or in
proportion to last dispatches or
in proportion to priority
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Update thread cycle
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proportion to resources
used/dispatched 55

Update thread cycle
counters equally, or in
proportion to last
dispatches or in
proportion to priority 57
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