Office de la Proprieté Canadian

CA 2851279 C 2016/08/09

Intellectuelle Intellectual Property
du Canada Office (11)(21) 2 851 279
Un organisme An agency of 12y BREVET CANADIEN
'Industrie Canada ndustry Canada
CANADIAN PATENT
13) C
(86) Date de dépbt PCT/PCT Filing Date: 2012/10/11 (51) Cl.Int./Int.Cl. GO6F 15/716 (2006.01),
(87) Date publication PCT/PCT Publication Date: 2013/04/18 GO6F 19/00(2011.01), GO6F 9/50(2006.01),

(45) Date de délivrance/lssue Date: 2016/08/09

G071V 9/00(2006.01), GO7TV 7/28(2006.01)
(72) Inventeurs/Inventors:

(85) Entree phase nationale/National Entry: 2014/04/04 AL-SHAIKH RAED ABDULLAH, SA:

(86) N° demande PCT/PCT Application No.: US 2012/059630 SAIT, SADIQ, SA

(87) N° publication PCT/PCT Pubilication No.: 2013/055840 (73) Proprietaires/Owners:

SAUDI ARABIAN OIL COMPANY, SA;

(30) Priornte/Priority: 2011/10/11 (US61/545,766) KING FAHD UNIVERSITY OF PETROLEUM &

MINERALS, SA
(74) Agent: FINLAYSON & SINGLEHURST

(54) Titre : CALCUL EN RESEAU ET A HAUTE PERFORMANCE A CONTROLE DE QUALITE DE SERVICE
(54) Title: HIGH PERFORMANCE AND GRID COMPUTING WITH QUALITY OF SERVICE CONTROL

24

806~_| DESIGNATE NODE AS SUBSCRIBER
TO MAIN PUBLISHER

2 90

QOS IS CHECKED BETWEEN
PUBLISHER AND SUBSCRIBER

38 RECEIVE SOURCE SAMPLE
DATA FROM PUBLISHER

02 PROCESS

QOS IS CHECKED BETWEEN

PUBLISHER AND SUBSCRIBER

SEND PROCESSED

94 DATA TO PUBLISHER

(57) Abréegée/Abstract:

96

High performance computing (HPC') and grid computing processing for seismic and reservoir simulation are performed without

Impacting or losing processing time In case of fallures. A Data Distribution Service (D

DS) standard I1s implemented in High

Performance Computing (HPC) and grid computing platforms, to avoid the shortcomings of current Message Passing Interface
(MPI) communication between computing modules, and provide quality of service (QoS) for such applications. QoS properties of

the processing can be controlled.

C an adg http:vopic.ge.ca - Ottawa-Hull K1A 0C9 - atp.//cipo.ge.ca

OPIC - CIPO 191

ek N [ [ [T
R SN ] ] 7 ]
AN 7 7 7 ]
N NS /P T C I P O

R A A
o }\}\-s\\:‘.‘\'\\n. . . -
Al et s ST ML orn \\Q'
" AT NN e .
av .;223‘;%,:‘:-;-:-:-:;‘5’ o A \Q&\HQ\\
AR e e T
N e TN Ty



wO 2013/055840 A3 | {10 RW S0 A0 AN Y O O 11

CA 02851279 2014-04-04

(19) World Intellectual Property
Organization

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

[nternational Bureau — . o
gy (10) International Publication Number
(43) International Publication Date nnﬂ/ WO 2013 /0 55 840 A3
18 April 2013 (18.04.2013) WIPO | PCT
(51) International Patent Classification: (81) Designated States (unless otherwise indicated, for every
G001V 1/28 (2006.01) kind of national protection available). AE, AG, AL, AM,
1Y Int tional Aoblication Number- AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY,
O A O e 2012/050630 BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM,
DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
(22) International Filing Date: HN, HR, HU, ID, IL, IN, IS, JP, KE, KG, KM, KN, KP,
11 October 2012 (11.10.2012) KR, KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD,
» . ME, MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI,
(25) Filing Language: English NO, NZ, OM, PA, PE, PG, PH, PL, PT, QA, RO, RS, RU,
(26) Publication Language: English RW, SC, SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ,
™, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA,
(30) Priority Data: ZM, ZW. .
61/545,766 11 October 2011 (11.10.2011) US
(84) Designated States (unless otherwise indicated, for every
(71) Applicant: SAUDI ARABIAN OIL COMPANY kind of regional protection available). ARIPO (BW, GH,
[SA/SA]; 1 Eastern Avenue, Dhahran, 31311 (SA). GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, SZ, TZ,
(71) Applicant (for AG only): ARAMCO SERVICES COM- UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, 1,
PANY [US/US]J; 90009 West Loop South, Houston, TX IM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
77210-4535 (US’) ’ ’ EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU, LV,
' MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK, SM,
(71) Applicant (for US only). KING FAHD UNIVERSITY TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ, GW,
OF PETROLEUM & MINERALS [SA/SA]; P.O. Box ML, MR, NE, SN, TD, TG).
907, KFUPM, Dhahran, 31261 (SA). Published:
(72) Inventors: | AL-SHAIKH, Raed, Abd“llah, P.O. Box - with international search report (A?"f 27 (3))
5382, Saudi Aramco, Dhahran, 31311 (SA). SAIT, Sadiq;
P.O. Box 673, KFUPM, Dhahran, 31261 (SA). —  before the expiration of the time limit for amending the
o claims and to be republished in the event of receipt of
(74) Agent: KIMBALL, Jr., Albert, B.; Bracewell & Gluliani amendments (Rule 48.2(h))

LLP, P.O. Box 61389, Houston, TX 77208-1389 (US).

(88)

Date of publication of the international search report:
24 October 2013

(54) Title: HIGH PERFORMANCE AND GRID COMPUTING WITH QUALITY OF SERVICE CONTROL

FIG. 5

(' START ) a4
86~_| DESIGNATE NODE AS SUBSCRIBER r 90
TO MAIN PUBLISHER /
QOS IS CHECKED BETWEEN \
PUBLISHER AND SUBSCRIBER
RECEIVE SOURCE SAMPLE
DATA FROM PUBLISHER
92 PROCESS
QOS IS CHECKED BETWEEN
PUBLISHER AND SUBSCRIBER
SEND PROCESSED
94" DATA TO PUBLISHER

END

(57) Abstract: High performance computing (HPC') and grid computing processing for seismic and reservoir simulation are per -
formed without impacting or losing processing time in case of failures. A Data Distribution Service (DDS) standard 1s implemented

in High Performance Computing (HPC) and g

'1id computing platforms, to avoid the shortcomings of current Message Passing Inter -

face (MPI) communication between computing modules, and provide quality of service (QoS) for such applications. QoS properties
of the processing can be controlled.
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PCT PATENT APPLICATION

HIGH PERFORMANCE AND GRID COMPUTING WITH
QUALITY OF SERVICE CONTROL

BACKRGROUND OF THEINVENTION

. Field of the Invention

000000000000000000000000000000000000000000000000000000000

{60011  The present mvention relates to high performance and grid computing ol data {or
cxploration and production of hydrocarbons, such as computenized simulation of hydrocarbon
rescrvolrs in the carth, geological modeling, and processing of seismic survey data, and in

particular to qualbity of service (o5} control of such computing.

Z. BDescription of the Kelated Art

{0002] In the oil and gas industnes, massive amounts of data are required to be processed for
compuierized sinntlation, modehing and analysis {or exploration and production purposes. For
cxample, the development of underground hydrocarbon  reservowrs  typically  mcludes
development and analysis of computer simuulation models of the reservoir, These underground
hydrocarbon reservoirs are typicaily complex rock formations which contamn both a petroleum
Huid muxture and water. The reservorr fhud content usually exists m two or more fluid phases.
The petroicum muxture in rescrvorr fluids 1s produced by welis drilled into and completed in

these rock formations.,

{33031 A geologically realistic model of the reservoir, and the presence of its fluids, also
helps wn forecasting the optimal future o1l and gas recovery from hydrocarbon reservoirs. Od and
sas companies have come to depend on geological models as an important ool to enhance the
ability 10 exploit a petroleum reserve. (eological models of reservours and oil/gas fields have

become increasingly large and complex.
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3604}  In stmulation and geological models, the reservorr 1s organized mto a number of
individual cells. Seismic data with increasing accuracy has permiited the cells to be on the order
of 25 meters areal (x and vy axis} mtervals. For what are known as giant reservoirs, the number
of cells 18 the least hundreds of millions, and reservoirs of what 15 known as giga-cell size {(a

bitlion cells or more) are encountered.

{085 Simmilar considerations of data volume are also presented in seismic data processing,
Seisniic data obtamned from surveys over large areas of the carth’s surface such as above giant
reservoirs, has been acquired and made avadable m increased volumes.  In processing vast
amounts of data of all three of the types described above, processing time was an important

consideration.

{0086]  Three types of computer systems have been available for processing the vast amounts
of data of the types encountered in petroleum exploration and production. These are
supercompuiers, high performance computing (HPC) and erid computing.  Typically,
supercomputers are specially designed tor particular calculation mntensive tasks. An HPC system
takes the form of a group of powerful workstations or servers, jomed together as a network 1o
{unclion as one supercomputer. Gnd compuimg 1nvolves a more loosely coupled, heterogeneous

and often dispersed network of workstations or servers than HPC.

LHi S0 far as 1s known, existing distributed memory HPC and gnd computing sysiems did
not provide proper quality of service {(Qod) based communication because of two limilations,
First, standard communication libraries such as Message Passing latertace (MPI) and Paralict
Virtual Machine (PVM) did not provide a capability for apphications to specily service guality
for computation and compuunication. Second, modern high-speed mnterconnects such as
infiniband, Myrinet, Quadrics and Gigabit Ethernet were optimuized for performance rather than

for prediciability of communication lalency and bandwidih.

{3008]  There bas been, so far as s known, hitlle altention given to QoS control mn gh
performance and grid computing. HPC users have wilnessed a dramatic mcrease in performance
over the last ten years with regard to the HPC systems, What used to take one month of HPC

computation time 1 the ten vears ago, 1s now taking only a few hours 10 run in current systems.
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{GG09]  In view of this, the simplest remedy to users for a data accuracy fatlure rate during a
routine compuiation run bas been resubmmlting the processmyg data run after disregarding or
offliming {or what 1s known as fencing) the problematic node/core. However, the bours of the
crashed job were thus discarded and wasted. Moreover, m the case of a more extensive data
processing run which would require several days or even weeks to perlorm, resubmititing the

cutire data set for processing was required. This was duplicative and time consuming.

{6010} U, S, Patent No. 7,526,411, which 1s owned by the assignee of the present application,
relates 1o a sumulator for giant hydrocarbon reservoirs composed of a massive number of cells.
The simulator mamly used high performance computers (HPC)  Communication between the

chusier computers was performed according to conventional, standard methods, such as MPI

mentioned above and Upen MP.

{811} U, S, Published Patent Application No. 201 1/8138396 related to a data distribution
mechanism m HPC clusters, The focus of the system described was methodology (o enable data
to be distributed rapidly to various computation nodes m an HPC cluster. Thus, the focus and
teachings of this system were improving processing speed by more rapidly distributing data to

the cluster nodes.
SUMMARY OF THE INVENTION

{0312]  Bnelly, the present mvention provides a new and mmproved computer implemente
method of computerized processing in a data processing system of data for exploration and

production of hydrocarbons, The data processing sysiem mnchudes at least one master node

cstablished as a publisher of data with an established guality of service standard profile, a
plurality of processor nodes established as subscribers (o recerve data from the publisher master
node, and a data memory.  According to the method of the present mvention, the data is
transmitted from the publisher master node to the subscriber processor nodes as topics for
processing by subscriber processor nodes. The estabhished guality of service standard profile s
also transmitied from the publisher master node o the subscriber processor nodes, The
transmitted data 1s processed m the subscriber processor nodes, and a determination 1s made
regarding whether the processed data at the subscriber processor nodes complies with the

transmmtied established guality of service standard profiie from the publisher master node. If the
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processed data so complics, the processed data which comphics 1s transmutted from the subscriber
processor nodes to the publisher master node. It the processed data does not comply, transter of
the processed data which does not comply with the transmitied established quality of service
standard profile 1s inhibited. The processed data transmitied from the subscriber processor nodes

is assembled 1 the data memory of the daia processing system,

{0083]  The present mvention also provides a new and umproved data processing system for
computerized processing of data for exploration and production of hydrocarbons. The dala
processing system ncludes a master node established as a publisher of data with an established
quality of service standard profile which transmits the data from the publisher master node as
topics for processing, and also transmoiis the esiablished gualily of service standard profile from
the publisher master node. The data processing svstem also includes a plurality of processor
nodes established as subscribers to receive data from the publisher master node. The subscriber
nodes receive the data topics and the established quality of service standard profile from the
publisher masier node. The subscriber processor nodes process the transmitted data topics from
the publisher master node and determmine whether the processed data comphes with the
transmitted established guality of service standard profile from the publisher master node. H the
processed data so complies, the processed data wm compliance with the transmitted established
quaiity of service standard profile 1s transmitted from the subscriber processor nodes to the
publisher master node.  Transier of the processed data which does not comply with the
transmitted cstablished quality of service standard profile 1s mhibited.  The master node
assemibles 1 the data memory the processed data which complics with the transmaited

cstablished quality of service standard profile.

{3014]  The present mvention {urther provides a new and mmproved data storage device having
stored tn a computer readable medium computer opcrable instructions for causing a data
processing system to pertorm compulerized processing of data for exploration and production of
hydrocarbons. The data processing system includes: at icast onc master node established as a
publisher of data with an cstablished guality of service standard profile, a plurality of processor
nodes established as subscribers to receive data {rom the publisher master node, and a data
memory, The msiructions stored in the dala storage device causing the data processing system (o

transmit from the publisher master node {0 the subscriber processor nodes the data as topics for

A
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processing by subscriber processor nodes, and also transmit the established quality of

service standard profile from the publisher master node to the subscriber processor
nodes. The instructions also cause the processor subscriber nodes to process the
transmitted data, and determine whether the processed data at the subscriber processor
nodes complies with the transmitted established quality of service standard profile from
the publisher master node. The instructions also cause the processor subscriber nodes to
transmit the processed data which complies with the transmitted established quality of
service standard profile from the subscriber processor nodes to the publisher master
node, and to inhibit transfer of the processed data which does not comply with the
transmitted established quality of service standard profile. The instructions also cause
the master publisher node to assemble in the data memory of the data processing system

the processed data transmitted from the subscriber processor nodes.

|[0014A] The present invention further provides a computer implemented method of
computerized processing in a data processing system of data for exploration and
production of hydrocarbons, the data processing system including at least one master
node established as a publisher of exploration and production data with an established
quality of service standard profile including a history profile for the exploration and
production data being processed, a plurality of processor nodes established as
subscribers to receive exploration and production data from the publisher master node,
and a data memory. The method comprises the computer processing steps of: (a)

transmitting the established quality of service standard profile from the publisher master
node to the subscriber processor nodes; (b) establishing with the publisher master node
a domain for exploration and production processing by the publisher master node and
designated ones of the plurality of processor nodes as subscriber processor nodes, and
the history profile indicating control of data communication when values of exploration

and production data change before being communicated to at least one of the designated
subscriber processor nodes; (c) further establishing the designated subscriber processor
nodes as data writers to transfer to the publisher master node the processed exploration

and production data; (d) sending a source data sample of the exploration and production
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data from the publisher master node to the designated subscriber processor nodes of the

domain; (e) processing the transmitted exploration and production data in the designated
subscriber processor nodes of the domain; (f) monitoring at the publisher master node
the processed exploration and production data of the designated subscriber processor
nodes of the domain; (g) determining in the publisher master node whether the
designated subscriber processor nodes of the domain comply with the transmitted
established quality of service standard profile from the publisher master node; and (h) if
S0, rece1ving at the publisher master node the processed exploration and production data
from the designated subscriber processor nodes which comply with the transmitted
established quality of service standard profile; and (i) if not, inhibiting at the publisher
master node transfer to the master publisher node of the processed exploration and
production data from the designated subscriber processor nodes which do not comply
with the transmitted established quality of service standard profile; and (j) assembling in
the data memory of the data processing system the processed exploration and

production data received at the publisher master node.

|0014B] The present invention further provides a data processing system for
computerized processing of data for exploration and production of hydrocarbons, the
data processing system comprising a master node, a plurality of processor nodes, and a
data memory. The data processing further comprises: (a) the master node established as
a publisher of exploration and production data with an established quality of service

standard profile including a history profile for the exploration and production data being

processed, the master node performing the steps of: (1) transmitting the established
quality of service standard profile from the publisher master node to the processor
nodes; (2) establishing with the publisher master node a domain for exploration and
production processing by the publisher master node and designated ones of the plurality

of processor nodes as subscriber processor nodes; (3) further establishing the designated
subscriber processor nodes as data writers to transfer to the publisher master node the
processed exploration and production data, and (4) sending a source data sample of the

exploration and production data from the publisher master node to the designated

SA-
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subscriber processor nodes of the domain; (b) the plurality of processor nodes

established as subscribers to receive exploration and production data from the publisher
master node, the plurality of processor nodes performing the steps of: (1) receiving in
the designated subscriber processor nodes of the domain the exploration and production
data and the established quality of service standard profile from the publisher master
node; and (2) processing the transmitted exploration and production data in the
designated subscriber processor nodes of the domain; and (¢) the publisher master node
further performing the steps of: (1) monitoring the processed exploration and production
data of the designated subscriber processor nodes of the domain; (2) determining
whether the designated subscriber processor nodes of the domain comply with the
transmitted established quality of service standard profile from the publisher master
node; (3) it so, receiving the processed exploration and production data from the
designated subscriber processor nodes which comply with the transmitted established
quality of service standard profile; and (4) if not, inhibiting at the publisher master node
transter of the processed exploration and production data from the designated subscriber
processor nodes which do not comply with the transmitted established quality of service
standard profile; and (5) assembling in the data memory the processed exploration and
production data from the designated subscriber processor nodes which comply with the

transmitted established quality of service standard profile.

[0014C] The present invention further provides a data storage device having stored in a

non-transitory computer readable storage medium computer operable instructions for

causing a data processing system to perform computerized processing of data for
exploration and production of hydrocarbons, the data processing system including at
least one master node established as a publisher of exploration and production data with
an established quality of service standard profile including a history profile for the

exploration and production data being processed, a plurality of processor nodes
established as subscribers to receive the exploration and production data from the
publisher master node, and a data memory, the instructions stored in the data storage

device causing the data processing system to perform the following steps: (a)

_5B-
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transmitting the established quality of service standard profile from the publisher master

node to the subscriber processor nodes; (b) establishing with the publisher master node
a domain for exploration and production processing by the publisher master node and
designated ones of the plurality of processor nodes as subscriber processor nodes; (c)
further establishing the designated subscriber processor nodes as data writers to transfer
to the publisher master node the processed exploration and production data; (d) sending
a source data sample of the exploration and production data from the publisher master
node to the designated subscriber processor nodes of the domain; (e) processing the
transmitted exploration and production data in the designated subscriber processor
nodes of the domain; (f) monitoring at the publisher master node the processed
exploration and production data of the designated subscriber processor nodes of the
domain; (g) determining in the publisher master node whether the designated subscriber
processor nodes of the domain comply with the transmitted established quality of
service standard profile from the publisher master node; and (h) if so, receiving at the
publisher master node the processed exploration and production data from the
designated subscriber processor nodes which comply with the transmitted established
quality ot service standard profile; and (1) if not, inhibiting at the publisher master node
transfer to the publisher master node of the processed exploration and production data
from the designated subscriber processor nodes which do not comply with the
transmitted established quality of service standard profile; and (j) assembling in the data

memory of the computer system the processed exploration and production data received

at the publisher master node.

[0014D] The present invention further provides a computer implemented method of
computerized processing in a data processing system of data for exploration and
production of hydrocarbons, the data processing system including at least one master

node established as a publisher of exploration and production data with an established
quality of service standard profile including a reliability policy for the exploration and
production data being processed, a plurality of processor nodes established as

subscribers to receive exploration and production data from the publisher master node,

_5(C-
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and a data memory. The method comprises the computer processing steps of: (a)

transmitting the established quality of service standard profile from the publisher master
node to the subscriber processor nodes; (b) establishing with the publisher master node
a domain for exploration and production processing by the publisher master node and
designated ones of the plurality of processor nodes as subscriber processor nodes; (c)
further establishing the designated subscriber processor nodes as data writers to transfer
to the publisher master node the processed exploration and production data; (d) sending
a source data sample of the exploration and production data from the publisher master
node to the designated subscriber processor nodes of the domain; (e) processing the
transmitted exploration and production data in the designated subscriber processor
nodes of the domain; (f) monitoring at the publisher master node the processed
exploration and production data of the designated subscriber processor nodes of the
domain; (g) determining in the publisher master node whether the designated subscriber
processor nodes of the domain comply with the transmitted established quality of
service standard profile from the publisher master node; and (h) if so, receiving at the
publisher master node the processed exploration and production data from the
designated subscriber processor nodes which comply with the transmitted established
quality of service standard profile; and (i) if not, inhibiting at the publisher master node
transter to the publisher master node of the processed exploration and production data
from the designated subscriber processor nodes which do not comply with the
transmitted established quality of service standard profile; and (j) assembling in the data
memory of the data processing system the processed exploration and production data

rece1ved at the publisher master node.

[0014E] The present invention further provides a data processing system for
computerized processing of data or exploration and production of hydrocarbons, the

data processing system comprising a master ode, a plurality of processor nodes and a
data memory, the data processing further comprising: (a) the master node established as
a publisher ot exploration and production data with an established quality of service

standard profile including a reliability policy for the exploration and production data

_5D-
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being processed, the master node performing the steps of: (1) transmitting the
established quality of service standard profile from the publisher master node to the
processor nodes; (2) establishing with the publisher master node a domain for
exploration and production processing by the publisher master node and designated
ones of the plurality of processor nodes as subscriber processor nodes; (3) further
establishing the designated subscriber processor nodes as data writers to transfer to the
publisher master node the processed exploration and production data; and (4) sending a
source data sample of the exploration and production data from the publisher master
node to the designated subscriber processor nodes of the domain; (b) the plurality of
processor nodes established as subscribers to receive exploration and production data
from the publisher master node, the plurality of processor nodes performing the steps of:
(1) receiving in the designated subscriber processor nodes of the domain the exploration
and production data and the established quality of service standard profile from the
publisher master node; and (2) processing the transmitted exploration and production
data 1n the designated subscriber processor nodes of the domain; and (c) the master node
further performing the steps of: (1) monitoring the processed exploration and production
data of the designated subscriber processor nodes of the domain; (2) determining
whether the designated subscriber processor nodes of the domain comply with the
transmitted established quality of service standard profile from the publisher master
node; (3) 1t so, receiving the processed exploration and production data from the
designated subscriber processor nodes which comply with the transmitted established
quality of service standard profile; and (4) if not, inhibiting at the publisher master node
transter of the processed exploration and production data from the designated subscriber
processor nodes which do not comply with the transmitted established quality of service
standard profile; and (5) assembling in the data memory the processed exploration and
production data from the designated subscriber processor nodes which comply with the

transmitted established quality of service standard profile.

|[0014F] The present invention further provides a data storage device having stored in a

non-transitory computer readable storage medium computer operable instructions for

_5E-
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causing a data processing system to perform computerized processing of data for

exploration and production of hydrocarbons, the data processing system including at
least one master node established as a publisher of exploration and production data with
an established quality of service standard profile including a reliability policy for the
exploration and production data being processed, a plurality of processor nodes
established as subscribers to receive the exploration and production data from the
publisher master node, and a data memory, the instructions stored in the data storage
device causing the data processing system to perform the following steps: (a)
transmitting the established quality of service standard profile from the publisher master
node to the subscriber processor nodes; (b) establishing with the publisher master node
a domain for exploration and production processing by the publisher master node and
designated ones of the plurality of processor nodes as subscriber processor nodes; (c)
further establishing the designated subscriber processor nodes as data writers to transfer
to the publisher master node the processed exploration and production data; (d) sending
a source data sample of the exploration and production data from the publisher master
node to the designated subscriber processor nodes of the domain; (e) processing the
transmitted exploration and production data in the designated subscriber processor
nodes of the domain; (f) monitoring at the publisher master node the processed
exploration and production data of the designated subscriber processor nodes of the
domain; (g) determining in the publisher master node whether the designated subscriber
processor nodes of the domain comply with the transmitted established quality of
service standard profile from the publisher master node; and (h) if so, receiving at the
publisher master node the processed exploration and production data from the
designated subscriber processor nodes which comply with the transmitted established
quality of service standard profile; and (i) if not, inhibiting at the publisher master node
transter to the publisher master node of the processed exploration and production data
from the designated subscriber processor nodes which do not comply with the
transmitted established quality of service standard profile; and (j) assembling in the data
memory of the computer system the processed exploration and production data received

at the publisher master node.

-S5F-



CA 02851279 2015-11-16

BRIEF DESCRIPTION OF THE DRAWINGS

[0015] Figure 1 is a schematic block diagram of a prior art data processing system for

high performance computing.

[0016] Figure 2 is a schematic block diagram of a data processing system for high
performance and grid computing with quality of service control according to the present

invention.

[0017] Figure 3 is a functional block diagram of the data processing system of Figure
2 configured for high performance processing with quality of service control according

to the present invention.

[0018] Figure 4 is a functional block diagram of a set of data processing steps
performed in the data processing system of Figures 2 and 3 for high performance

processing with quality of service control according to the present invention.

[0019] Figure 5 is a functional block diagram of a set of data processing steps
performed in the data processing system of Figures 2 and 3 for high performance

processing with quality of service control according to the present invention.

_5G-
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{6020} Figure 6 15 a functuional block diagram indicaling the interactive operation of
processors of the data processing system of Figures 2 and 3 during periormance ol the data

processing steps of Figures 4 and 5.

{0021} Tigure 7 is a plot of runtime for the data processing system shown i Figures 2 and 3
tor high performance processing with quality of service control with different sizes of mput dats

in comparison with prior art MPI communication proiocols.

{0822) Figure 8 15 a plot of network time delay m engaging a new computer node for dilterent

file sizes in the data processing system of Figures 2 and 3.

DETAILED DESCRIPIION OF THE PREFERRED EMBODIMENTS

0000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000

{3023}  The present invention relates to high performance and gnid computing of data for
cxpioration and production of hydrocarbons, such as computerized stmulation of hydrocarbon
reservoirs i the carth, geological modeling, processing of seismic survey data, and other types
of data gathered and processed to awd in the exploration and production of hydrocarbons. For the
purposes of the present invention data of the {oregomng types are referred 1o herein as exploration
and production data. The present mvention is particularly adapted for processing expiloration and
production data where vast amounts of such data are present, such as i or around what are

known as giant reservoirs.

i0024]  In the drawings, Figure 1 represents an example prior art high performance computing
network P, The high performance computing network P 1s configured for parallel computing
using the message passing miterface (MPI) with a master node 10 transierring data through what
arc known as serial heartheat connections over data hnks 12 of a management network 14 to a
number of computer nodes 16, The conmputer nodes 16 are configured to communicate with cach
other as idicated at 18 according to the message passing mterface (MPI} standard
communication hibrary during parallel computing and processing of data. As has been set {orth,
so far as 1s known, standard conununication librarics such as Message Passing Interface (MP1)
and Parallel Virtual Machime (PVM) did not provide a capability {or apphcations to specity

service guality for computation and commumnication,
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{3625] With the present mvention, as 1s shown schematically m Figure 2 in a data processing
system 3 a masier node 20 of a CPU 22 and a group of processor nodes 24 operating as a
network arranged for high performance or grid compuiing, depending on the configuration of the
network, ol exploration and production data. As will be set {orth, the data processing system D

processes exploration and production data with a controllable specified quality of service {Qo5)

for the processing applications, Data processing sysiem D operates according {0 the processing
technigues which are shown schematically m Figures 4, 5 and 6. Thus, high performance
computing {HPC) and grid computing processing of expioration and production data are
performed without 1mpacting or losing processing time m case of {atlures. A data distribution
service {DDS) standard is implemented in the high performance computing (HPC) and gnid
computing platforms of the data processmg system D, 1o avoid shortcomings of message passing
interface (MP1) communication between computing modules, and provide quality of service

(oS} FOR such applications.

{G026]  Consudering now the data processing system according to the present mvention, as
Hustrated m Figure 2, the data processing system D 18 provided as a processing platiorm for high
performance computing (HPC) and grid computing of expioration and processing data. The data
processing system P oincludes one or more central processing umits or CPU's 22, The CPU or
CPU's 22 have associated therewith a reservoilr memory or database 26 {or gencral mput
parameters, of 4 type and nature according to the exploration and production being processed,

whether reservour simulation, geological modehing, seismic data or the hike.

{8271 A user interface 28 operably connected with the CPU 22 includes a graphical display
30 for displaying graphical images, a printer or other sutiable image forming mechanism and a
user imput device 32 to provide a user access to mampulate, access and provide oulput forms of

processing results, database records and other information.

{0028]  The rescrvorr memory or database 26 1s typically in a memory 34 of an ¢xternal data
storage server or computer 38, The reservour database 26 contains data mcludimg the structure,
location and organization of the cells mn the reservoir model, data general mput parameters, as

well as the exploration and production data Lo be processed, as will be described below,
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{3629  The CPU or computer 22 of data processing system P inchudes the master node 20 and
an imniernal memory 40 coupled to the master node 20 o store operating wnstructions, control
information and to serve as storage or transfer buflfers as requured. The data processing svstem P
includes program code 42 stored mn memory 40, The program code 42, according to the present
mvention, 1S in the form of compuler operable nstructions causing the master node 20 and
processor nodes 24 1o transfer the exploration and production data and control mstructions back
and forth according to data distribution service (DDS) mtercommumcation technigues, as will be

set forth.

{06361 It should be noted that program code 42 may be in the {orm of nucrocode, progranms,
routines, or symbolic compuler operable languages that provide a specific set of ordered
operations that control the funcltioning of the data processing system P and direct its operation.
The mstructions of program code 42 may be stored in memory 40 or on computer disketie,
magnetic tape, conventional hard disk dnive, electromic read-only memory, optical storage
device, or other appropriate data storage device having a computer usable medium stored
thereon.,  Program code 42 may also be contamed on a data storage device as a compuier

readable medium.,

{3831}  The processor nodes 24 are general purpose, progranmumabic data processing uniis
programmed to perform the processing of exploration and production data according to the
present nvention. The processor nodes 24 operate under control of the master node 20 and the
processing results obtained are then assembled in data memory 34 where the data are provided
for formation with user mterface 28 of output displays to form data records for analysis and

interpretation.

{G032)  Although the present invention i1s independent of the specific computer hardware used,
an example embodiment of the present mvention is preferably based on a master node 20 and
processor nodes 24 of an HP Linux cluster computer. It should be understood, however, that

other computer hardware may also be used.

{6033} Accordmg to the present mvention, the data processing system D whose components
are shown i Figure 2 1s configured as shown in Figure 3 according to the data distribution

service {DDS) technigues, As mdicated m Figure 3, the master node 20 also shown m Figure 2

8.
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1s cstablished as a publisher as mdicated at 58 1 that the master node 20 1s the node responsibic
for dissemination and distribution of the exploration and production data {0 be processed by the
processor nodes 24, The master node 20 mncludes a persistence service capability as shown at 51
to preserve data samples so that they can be furnushed to processor nodes which replace failed
processor nodes, as will be described. The master node 20 1s also as mdicated at 52 m Figure 3
cstablished as a data writer for the exploration and production data distribuied {for processing, so

that values of the data which 1s distributed can be established,

{3034]  The processor nodes 24 mn operating according to data distribution service {(I2DS) are
gach mdividually established as subscribers, as indicated at 54 in Figure 3. Thus the processor
nodes as subscribers are configured o operate as the processors responsible assigned to receive
the exploration and production data received as a result of the subscriber relationship to the
publisher 50 of the master node 20. The processor nodes 24 are also conligured as data readers
as indicated at 56 i Figure 3. As data readers 34, the processor nodes 24 recetve an allocated

portion of the exploration and production data from the data wriler 52 of the masier node 20.

i0035] The DDS techmiques of the present mmvention are further explammed in the data
distribution service (DDS) standard.  The DDS standard provides a scalable, platform-
independent, and location-independent middleware nfrastructure to connect mformation
producers {0 consumers {(1.e. nodes to nodes). BN also supports many guality-of-service ({JoS)
policies, such as asynchronous, loosely-coupled, time-sensitive and reliable data distribution at

nmultiple lavers (e.g., middieware, operating system, and network).

{0036]  The DDS methodology moplements a publish/subscribe (PS) model for sending and
recetving data, events, and commands among the participant master node 28 and processor nodes
24 1 the processing of cxpioration and production data according to the present invention. AS
will be set forth, the master node serves as a primary publisher and the processor nodes 24
function as the primary subscribers, The processor nodes 24 arce also configured o transfer the
processed exploration and production data resulls (o the master node 20, and the masier node 20
is configured for this purpose as a subscriber tunction. Thus cach node of the data processing

system I can serve as a publisher, subscriber, or both simultaneously.

9.
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(G037} Nodes of the data processing system P that are producing miormation {publishers)
create "lopics” which are parameiers of mterest for the data bemg processed, depending on the
type of exploration and production data bemg processed. The nodes operating in the PDS mode
take care of delivering the data samples to those subscribers that mdicate an mterest i that topic.
in a preferred computer network according 1o the present invention, example implementations of
DDS provide low latency mossaging (as {ast as 635 microseconds between nodes) and high

throughput (up to 950Mbps).

{B038]  As has been set {orth, the present mvention processes exploration and production data
for giant reservoirs where vast amounts of data need to be processed.  An cxampie type of
processing performed 18 two~way data streamung between master and cornputer nodes. Examples
of data streaming usage in exploration and production data for giant reservoirs are United States
Patent Nos. 7.596,480; 7,620,534, 7.660,711; 7.526.418; and 7,809,537, It should be understood
that the present wnvention may also be used in connection with communication between nodes for
HPC or grnid computing of cxploration and production data for other types of processing in
addition to data streamung. The data communication according to the present mvention between
nodes for HPC and gnd computing may aiso be used for other types of data, such as
biownformatics processing and compulational {luid dynamics., The present mvention 1s adapted
for use in processing of large amounts of data which consume considerable time and thus has an

increased likelthood of system failure during the course of processing.

{003%9]  Figure 4 1s a functional block diagram of a set 60 of daia processing steps performed
by the master node 28 1n the data processing system D according to the present mvention.  As
shown at step 62 of Figure 5, the masier node 20 15 designated as the master publisher. Master
node 20 then spawns two threads using OUpenMP to parallehze two functionalities, In the first
thread, the master node 20 initializes during step 64 to be a publisher (PO} with selected QoS
profile, which 1s predefined m an XML Lile. For example, m the data sircaming embodiment
described below, three main QoS policics are adopied. These are: durability, reliability, and

history.,

{3848]  The “durability” of the Qob profile saves the published data topics so that the data

topics can be delivered to subscribing nodes that join the system at a later time, even i the

~10-
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publishing node has already terminated. The persistence service can use a file system or a

relational data base to save the status of the system.

{6043}  The second (JoS profile or policy, which s reliability, indicates the level of rehiability
requested by a DataReader or offered by a DataWriter. Publisher nodes may offer levels of
rehiability, paramceienized by the number of past 1ssucs they can store for the purpose of refrying
transmissions.  Subscriber nodes may then request different levels of rehiable delivery, ranging
from {fast-but-unrchiable “best effort” to highly reliable m-order delivery. Thus providing per-
datastream rchability control, In case the reliability type 15 set to “RELIABLE”, the write
operation on the DataWriter may be blocked if the modification would cause data to be lost or

else cause one of the resource lmiled 10 be exceeded.,

{0042]  The third policy, history, controls the behavior of the communication when the value

of a topic changes before it 1s finally communicated to some of its existing DataReader entities.

if the type 1s sct to “KEEP LASTY, then the service will only attemipt to keep the latest valucs of
the topic and discard the older ones. In this case, a specified value of depth of data retention
regulates the maximum number of values the service will maintain and dehiver. The default {and
most common setling) for depth 15 one, mdicating that only the most recent value should be

delivered.

{3043] I the history type 1s set to “KEEP ALL”, then the scrvice will attemipt to maintain
and deliver all the values of the sent data to exasting subscribers, The resources that the service
can use to keep this history are limited by the setiings of the RESOURCE LIMITS QoS. H the
it 18 reached, then the behavior of the service will depend on the RELIABILITY Qob. H the
reliability kind 18 “BEST EFFORTY, then the old values will be discarded. I the reliabiiity
seiting 1s “RELIABLE”, then the service will block the DataWriter until 1t can deliver the

necessary old values to all subscribers.

{3044]  In the dala streamumg embodiment described herein, “DURABILITY” was used and
speciiied, because it was desirable for compuic nodes to continue jomming the system whenever
there 1s a {atlure m another node, and thus avoid the consequences of a node fatlure during an
extended processing run. In the third policy of history, “KEEP LAST was selected since the

streamed seismic or simulation data are not expected to change. Specifically, the seismic shois

~i1-
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and simulation cell values are fixed and not dynamic. In rehiability QoS policy, RELIABLE, was
specthied as all the values need to reach the subscnibers and have complete answers of the data
streamiing.  The requirement of data accuracy prohibited nmssing or losing elements while

transmitiing.

{045] As mdicated at step 66, the thread also specifies the domamm where all the publishers
and subscribers would work on, which s domam-0 1 the present embodiment. Next, as
indicated at siep 08, a topic with an identifying name 18 specified and a DataWriter (DW-() 15
imtiabized during siep 70 under PO using that topie. Alier thai, the masier node 20 as publisher
begins reading the data mairices from mput to be processed, and mnitializes the data structure for
the source sample (S&) by defimng the matrices dimension and the number of processor nodes
24 which are designated as processor or worker nodes for the processing of the exploration and
production data. The source sample then during step 72 starts sending the Source sample 5S-0 10

the designated worker processor nodes 24 through the DataWriter DW-{3,

13046  The sccond thread of master node 20 reverses the function of thread 0 by creating an
instance of a subscriber SO as mdicated at step 74 with the selected QoS prodile in Domain-0, in
preparation to receive the partial resuls from the worker nodes 24 {designated worker nodes 24
act as subscribers at the beginning and then as publishers at the end of thewr processing). The
raaster node 20 then listens to the worker nodes 24 to receive processing results as mdicated at
76 through the recerving sample RS-0 and verifies complhiance with the selected (oS profile as
indicated at step 78, The master node 20 checks the QoS profile while 1t 18 receiving data from
the worker nodes. It only recerves data from those working nodes 24 which are matching in therr
(20S. It will not receive and will not negotiate with other worker nodes which have mcompatible
Q0S8 seitings. The master node 20 then duning step 30 stores the venhied processing resulls o
data memory, and the stored resulis are available for cutput and display. The master node 20
then during step 80 stores the verntied processmg resulls in data memory, and the stored results

are available for output and display.

{38471 Figure 5 18 a tunctional block diagram of a set &4 of data processing steps performed
by the processor nodes 24 m the data processing system D according to the present imnvention.

On the subscribers’ side {(1.e., the workers}, gach node 24 durning step 86 mnitiates isell as a

~12~
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subscriber to the mamn publisher PO, assigns an D {o itseli (Wi, and during step S starts
receiving the data for computational processing. The distnibution of which data goes to which
node 24 1s done dynamically 1n a2 way that 18 deternnned by first identifying the data range taken
by cach node according to the format of the data. As mdicated at siep 90, the Qod checking 1s
done during the nodes’ receiving process. The data 13 then processed during step ¥2 according o
the processing reqguired.  Fach worker node 24 during step 94 then sends s output with verified
QoS through s DataWriter (IDW 1) to the master node 20 for resuli coliection. As mdicaled at
step 96, (JoS checking 1s done during the sending of data mm step 94, Thus, when there s
communication between the pubhisher and subscriber, QoS checking 1s done to establish thas

connection.

{3048]  Figure 6 13 a diagram 100 illustrating the interaction of the master node 20 and worker
processor nodes 24 m an example implementation of a data sircaming processing of exploration
and production data. The implementation starts at step 102 by designating the master node 20 of
the cluster as the main publisher. The master node 20, m turn, spawns two threads using
UpenMP 1o paraliehze its two mam {unclions: mitializing the node to be a publisher (P(O) with
the selected QoS profile; and specilying during step 104 the domain which the publishers and
subscribers are to work on, which 15 doman-0 m the exarmpiec implementation. Speciiying the
domain 1S necessary i order to allow mullipie groups of publishers and subscribers (o work
independently, segmenting the cluster mto several smaller sub-clusters, if needed. Dufforent
algorithms may require dillerent topics {1.e. datasets) to be sent independently by the same

publisher, and cach of these topics may have several DataWriters for redundancy.

{3049]  Next, during step 106, a topic with the name “SEND DATA” 18 crealed and a
DataWrier (2DW-0) 18 mmtialized during step 108 under PO using the created topic. The reason lor
this hierarchy is that different topics {1.e. datasetsy may be required to be sent mdependently by
the sarne publisher, and ecach of these topies may have several DataWriters tor redundancy. Alier
that, the publisher during step 110 starts reading the seismic shots or simudation celis data from
imput, and mitializes the data structure for the source sample (85} by defining the matrices data
size and the number of workers. The source sample then during step 110 starts sending the
Source sample S5-U through the DataWriter DW-0. The procedure continues until siep 1172

indicates all sending has been completed. Processing then 1s continued at step 114,
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{G050] As indicaled at step 114, the second thread from master node 20 reverses the function
of thread 0 by creating an msiance of a subscriber SO with selecied QoS profile in Domam-0, o
preparation to receive the partial results from the worker or processor nodes 24, Specilically, a
DataReader (DR-0) 15 configured during step 116 at master node 20 for the subscriber SO (the
workers) that uses topic “RECVYV RESULT”. Master node 20 then as mdicated at step 118 histens
to the workers through the receiving sample RS-0 and outputs the partial results. This processing

continues as mdicated at step 120 untid recerving of sample RS-0 15 completed.

{30511 On the subscenbers’ side (Le., the workers), cach worker node 24 as discussed above
and as shown n Figure 5 mitiates iseli as a subscriber to the main publisher PO, assigns an 1D to
itself { W), and starts recetving the seismic or stmuldation data tor processing. The distribution of
which data goes to which node i1s done dynanncally i a way that 1s deternmined by first

identifving the data size taken by cach node according to the format of the data.

{30521  In case of 4 node latlure ol 4 processor node 24 on the workers® side, the sysicm
admunstrator of master node 20 may mitiate a now processor node 24 with the same 1D of the
tatled worker. The now worker would read the written checkpointed status as defined m the
policy, re-read the sample from the persistence service 51, and resume the operation of the

Systeni.

{3653] I 1s important to mention that as a requirement for the durability (QoS, ali sent topics
require DataWrilers 1o maich the conliguration of the persistent QoS policy configuration with
the DataReaders. As a conseguence, a DataWriter that has an mcompatible QoS with respect {o
what the topic specificd will not send its data to the persisient service, and thus its status will not
be saved. Similarly, a DataReader that has an mcompatible Q0S with respect to the specified n

the topic wiil not get data from it.

{3054]  Thus Figure © illustrates an e¢xample paraliel processing often oncountered with
exploration and processing data according to the present invention. The resulls were as expected:
QoS could be controlled with fault-tolerance enabled when using the DDS technigues as adopted
nuddieware i such compuler processing of exploration and production data. Specifically,
compute nodes on the cluster were turned oft and back on agam, and the jobs continued to run

with no need for a restart,
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{3055]  The present invention provides the ability to control QoS propertics on HPC and Grids
that atfect predictability, overhiead, resource ulilization, and aligns the scarce resources (o the

most critical requirements to these jobs.

13056 To evaluate the performance of the present invention over conventional HPC and
compare i with processing using MPI, data streaming was performed on the same data set using
both paradigms (1.e., DDBNS with the present mmvention and MPI) and evaluated them on the data
processing system clusters of Figures 1 and 2. The data streaming processing algorithm is
cotnputationally mtensive with 1terations, and 1t was chosen since i 1s a fundarental operation in
many numerical lincar algebra applications used n processimng of exploration and production
data. An ellicient implementation on paraliel compuiers 1s an issue of prime mmportance when

providing such systems for processing of exploration and production data.

"7

{3057 Figure 7 shows benchmarks to test the scalability and runtime of MPI and DS by
streamlining Reservorr Simulation data, I can be seen that the MPI version ouiperformed n
terms of speed by taking around 6.76 seconds to stream 10GEB swe of file, compared with 7.9
seconds using DS, This is expected since the (oS 1s adding more computations and checks to
the communication level, As has been mentioned, however, MPI and PVM are focused on

processing speed, with no effort to monitor accuracy or possible processing deficiencics.

{G058]  Figure 8 shows the delay in engaging a new node according {o the present invention,
replacing a crashed node, while using the persisient service and durabiiity, reliability and history
(Q0S. This test 18 not applicable {0 a prior art MPl implementation. Since MPI implementations
do not provide a capability of specilymng service quality for computation or communication.  As
indicated mm Figure 8, the delay in engaging a new node 18 proportional to the size of the
matrices, since the persisient service needs 1o resend all the previously published instances to this
new node. During the benchrark testing, test resuits depicted wn Figure 8 mdicate that it {00k
15.2 seconds i1 a 10GEB data stream between nodes, while it took 72.2 seconds in a S0GEB test.
This 1s {0 be compared with the time required when i was necessary Lo resubmil the entive data

set for processing for data m large quaniities,

{33381 The present mvention thus adds several benefits the benelit of having quality of

service 1 high performance computing that are not avadabic in the tradifional method (1.¢. by
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using MPI as a middieware}. Among the benefits are that periodic publishers can indicate the
speed al which they can publish by oflermyg guaranteed update deadhnes. By setting a deadhing, a
compliant publisher promises to send a new update at a nunumum rate. Subscribers may then

reguest data at that or any slower rate.

{060]  Another benefit 1s that the continuing participation or activity of enfilics can be
monitored. The selected (JoN offered with the present invention deternuines whether an entity or
a node 1s “active” (1.¢., alive}. The application can also be miormed via a listencr when an entity
18 no longer responsive. A further benefit 15 that the present mvention also permits the data
processing System D to automatically arbitrate between nmulliple publishers of the same topic
with a parameier called "strength.” Subscribers receive from the sirongest active publisher, Thus
provides automatic failover; it a strong publisher fais, all subscribers immediately receive

updates from the backup (weaker) publisher.

{3063] It 1s also 1o be noted that Qod parameters exast with the DDS employment to control
the resources of the entire system, suggest latency budgets, set delivery order, attach user data,
priofiiize messages, set resource utilization limits and partition the system mnto namespaces. The
present mvention thus provides the ability (o control Qob properties on HPC and grids that attect
predictability, overhead, resource utilization, and align the computational resources to the most

critical requuirements.

{3862]  The present mvention 18 g feasibie optlion for those applications m which Qod is
cousidered a prionity, or for those HPC batch jobs that would run for several days on commodity
hardware, where the probability of faitlure 18 not negligible. Accordingly, the present mvention
provides the ability to control QoS properties on HPC and grids that altect predictability,

overhead, resource utihization, and aligns the scarce resources to the most critical requirements,

{3663}  The invention has been sutficiently described so that a person with average knowledge
in the matter may reproduce and obtain the resulfs mentioned 1w the mvention herein
Nonetheless, any skiiled person in the field of technigque, subject of the mvention hercin, may
carry out modifications not described m the request herein, to apply these modifications (o 4
determiined structure, or in the mamufacturing process of the same, requires the claimed matter i

the following claims; such structurcs shall be covered within the scope of the mvention,
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(00664} It should be noted and understood that there can be improvements and modifications
ruade of the present mvention described in detail above without deparung from the

scope of the invention as set forth tn the accompanying claims,
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What 1s claimed is:

1. A computer implemented method of computerized processing in a data
processing system of data for exploration and production of hydrocarbons, the data
processing system Including at least one master node established as a publisher of
exploration and production data with an established quality of service standard profile
including a durability policy for the exploration and production data being processed, a
plurality of processor nodes established as subscribers to receive exploration and
production data from the publisher master node, and a data memory, the method

comprising the computer processing steps of:

(a) transmitting the established quality of service standard profile from the

publisher master node to the subscriber processor nodes;

(b) establishing with the publisher master node a domain for exploration and
production processing by the publisher master node and designated ones of the plurality

of processor nodes as subscriber processor nodes;

(¢) sending a source data sample of the exploration and production data from
the publisher master node to the designated subscriber processor nodes of the domain;
(d) processing the transmitted exploration and production data in the

designated subscriber processor nodes of the domain;

(¢) monitoring at the publisher master node the processed exploration and

production data of the designated subscriber processor nodes of the domain;

(f) determining in the publisher master node whether the designated subscriber
processor nodes of the domain comply with the transmitted established quality of

service standard profile from the publisher master node; and

(g) 1f so, receiving at the publisher master node the processed exploration and
production data from the designated subscriber processor nodes which comply with the

transmitted established quality of service standard profile; and
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(h) if not, inhibiting at the publisher master node transfer to the publisher

master node of the processed exploration and production data from the designated
subscriber processor nodes which do not comply with the transmitted established

quality of service standard profile;

(1) joining additional processor nodes as designated subscriber processor nodes

of the domain during processing of exploration and production data;

(J) delivering the processed exploration and production data to the joined

additional processor nodes; and

(k) assembling in the data memory of the data processing system the processed

exploration and production data received at the publisher master node.

2. The computer implemented method of claim 1, wherein the data processing
system further includes a data display, and further including the computer processing

step of:

forming an output display of the assembled processed exploration and

production data.

3. The computer implemented method of claim 1, wherein the exploration and

production data comprises a reservoir simulation model.

4. The computer implemented method of claim 1, wherein the exploration and

production data comprises a geological model of a reservoir.

. The computer implemented method of claim 1, wherein the exploration and

production data comprises a seismic survey of the earth in a reservoir.
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6. The computer implemented method of claim 1, wherein the master node 1s
further established as a data writer for transmitting a plurality of sets of the exploration
and production data as domains for processing by the designated subscriber processor

nodes.

7. The computer implemented method of claim 6, wherein the designated
subscriber processor nodes are further established as data readers for receiving and
processing selected ones of the a plurality of sets of the exploration and production data

as domains transmitted by the master node.

8. The computer implemented method of claim 1, wherein the designated
subscriber processor nodes are further established as data writers to transfer to the

publisher master node the processed exploration and production data.

9. The computer implemented method of claim 8, wherein the master node is
further established as a data reader for receiving and transferring to the data memory the
processed exploration and production data received from the data writers of the

designated subscriber processor nodes.

10. The computer implemented method of claim 8, wherein the established quality
of service profile further comprises an indication of the behavior of data communication
when the value of exploration and production data changes from present values before
being communicated to the designated subscriber processor nodes as data reader

entities, and further including the step of:

transferring the present values of exploration and production data to the data

reader processor entities.
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11. The computer implemented method of claim 9, wherein the established quality
of service profile further comprises an indication of the level of reliability of delivery
required for the designated subscriber processor nodes as data writers for transfer of

exploration and production data, and further including the steps of:

requesting with the data writer designated subscriber processor nodes the

indication of the level of reliability; and

sending the processed exploration and production data from the data writer
designated subscriber processor nodes to the publisher master node as data reader with

the indicated level of reliability.

12. A data processing system for computerized processing of data for exploration
and production of hydrocarbons, the data processing system comprising a master node,
a plurality of processor nodes and a data memory, the data processing further

COmprising:

(a) the master node established as a publisher of exploration and production
data with an established quality of service standard profile including a durability policy

for exploration and production data being processed, the master node performing the

steps of:

(1) transmitting the established quality of service standard profile from

the publisher master node to the processor nodes;

(2) establishing with the publisher master node a domain for
exploration and production processing by the publisher master node and designated

ones of the plurality of processor nodes as subscriber processor nodes;

(3) sending a source data sample of the exploration and production data
from the publisher master node to the designated subscriber processor nodes of the

domain;
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(b) the plurality of processor nodes established as subscribers to recerve

exploration and production data from the publisher master node, the plurality of

processor nodes performing the steps of:

(1) receiving in the designated subscriber processor nodes of the
domain the exploration and production data and the established quality of service

standard profile from the publisher master node;

(2) processing the transmitted exploration and production data in the

designated subscriber processor nodes of the domain; and
(¢) the master node further performing the steps of:

(1) monitoring the processed exploration and production data of the

designated subscriber processor nodes of the domain;

(2) determining whether the designated subscriber processor nodes of
the domain comply with the transmitted established quality of service standard profile

from the publisher master node;

(3) 1f so, receiving the processed exploration and production data from
the designated subscriber processor nodes which comply with the transmitted

established quality of service standard profile; and

(4) 1f not, inhibiting at the publisher master node transfer of the
processed exploration and production data from the designated subscriber processor
nodes which do not comply with the transmitted established quality of service standard

profile; and

(5) joining additional processor nodes as designated subscriber

processor nodes of the domain during processing of exploration and production data;

(6) delivering the processed exploration and production data to the

joined additional processor nodes; and
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(7) assembling in the data memory the processed exploration and

production data from the designated subscriber processor nodes which comply with the

transmitted established quality of service standard profile.

13. The data processing system of claim 12, further including a data display, and

wherein the master node further performs the step of:

forming an output display of the assembled processed exploration and

production data.

14. T'he data processing system of claim 12, wherein the exploration and

production data comprises a reservoir simulation model.

15. The data processing system of claim 12, wherein the exploration and

production data comprises a geological model of a reservoir.

16. The data processing system of claim 12, wherein the exploration and

production data comprises a seismic survey of the earth in a reservoir.

17. The data processing system of claim 12, wherein the master node is further
established as a data writer for transmitting different sets of the exploration and

production data as domains for processing by the designated subscriber processor nodes.

18. T'he data processing system of claim 17, wherein the designated subscriber
processor nodes are further established as data readers for receiving and processing
selected ones of the different sets of the exploration and production data as domains

transmitted by the master node.
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19. The data processing system of claim 12, wherein the processor nodes are
further established as data writers to transfer to the master node the processed

exploration and production data.

20. The data processing system of claim 19, wherein the established quality of
service profile further comprises an indication of the behavior of data communication
when the value of exploration and production data changes from present values before
being communicated to the designated subscriber processor nodes as data reader

entities, and further including the data writers performing the step of:

transferring the present values of exploration and production data to the data

reader processor entities.

21. The data processing system of claim 12, wherein the master node 1s further
established as a data reader for receiving and transferring to the data memory the
processed exploration and production data received from the data writers of the

designated subscriber processor nodes.

22. The data processing system of claim 21, wherein the established quality of
service profile further comprises an indication of the level of reliability of delivery
required for the designated subscriber processor nodes as data writers for transter of
exploration and production data, and further including data writer designated subscriber

processor nodes performing the steps of:

requesting the indication of the level of reliability; and

sending the processed exploration and production data to the publisher master

node as data reader with the indicated level of reliabality.
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23. A data storage device having stored in a non-transitory computer readable
storage medium computer operable instructions for causing a data processing system to
perform computerized processing of data for exploration and production of
hydrocarbons, the data processing system including at least one master node established
as a publisher of exploration and production data with an established quality of service
standard profile including a durability policy for the exploration and production data
being processed, a plurality of processor nodes established as subscribers to receive the
exploration and production data from the publisher master node, and a data memory, the
instructions stored in the data storage device causing the data processing system to

perform the following steps:

(a) transmitting the established quality of service standard profile from the

publisher master node to the subscriber processor nodes;

(b) establishing with the publisher master node a domain for exploration and
production processing by the publisher master node and designated ones of the plurality

of processor nodes as subscriber processor nodes;

(c) sending a source data sample of the exploration and production data from
the publisher master node to the designated subscriber processor nodes of the domain:
(d) processing the transmitted exploration and production data in the

designated subscriber processor nodes of the domain:

(¢) monitoring at the publisher master node the processed exploration and

production data of the designated subscriber processor nodes of the domain:

(f) determining in the publisher master node whether the designated subscriber
processor nodes of the domain comply with the transmitted established quality of

service standard profile from the publisher master node: and
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(g) if so, receiving at the publisher master node the processed exploration and
production data from the designated subscriber processor nodes which comply with the

transmitted established quality of service standard profile; and

(h) if not, inhibiting at the publisher master node transfer to the publisher
master node of the processed exploration and production data from the designated
subscriber processor nodes which do not comply with the transmitted established

quality of service standard profile; and

(1) joining additional processor nodes as designated subscriber processor nodes

of the domain during processing of exploration and production data;

(j) delivering the processed exploration and production data to the joined

additional processor nodes; and

(k) assembling 1n the data memory of the computer system the processed

exploration and production data received at the publisher master node.

24, The data storage device of claam 23, wherein the data processing system
further includes a data display, and wherein the instructions further include instructions

causing the data processing system to perform the step of:

forming an output display of the assembled processed exploration and

production data.

25. The data storage device of claim 23, wherein the exploration and production

data comprises a reservolr simulation model.

26. The data storage device of claim 23, wherein the exploration and production

data comprises a geological model of a reservoir.
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27. The data storage device of claim 23, wherein the exploration and production

data comprises a seismic survey of the earth in a reservortr.

28. The data storage device of claim 23, wherein the master node 1s further
established as a data writer and wherein the instructions further include instructions
causing the master node to perform the step of transmitting different sets of the
exploration and production data as domains for processing by the designated subscriber

processor nodes.

29. The data storage device of claim 28, wherein the designated subscriber
processor nodes are further established as data readers and wherein the instructions
further include instructions causing the subscriber processor nodes to perform the step
of receiving and processing selected ones of the different sets of the exploration and

production data as domains transmitted by the master node.

30. The data storage device of claim 28, wherein the designated subscriber
processor nodes are further established as data writers and wherein the instructions
further include instructions causing the data writers to perform the step of transterring to

the master node the processed exploration and production data.

31. The data storage device of claim 30, wherein the established quality of service
profile further comprises an indication of the behavior of data communication when the

value of exploration and production data changes from present values betore being
communicated to the subscriber processor nodes as data reader entities, and further
including instructions stored in the data storage device causing the data processing

system to perform the step of:
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transferring the present values of exploration and production data to the data

reader processor entities.

32. The data storage device of claim 23, wherein the master node is further
established as a data reader and wherein the instructions further include instructions
causing the data reader to perform the step of receiving and transferring to the data
memory the processed exploration and production data received from the data writers of

the designated subscriber processor nodes.

33. The data storage device of claim 32, wherein the established quality of service
profile further comprises an indication of the level of reliability of delivery required for
the subscriber processor nodes as data writers for transfer of exploration and production
data, and further including instructions stored in the data storage device causing the data

processing system to perform the steps of:

requesting with the data writer subscriber processor nodes the indication of the

level of reliability; and

sending the processed exploration and production data from the data writer
subscriber processor nodes to the publisher master node as data reader with the

indicated level of reliability.

34, A computer 1mplemented method of computerized processing in a data
processing system of data for exploration and production of hydrocarbons, the data
processing system including at least one master node established as a publisher of
exploration and production data with an established quality of service standard profile
including a history profile for the exploration and production data being processed, a

plurality of processor nodes established as subscribers to receive exploration and
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production data from the publisher master node, and a data memory, the method

comprising the computer processing steps of:

(a) transmitting the established quality of service standard profile from the

publisher master node to the subscriber processor nodes;

(b) establishing with the publisher master node a domain for exploration and
production processing by the publisher master node and designated ones of the plurality
of processor nodes as subscriber processor nodes, and the history profile indicating
control of data communication when values of exploration and production data change
before being communicated to at least one of the designated subscriber processor nodes;

(¢) further establishing the designated subscriber processor nodes as data
writers to transfer to the publisher master node the processed exploration and production

data;

(d) sending a source data sample of the exploration and production data from
the publisher master node to the designated subscriber processor nodes of the domain;
(¢e) processing the transmitted exploration and production data in the

designated subscriber processor nodes of the domain;

(f) monitoring at the publisher master node the processed exploration and

production data of the designated subscriber processor nodes of the domain;

(g) determining in the publisher master node whether the designated subscriber
processor nodes of the domain comply with the transmitted established quality of

service standard profile from the publisher master node; and

(h) 1t so, receiving at the publisher master node the processed exploration and
production data from the designated subscriber processor nodes which comply with the

transmitted established quality of service standard profile; and

(1) 1f not, inhibiting at the publisher master node transfer to the master

publisher node of the processed exploration and production data from the designated
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subscriber processor nodes which do not comply with the transmitted established

quality of service standard profile; and

(J) assembling 1n the data memory of the data processing system the processed

exploration and production data received at the publisher master node.

335. The computer implemented method of claim 34, wherein the data processing
system further includes a data display, and further including the computer processing

step of:

forming an output display of the assembled processed exploration and

production data.

36. The computer implemented method of claim 34, wherein the exploration and

production data comprises a reservoir simulation model.

37. The computer implemented method of claim 34, wherein the exploration and

production data comprises a geological model of a reservoir.

38. The computer implemented method of claim 34, wherein the exploration and

production data comprises a seismic survey of the earth in a reservoir.

39. The computer implemented method of claim 34, wherein the publisher master
node 1s further established as a data writer for transmitting a plurality of sets of the
exploration and production data as domains for processing by the designated subscriber

processor nodes.

40. The computer implemented method of claim 39, wherein the designated

_ 30 -



CA 02851279 2015-11-16

subscriber processor nodes are further established as data readers for receiving and

processing selected ones of the a plurality of sets of the exploration and production data

as domains transmitted by the publisher master node.

41. The computer implemented method of claim 34, wherein a value of
exploration and production data being processed changes before being communicated to

at least one of the designated subscriber processor nodes and further including the steps

of:

(a) storing 1in the data memory a designated number of exploration and

production data values according to the history profile; and

(b) transferring at least one of the designated subscriber processor nodes the

stored specified number of data values designated according to the history profile.

42. The computer implemented method of claim 34, wherein the publisher master
node 1s further established as a data reader for receiving and transferring to the data
memory the processed exploration and production data received from the data writers of

the designated subscriber processor nodes.

43, The computer implemented method of claim 42, wherein the established
quality of service standard profile comprises an indication of the level of reliability of
delivery required for the subscriber processor nodes as data writers for transfer of

exploration and production data, and further including the steps of:

requesting with the data writer subscriber processor nodes the indication of the
level of reliability; and sending the processed exploration and production data from the
data writer subscriber processor nodes to the publisher master node as data reader with

the indicated level of reliability.
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44, A data processing system for computerized processing of data for exploration
and production of hydrocarbons, the data processing system comprising a master node,
a plurality of processor nodes, and a data memory, the data processing further

comprising:

(a) the master node established as a publisher of exploration and production
data with an established quality of service standard profile including a history profile for
the exploration and production data being processed, the master node performing the

steps of:

(1) transmitting the established quality of service standard profile from

the publisher master node to the processor nodes;

(2) establishing with the publisher master node a domain for
exploration and production processing by the publisher master node and designated

ones of the plurality of processor nodes as subscriber processor nodes:;

(3) turther establishing the designated subscriber processor nodes as
data writers to transfer to the publisher master node the processed exploration and

production data

(4) sending a source data sample of the exploration and production data

from the publisher master node to the designated subscriber processor nodes of the

domain;

(b) the plurality of processor nodes established as subscribers to receive
exploration and production data from the publisher master node, the plurality of

processor nodes performing the steps of:

(I) receiving in the designated subscriber processor nodes of the
domain the exploration and production data and the established quality of service

standard profile from the publisher master node;
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(2) processing the transmitted exploration and production data in the

designated subscriber processor nodes of the domain; and
(¢) the publisher master node further performing the steps of:

(1) monitoring the processed exploration and production data of the

designated subscriber processor nodes of the domain;

(2) determining whether the designated subscriber processor nodes of
the domain comply with the transmitted established quality of service standard profile

from the publisher master node;

(3) if so, receiving the processed exploration and production data from
the designated subscriber processor nodes which comply with the transmitted

established quality of service standard profile; and

(4) if not, inhibiting at the publisher master node transfer of the
processed exploration and production data from the designated subscriber processor
nodes which do not comply with the transmitted established quality of service standard

profile; and

(5) assembling in the data memory the processed exploration and
production data from the designated subscriber processor nodes which comply with the

transmitted established quality of service standard profile.

43. The data processing system of claim 44, further including a data display, and

wherein the master node further performs the step of:

forming an output display of the assembled processed exploration and

production data.

46. The data processing system of claim 44, wherein the exploration and

production data comprises a reservoir simulation model.
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47. The data processing system of claim 44, wherein the exploration and

production data comprises a geological model of a reservorr.

48. The data processing system of claim 44, wherein the exploration and

production data comprises a seismic survey of the earth in a reservorr.

49. The data processing system of claim 44, wherein the publisher master node is
further established as a data writer for transmitting different sets of the exploration and

production data as domains for processing by the designated subscriber processor nodes.

50. The data processing system of claim 49, wherein the designated subscriber
processor nodes are further established as data readers for receiving and processing
selected ones of the different sets of the exploration and production data as domains

transmitted by the publisher master node.

51. The data processing system of claim 44, wherein a value of exploration and
production data being processed changes before being communicated to at least one of
the designated subscriber processor nodes, and farther including the publisher master

node performing the steps of:

(a) storing in the data memory a designated number of exploration and

production data values according to the history profile; and

(b) transterring to the at least one of the designated subscriber processor nodes

the stored specitied number of data values designated according to the history profile.

S52. The data processing system of claim 44, wherein the publisher master node 1s

further established as a data reader for receiving and transferring to the data memory the
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processed exploration and production data received from the data writers of the

designated subscriber processor nodes.

53. T'he data processing system of claim 44, wherein the established quality of
service standard profile comprises an indication of the level of reliability of delivery
required for the data writer subscriber processor nodes as data writers for transfer of
exploration and production data, and further including the data writer subscriber

processor nodes performing the steps of:
requesting the indication of the level of reliability; and

sending the processed exploration and production data to the publisher master

node as data reader with the indicated level of reliability.

54. A data storage device having stored in a non-transitory computer readable
storage medium computer operable instructions for causing a data processing system to
perform computerized processing of data for exploration and production of
hydrocarbons, the data processing system including at least one master node established
‘as a publisher of exploration and production data with an established quality of service
standard profile including a history profile for the exploration and production data being
processed, a plurality of processor nodes established as subscribers to receive the
exploration and production data from the publisher master node, and a data memory, the
instructions stored in the data storage device causing the data processing system to

perform the following steps:

(a) transmitting the established quality of service standard profile from the

publisher master node to the subscriber processor nodes;

(b) establishing with the publisher master node a domain for exploration and
production processing by the publisher master node and designated ones of the plurality

of processor nodes as subscriber processor nodes;
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(¢) further establishing the designated subscriber processor nodes as data
writers to transfer to the publisher master node the processed exploration and production

data;

(d) sending a source data sample of the exploration and production data from

the publisher master node to the designated subscriber processor nodes of the domain;

() processing the transmitted exploration and production data in the

designated subscriber processor nodes of the domain;

(f) monitoring at the publisher master node the processed exploration and

production data of the designated subscriber processor nodes of the domain;

(g) determining in the publisher master node whether the designated subscriber
processor nodes of the domain comply with the transmitted established quality of

service standard profile from the publisher master node; and

(h) 1f so, receiving at the publisher master node the processed exploration and
production data from the designated subscriber processor nodes which comply with the

transmitted established quality of service standard profile; and

(1) if not, inhibiting at the publisher master node transfer to the publisher
master node of the processed exploration and production data from the designated
subscriber processor nodes which do not comply with the transmitted established

quality of service standard profile; and

(J) assembling in the data memory of the computer system the processed

exploration and production data received at the publisher master node.

S3. The data storage device of claim 54, wherein the data processing system
further includes a data display, and wherein the instructions further include instructions

causing the data processing system to perform the step of:
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forming an output display of the assembled processed exploration and

production data.

56. The data storage device of claim 54, wherein the exploration and production

data comprises a reservoir simulation model.

S57. The data storage device of claim 54, wherein the exploration and production

data comprises a geological model of a reservotr.

58. The data storage device of claim 54, wherein the exploration and production

data comprises a seismic survey of the earth in a reservotr.

59. The data storage device of claim 54, wherein the publisher master node 1s
further established as a data writer and wherein the instructions further include
instructions causing the publisher master node to perform the step of transmitting
different sets of the exploration and production data as domains for processing by the

designated subscriber processor nodes.

60. The data storage device of claim 59, wherein the designated subscriber
processor nodes are further established as data readers and wherein the instructions
further include instructions causing the designated subscriber processor nodes to
perform the step of receiving and processing selected ones of the different sets of the

exploration and production data as domains transmitted by the publisher master node.

61. The data storage device of claim 54, wherein a value of exploration and

production data being processed changes before being communicated to at least one of
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the designated subscriber processor nodes and wherein the instructions further include

Instructions causing the publisher master node to perform the steps of:

(a) storing in the data memory a designated number of exploration and

production data values according to the history profile; and

(b) transferring to the at least one of the designated subscriber processor nodes

the stored specified number of data values designated according to the history profile.

62. The data storage device of claim 54, wherein the publisher master node is
further established as a data reader and wherein the instructions further include
instructions causing the publisher master node as data reader to perform the step of
recerving and transferring to the data memory the processed exploration and production

data received from the data writers of the designated subscriber processor nodes.

63. The data storage device of claim 54, wherein the established quality of service
standard profile further comprises an indication of the level of reliability of delivery
required for the subscriber processor nodes as data writers for transfer of exploration
and production data, and further including instructions stored in the data storage device

causing data writer subscriber processor nodes to perform the steps of:
requesting the indication of the level of reliability; and

sending the processed exploration and production data from the data writer
subscriber processor nodes to the publisher master node as data reader with the

indicated level of reliability.

64. A computer 1mplemented method of computerized processing in a data
processing system of data for exploration and production of hydrocarbons, the data

processing system including at least one master node established as a publisher of
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exploration and production data with an established quality of service standard profile
including a reliability policy for the exploration and production data being processed, a
plurality of processor nodes established as subscribers to receive exploration and
production data from the publisher master node, and a data memory, the method

comprising the computer processing steps of:

(a) transmitting the established quality of service standard profile from the

publisher master node to the subscriber processor nodes:

(b) establishing with the publisher master node a domain for exploration and
production processing by the publisher master node and designated ones of the plurality

of processor nodes as subscriber processor nodes;

(c) turther establishing the designated subscriber processor nodes as data
writers to transfer to the publisher master node the processed exploration and production

data;

(d) sending a source data sample of the exploration and production data from

the publisher master node to the designated subscriber processor nodes of the domain;

(e) processing the transmitted exploration and production data in the

designated subscriber processor nodes of the domain;

() monitoring at the publisher master node the processed exploration and

production data of the designated subscriber processor nodes of the domain;

(g) determining in the publisher master node whether the designated subscriber
processor nodes of the domain comply with the transmitted established quality of

service standard profile from the publisher master node; and

(h) 1f so, receiving at the publisher master node the processed exploration and
production data from the designated subscriber processor nodes which comply with the

transmitted established quality of service standard profile; and
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(1) if not, inhibiting at the publisher master node transfer to the publisher

master node of the processed exploration and production data from the designated
subscriber processor nodes which do not comply with the transmitted established

quality of service standard profile; and

(j) assembling in the data memory of the data processing system the processed

exploration and production data received at the publisher master node.

63. The computer implemented method of claim 64, wherein the data processing

system further includes a data display, and further including the computer processing
step of: forming an output display of the assembled processed exploration and

production data.

66. The computer implemented method of claim 64, wherein the exploration and

production data comprises a reservoir simulation model.

67. The computer implemented method of claim 64, wherein the exploration and

production data comprises a geological model of a reservorr.

68. The computer implemented method of claim 64, wherein the exploration and

production data comprises a seismic survey of the earth in a reservoir.

69. The computer implemented method of claim 64, wherein the publisher master
node is further established as a data writer for transmitting a plurality of sets of the

exploration and production data as domains for processing by the designated subscriber

processor nodes.

70. The computer implemented method of claim 69, wherein the designated
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subscriber processor nodes are further established as data readers for receiving and

processing selected ones of the a plurality of sets of the exploration and production data

as domains transmitted by the publisher master node.

71. The computer implemented method of claim 64, wherein the publisher master
node is further established as a data reader for receiving and transferring to the data

memory the processed exploration and production data received from the data writers of

the designated subscriber processor nodes.

72. The computer implemented method of claim 71, wherein the reliability policy
of the established quality of service standard profile comprises an indication of the level
of reliability of delivery required for the designated subscriber processor nodes as data

writers for transfer of exploration and production data, and further including the steps

of:

(a) requesting with the data writer designated subscriber processor nodes the

indication of the level of reliability according to the reliability policy; and

(b) sending the processed exploration and production data from the data writer
designated subscriber processor nodes to the publisher master node as data reader with

the indicated level of reliability required according to the reliability policy.

73. A data processing system for computerized processing of data or exploration
and production of hydrocarbons, the data processing system comprising a master ode, a

plurality of processor nodes and a data memory, the data processing further comprising:

(a) the master node established as a publisher of exploration and production
data with an established quality of service standard profile including a reliability policy
for the exploration and production data being processed, the master node performing the

steps of:
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(1) transmitting the established quality of service standard profile from

the publisher master node to the processor nodes:

(2) establishing with the publisher master node a domain for
exploration and production processing by the publisher master node and designated

ones of the plurality of processor nodes as subscriber processor nodes;

(3) further establishing the designated subscriber processor nodes as
data writers to transfer to the publisher master node the processed exploration and

production data;

(4) sending a source data sample of the exploration and production data
from the publisher master node to the designated subscriber processor nodes of the

domain;

(b) the plurality of processor nodes established as subscribers to receive
exploration and production data from the publisher master node, the plurality of

processor nodes performing the steps of:

(1) receiving in the designated subscriber processor nodes of the
domain the exploration and production data and the established quality of service

standard profile from the publisher master node;

(2) processing the transmitted exploration and production data in the

designated subscriber processor nodes of the domain; and
(¢) the master node further performing the steps of:

(1) monitoring the processed exploration and production data of the

designated subscriber processor nodes of the domain;

(2) determining whether the designated subscriber processor nodes of
the domain comply with the transmitted established quality of service standard profile

from the publisher master node;

_4) -



CA 02851279 2015-11-16

(3) if so, receiving the processed exploration and production data tfrom

the designated subscriber processor nodes which comply with the transmitted

established quality of service standard profile; and

(4) if not, inhibiting at the publisher master node transter ot the
processed exploration and production data from the designated subscriber processor
nodes which do not comply with the transmitted established quality of service standard

profile; and

(5) assembling in the data memory the processed exploration and
production data from the designated subscriber processor nodes which comply with the

transmitted established quality of service standard profile.

74. The data processing system of claim 73, further including a data display, and
wherein the master node further performs the step of: forming an output display of the

assembled processed exploration and production data.

75. The data processing system of claim 73, wherein the exploration and

production data comprises a reservoir simulation model.

76. The data processing system of claim 73, wherein the exploration and

production data comprises a geological model of a reservoir.

77. The data processing system of claim 73, wherein the exploration and

production data comprises a seismic survey of the earth in a reservoir.

78. The data processing system of claim 73, wherein the publisher master node i1s
further established as a data writer for transmitting different sets of the exploration and

production data as domains for processing by the designated subscriber processor nodes.
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79. The data processing system of claim 78, wherein the designated subscriber
processor nodes are further established as data readers for receiving and processing
selected ones of the different sets of the exploration and production data as domains

transmitted by the publisher master node.

80. The data processing system of claim 73, wherein the publisher master node 1s
further established as a data reader for receiving and transferring to the data memory the
processed exploration and production data received from the data writers of the

designated subscriber processor nodes.

81. The data processing system of claim 80, wherein the reliability policy of the
established quality of service standard profile comprises an indication of the level of
reliability of delivery required for the designated subscriber processor nodes as data

writers for transfer of exploration and production data, and further including the steps

of:

(a) requesting the indication of the level of reliability according to the

reliability policy; and

(b) sending the processed exploration and production data to the publisher
master node as data reader with the indicated level of reliability required according to

the reliability policy.

82. A data storage device having stored in a non-transitory computer readable
storage medium computer operable instructions for causing a data processing system to
perform computerized processing of data for exploration and production of
hydrocarbons, the data processing system including at least one master node established
as a publisher of exploration and production data with an established quality of service

standard profile including a reliability policy for the exploration and production data
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being processed, a plurality of processor nodes established as subscribers to receive the
exploration and production data from the publisher master node, and a data memory, the
instructions stored in the data storage device causing the data processing system to

pertorm the following steps:

(a) transmitting the established quality of service standard profile from the

publisher master node to the subscriber processor nodes;

(b) establishing with the publisher master node a domain for exploration and
production processing by the publisher master node and designated ones of the plurality

of processor nodes as subscriber processor nodes;

(c) further establishing the designated subscriber processor nodes as data

writers to transfer to the publisher master node the processed exploration and production

data;

(d) sending a source data sample of the exploration and production data from

the publisher master node to the designated subscriber processor nodes of the domain;

(¢) processing the transmitted exploration and production data in the

designated subscriber processor nodes of the domain;

() monitoring at the publisher master node the processed exploration and

production data of the designated subscriber processor nodes of the domain:

(g) determining in the publisher master node whether the designated subscriber
processor nodes of the domain comply with the transmitted established quality of

service standard profile from the publisher master node; and

(h) 1t so, receiving at the publisher master node the processed exploration and
production data from the designated subscriber processor nodes which comply with the

transmitted established quality of service standard profile; and

(1) 1t not, inhibiting at the publisher master node transfer to the publisher

master node of the processed exploration and production data from the designated
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subscriber processor nodes which do not comply with the transmitted established

quality of service standard profile; and

(J) assembling in the data memory of the computer system the processed

exploration and production data received at the publisher master node.

83. The data storage device of claim 82, wherein the data processing system

further includes a data display, and wherein the instructions further include instructions

causing the data processing system to perform the step of:

forming an output display of the assembled processed exploration and

production data.

84. The data storage device of claim 82, wherein the exploration and production

data comprises a reservoir simulation model.

835. The data storage device of claim 82, wherein the exploration and production

data comprises a geological model of a reservoir.

86. T'he data storage device of claim 82, wherein the exploration and production

data comprises a seismic survey of the earth in a reservoir.

87. The data storage device of claim 82, wherein the publisher master node is
further established as a data writer and wherein the instructions further include
instructions causing the publisher master node to perform the step of transmitting

ditferent sets of the exploration and production data as domains for processing by the

designated subscriber processor nodes.
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88. The data storage device of claim 87, wherein the designated subscriber
processor nodes are further established as data readers and wherein the instructions
further include instructions causing the designated subscriber processor nodes to
perform the step of receiving and processing selected ones of the different sets of the

exploration and production data as domains transmitted by the publisher master node.

89. The data storage device of claim 82, wherein the publisher master node is
further established as a data reader and wherein the instructions further include
instructions causing the publisher master node as data reader to perform the step of
rece1ving and transferring to the data memory the processed exploration and production

data received from the data writers of the designated subscriber processor nodes.

90. The data storage device of claim 89, wherein the reliability policy of the
established quality of service standard profile comprises an indication of the level of
reliability of delivery required for the designated subscriber processor nodes as data

writers for transfer of exploration and production data, and further including the steps

of:

(a) requesting with the data writer designated subscriber processor nodes the

indication of the level of reliability; and

(b) sending the processed exploration and production data from the data writer
designated subscriber processor nodes to the publisher master node as data reader with

the indicated level of reliability.
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