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(57) Abstract: By recognizing visual trigger events to determine start points and/or end points of voice data signals, the negative effects of noise on voice recognition may be significantly minimized. The visual trigger events may be predetermined gestures and/or predetermined postures of a user captured by a camera, which allow a system to appropriately focus attention on a user to optimize the receipt of a voice command in a noisy environment. This may be accomplished through the assistance of visual feedback component featuring the voice feedback provided to the system by the user. Since the visual trigger events are predetermined gestures and/or postures, the system may be able to distinguish which sounds produced by a user are voice commands and which sounds produced by the user is noise that is unrelated to the operation of the system.
Description

Title of Invention: VOICE RECOGNITION DEVICE, VOICE RECOGNITION METHOD, AND PROGRAM

CROSS REFERENCE TO RELATED APPLICATIONS

[0001] This application claims the benefit of Japanese Priority Patent Application JP 2013-025501, filed on February 13, 2013, the entire contents of which are incorporated herein by reference.

Technical Field

[0002] The present disclosure relates to a voice recognition device, a voice recognition method, and a program. More specifically, embodiments relate to a voice recognition device, a voice recognition method, and/or a program, which are capable of obtaining a voice section or a voice source direction using voice information and image information and performing voice recognition.

Background Art

[0003] A voice recognition process is a process of analyzing utterance content of a person acquired by, for example, a microphone. For example, when an information processing apparatus such as a mobile terminal or a television is provided with a voice recognition processing unit, an expression (user utterance) spoken by a user is analyzed, and processing based on the utterance can be performed.

[0004] However, an acquisition sound acquired by a microphone includes various kinds of noises (which are called noise, ambient sounds, masking sounds, and the like) as well as the user's voice which is a voice recognition target. It may be more difficult to perform a process of extracting only the specific user's expression from the acquisition sound including noises acquired by the microphone and analyzing the extracted expression as the amount of noise increases. Some existing voice recognition devices difficulties implementing sufficient voice recognition accuracy in noisy environments.

[0005] In voice recognition devices that use only sound information acquired by a microphone, it may be difficult to extract a desired sound and properly recognize it when a level of an ambient sound (e.g. the level of noise) is high.

[0006] In order to solve this problem, noise reduction techniques may use a beam forming process of selecting only a sound in a specific direction or an echo cancellation process of identifying an acoustic echo and cancelling the acoustic echo have been proposed as well. However, there is also a limit to the noise reduction process, and it is difficult to implement a voice recognition accuracy of a sufficient level through a configuration using such noise reduction techniques.

[0007] One technique for solving this problem uses image information as well as an ac-
quisition sound of a microphone. For example, Patent Literature 1 (JP 2012-3326A) discloses a configuration of improving a recognition accuracy in voice recognition by detecting a user's mouth motion (e.g. lip motion) from an image captured by a camera, determining a utterance section uttered by the user based on the lip motion, and/or selecting and analyzing only a microphone acquisition sound in the utterance section.

However, for example, when a motion unrelated to an utterance such as gum chewing is made, there is a problem in that it is difficult to determine an accurate utterance section based on the lip motion.

For example, for devices carried and operated by the user such as mobile terminals. Configurations of operating an input unit of a mobile terminal such as a switch of a touch panel and inputting an utterance start timing and an utterance end timing have also been proposed. Through this process, it is possible to reliably determine only a necessary voice section.

However, the voice section determination process based on the user's operation can be used when the user can directly operate a switch of a terminal while carrying an operable terminal with his/her hand, but there is a problem in that it is difficult to use the process, for example, when the user is apart from the device.
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Summary
Technical Problem

[0012] The present disclosure has been made in light of the above problems, and it is desirable to provide a voice recognition device, a voice recognition method, and/or a program, which are capable of accurately determining a desired utterance section uttered by the user even under the noisy environment and implementing high-accuracy voice recognition.

Solution to Problem

[0013] Embodiments relate to an apparatus configured to receive data signals. The voice data signal has a start point and/or an end point. The start point and/or end point are based on a visual trigger event. The visual trigger event is the recognition of at least one of a predetermined gesture and a predetermined posture.

[0014] Embodiments relate to a method including receiving a voice data signal. The voice data signal has a start point and/or an end point. The start point and/or the end point may be based on a visual trigger event. The visual trigger event is recognition of a predetermined gesture and/or a predetermined posture.
Embodiments relate to a non-transitory computer-readable medium having embodied thereon a program, which when executed by a processor of an apparatus causes the processor to perform a method. The method includes receiving a voice data signal. The voice data signal has a start point and/or an end point. The start point and/or the end point is based on a visual trigger event. The visual trigger event is recognition of at least one of a predetermined gesture and a predetermined posture.

**Advantageous Effects of Invention**

According to embodiments of the present disclosure, by recognizing visual trigger events to determine start points and/or end points of voice data signals, the negative effects of noise on voice recognition can be significantly minimized.

**Brief Description of Drawings**

[fig.1] Fig. 1 is a diagram illustrating an example of a concrete environment in which a voice recognition process is performed.
[fig.2] Fig. 2 is a diagram for describing an exemplary configuration of an information input unit including a plurality of microphones and a camera.
[fig.3] Fig. 3 is a diagram for describing an exemplary configuration of a voice recognition device according to an embodiment of the present disclosure.
[fig.4] Fig. 4 is a diagram for describing an exemplary analysis process of a voice source direction using a microphone array.
[fig.5] Fig. 5 is a diagram for describing a detection process of a voice source direction and a voice section.
[fig.6] Fig. 6 is a diagram illustrating a flowchart for describing a general sequence of a voice recognition process using a voice.
[fig.7] Fig. 7 is a diagram for describing a face direction determination process performed by a face direction estimating unit 114 and a line-of-sight direction determination process performed by a line-of-sight direction estimating unit 115.
[fig.8] Fig. 8 is a diagram for describing an utterance section determination example using posture information 123 detected by a posture recognizing unit 119 and gesture information 124 detected by a gesture recognizing unit 120.
[fig.9] Fig. 9 is a diagram for describing an utterance section determination example using the posture information 123 detected by the posture recognizing unit 119 and the gesture information 124 detected by the gesture recognizing unit 120.
[fig.10] Fig. 10 is a diagram for describing an utterance section determination example using the posture information 123 detected by the posture recognizing unit 119 and the gesture information 124 detected by the gesture recognizing unit 120.
[fig.11] Fig. 11 is a diagram for describing a voice section (utterance section) determination process example performed by the voice recognition device according to an
embodiment of the present disclosure.

[fig.12] Fig. 12 is a diagram illustrating a flowchart for describing a decision process sequence of a voice source direction and a voice section performed by the voice recognition device according to an embodiment of the present disclosure.

[fig.13] Fig. 13 is a diagram for describing a voice source direction determination process example using an image.

[fig.14] Fig. 14 is a diagram illustrating a flowchart for describing the details of a decision process of a voice source direction and a voice section performed in step S206 in the flow of Fig. 13.

[fig.15] Fig. 15 is a diagram for describing a process of determining whether a face direction or a line-of-sight direction of a user who is estimated as a voice source is within a predetermined range.

[fig.16] Fig. 16 is a diagram for describing a process of determining whether a face direction or a line-of-sight direction of a user who is estimated as a voice source is within a predetermined range.

[fig.17] Fig. 17 is a diagram illustrating a flowchart for describing the details of a decision process of a voice source direction and a voice section performed in step S206 in the flow of Fig. 13.

[fig.18] Fig. 18 is a diagram for describing an embodiment of identifying whether a user is viewing a predetermined specific position and determining an utterance section or the like.

[fig.19] Fig. 19 is a diagram for describing an embodiment of identifying whether a user is viewing a predetermined specific position and determining an utterance section or the like.

[fig.20] Fig. 20 is a diagram illustrating a flowchart for describing an embodiment of identifying whether a user is viewing a predetermined specific position and determining an utterance section or the like.

[fig.21] Fig. 21 is a diagram illustrating a flowchart for describing the details of a decision process of a voice source direction and a voice section performed in step S509 in the flow of Fig. 20.

[fig.22] Fig. 22 is a diagram for describing an exemplary configuration of a voice recognition device that performs a face identification process.

[fig.23] Fig. 23 is a diagram for describing an embodiment in which a cloud type process is performed.

[fig.24] Fig. 24 is a diagram for describing data representing an accuracy rate of voice recognition when a decision process of a voice source direction and a voice section according to various techniques is performed.
Description of Embodiments

Hereinafter, a voice recognition device, a voice recognition method, and a program will be described in detail with reference to the appended drawings. The details of processing will be described below in connection with the following sections.

1. Outline of configuration and processing of voice recognition device of present disclosure
2. Configuration and processing of voice recognition device according to embodiment of present disclosure
3. Exemplary decision process of voice source direction and voice section
   3-1. First exemplary decision process of voice source direction and voice section
   3-2. Second exemplary decision process of voice source direction and voice section
4. Embodiment of identifying that user is viewing a specific position and performing processing
5. Configuration of performing face identification process
6. Other embodiments
   6-1. Embodiment in which cloud type process is performed
   6-2. Embodiment in which voice section detection process is performed based on operation of operating unit
7. Improvement in voice recognition rate using image data
8. Conclusion of configuration of present disclosure

Hereinafter, the description will proceed in connection with the following sections.

First of all, an outline of a configuration and processing of a voice recognition device according to the present disclosure will be described. Fig. 1 is a diagram illustrating an exemplary use of the voice recognition device according to the present disclosure. The voice recognition device according to the present disclosure can be assembled in various devices for use. Specifically, for example, the voice recognition device can be implemented as various devices such as a television, a mobile terminal, and a DVD player. As illustrated in Fig. 1, a voice recognition device 10 is a television and is equipped with a voice recognition processing unit that executes voice recognition in the television.

As illustrated in Fig. 1, the voice recognition device 10 includes an information input unit 20. The information input unit 20 includes a microphone array composed of a plurality of microphones serving as a voice input unit, and a camera (imaging unit) that serves as an image input unit and captures a moving image.

As illustrated in Fig. 1, users 31 to 34 which are television viewers are in front of the
television which is the voice recognition device 10. The users make various processing requests to the television through utterance. For example, when the user 31 gives an utterance "change a channel to a channel 4" to the television, the voice recognition device 10 serving as the television analyzes the user 31’s utterance, and outputs analysis information to a control unit that controls the television, and then a television channel change process is performed under control of the control unit.

[0022] The voice recognition device 10 selects a target sound using information input to the information input unit 20 configured with the microphones and the camera, and performs sound analysis. Here, a sound acquired by the microphones of the information input unit 20 includes various noises (ambient sounds) as well as a target sound which is a voice recognition target. The voice recognition device 10 selects the target sound from the sound including the noises acquired by the microphones, performs analysis of the target sound, that is, voice recognition, and acquires utterance content.

[0023] In order to extract the target sound which is the voice recognition target from an observed sound signal with various noises, a process of determining a voice source direction and a voice section of the target sound is consequential. This process is performed using image information or voice information input through the information input unit 20.

[0024] Fig. 2 illustrates an exemplary configuration of the information input unit 20. As illustrated in Fig. 2, the information input unit 20 includes a camera 21 serving as an imaging unit that acquires image information and a microphone array 22 composed of a plurality of microphones arranged in a horizontal direction.

[0025] Each of the microphones configuring the microphone array 22 acquires a sound having a phase difference according to a voice source direction of an acquisition sound. A voice processing unit of the voice recognition device 10 analyzes the phase differences of the acquisition sounds of the respective microphones, and analyzes the voice source direction of the respective sounds.

[0026] For example, the camera 21 is a video camera and acquires an image of a scene in front the television. An image processing unit of the voice recognition device 10 analyzes an acquisition image, identifies a human region or a face region included in the image, analyzes a change in motion or shape of a human hand and a lip image which is a motion of a mouth region, and acquires information to be used for voice recognition.

[0027] (2. Configuration and processing of voice recognition device according to embodiment of present disclosure)

Next, a configuration and processing of the voice recognition device according to the embodiment of present disclosure will be described with reference to Fig. 3. Fig. 3 is a
block diagram illustrating an exemplary configuration of the voice recognition device 10 according to the present disclosure. As illustrated in Fig. 3, the voice recognition device 10 includes an image processing unit 110 and a voice processing unit 130.

[0028] An image input unit 111 of the image processing unit 110 illustrated in Fig. 3 is the camera 21 of the information input unit 10 illustrated in Fig. 2 or an input unit that receives an image captured by the camera 21. Here, the input image is a moving image. A voice input unit 131 of the voice processing unit 130 illustrated in Fig. 3 is the microphone array 22 of the information input unit 10 illustrated in Fig. 2 or an input unit that receives the acquisition sounds of the microphones from each of the microphones configuring the microphone array 22.

[0029] The acquisition sounds of the voice input unit 131 of the voice processing unit 130 are the acquisition sounds of the plurality of microphones arranged at a plurality of different positions. A voice source direction estimating unit 132 estimates the voice source direction based on the acquisition sounds of the plurality of microphones.

[0030] As described above with reference to Fig. 2, each of the microphones configuring the microphone array 22 acquires a sound with a phase difference according to a voice source direction of an acquisition sound. The voice source direction estimating unit 132 estimates the voice source direction based on a plurality of sound signals having a phase difference acquired by the plurality of microphones.

[0031] For example, a microphone array 201 including a plurality of microphones 1 to 4 arranged at different positions acquires a sound from a voice source 202 positioned in a specific direction as illustrated in Fig. 4. Arrival times at which the sound from the voice source 202 arrives at the respective microphones of the microphone array 201 slightly deviate from one another. In the example of Fig. 4, the sound arrives at the microphone 1 at a time t6 but arrives at the microphone 4 at a time t7.

[0032] As described above, each microphone acquires a sound signal having a phase difference according to a voice source direction. The phase difference differs according to the voice source direction, and the voice source direction can be obtained by analyzing the phase differences of the sound signals acquired by the respective microphones. The voice source direction analysis process is disclosed, for example, in Patent Literature 2 (JP 2006-72163 A).

[0033] In the present embodiment, the voice source direction is assumed to be represented by an angle q from a vertical line 203 vertical to a microphone arrangement direction of the microphone array as illustrated in Fig. 4. In other words, the angle q from the vertical direction line 203 illustrated in Fig. 4 is used as a voice source direction q 204.

[0034] The voice source direction estimating unit 132 of the voice processing unit 130 estimates the voice source direction based on the acquisition sounds which are acquired by the plurality of microphones arranged at a plurality of different positions
and input through the voice input unit 131 that receives the sounds from the microphone array as described above.

[0035] A voice section detecting unit 133 of the voice processing unit 130 illustrated in Fig. 3 determines a voice start time and a voice end time of a voice from the specific voice source direction estimated by the voice source direction estimating unit 132. For this process, performed is a process of giving a delay according to a phase difference to each of input sounds with a phase difference which are input in the specific voice source direction and acquired through the plurality of microphones configuring the microphone array, lining up phases of the acquisition sounds of the respective microphones, and obtaining the sum of the respective observed signals.

[0036] Through this process, an enhancement process of the target sound is performed. In other words, through the observed signal summation process, only a sound in the specific voice source direction can be enhanced while reducing the sound level of the remaining ambient sounds.

[0037] The voice section detecting unit 133 performs a voice section determination process of determining a rising position of the sound level as a voice section start time and a falling position of the sound level as a voice section end time using the addition signal of the observed signals of the plurality of microphones as described above.

[0038] Through the processes of the voice source direction estimating unit 132 and the voice section detecting unit 133 of the voice processing unit 130, for example, analyzed data illustrated in Fig. 5 can be acquired. The analyzed data illustrated in Fig. 5 is as follows.

Voice source direction = 0.40 radian
Voice section (start time) = 5.34 sec
Voice section (end time) = 6.80 sec

[0039] The voice source direction (q) is an angle (q) from the vertical line to the microphone arrangement direction of the microphone array as described above with reference to Fig. 5. The voice section is information representing a start time and an end time of an utterance section of a voice from the voice source direction. In the example illustrated in Fig. 5, a voice start time representing an utterance start is 5.34 sec, and a voice end time representing an utterance end is 6.80 sec. Here, a measurement start time is set to 0.

[0040] The voice recognition process using only the sound signal has been used in the past. In other words, the system that executes the voice recognition process using only the voice processing unit 130 without using the image processing unit 110 illustrated in Fig. 3 has been used in the past. Before a description of the voice recognition process using the image processing unit 110 which is one of features in the configuration of the present disclosure, a general voice recognition process sequence using only the voice
processing unit 130 will be first described with reference to a flowchart of Fig. 6.

[0041] First of all, in step S101, the voice source direction is estimated. This process is executed in the voice source direction estimating unit 132 illustrated in Fig. 3, for example, according to the process described above with reference to Fig. 4.

[0042] Next, in step S102, the voice section is detected. This process is executed by the voice section detecting unit 133 illustrated in Fig. 3. As described above, the voice section detecting unit 133 gives a delay according to a phase difference to each of input sounds with a phase difference which are input in the specific voice source direction and acquired through the plurality of microphones configuring the microphone array, lines up phases of the acquisition sounds of the respective microphones, and obtains the sum of the respective observed signals. Through this process, the voice section determination process of acquiring an enhanced signal of the target sound and determining the rising position of the sound level of the enhanced signal and the falling position of the sound level thereof as the voice section start time and the voice section end time is performed.

[0043] Next, in step S103, a voice source waveform is extracted. This process is performed by a voice source extracting unit 135 illustrated in Fig. 3. The flow illustrated in Fig. 6 is an example in which processing of the voice recognition process using only a voice is performed, but processing of a voice source direction/voice section deciding unit 134 using an input signal from the image processing unit 110 illustrated in Fig. 3 is not performed.

[0044] In the process using only the sound signal, the voice source extracting unit 135 of the voice processing unit 130 illustrated in Fig. 3 performs the voice source extraction process using only the voice source direction estimated by the voice source direction estimating unit 132 of the voice processing unit 130 illustrated in Fig. 3 and the voice section information detected by the voice section detecting unit 133.

[0045] The voice source extracting unit 135 performs the voice source waveform extraction process of step S103 illustrated in Fig. 6. The voice source waveform is used in the process of setting a sound signal selected based on the voice source direction estimated by the voice source direction estimating unit 132 and the voice section information detected by the voice section detecting unit 133 as an analysis target and analyzing a change in the frequency level or the like, and this process has been performed in the voice recognition process in the past.

[0046] Next, in step S104, the voice recognition process is performed. This process is performed by a voice recognizing unit 135 illustrated in Fig. 3. The voice recognizing unit 135 includes dictionary data in which frequency change patterns in various utterances which are registered in advance are registered. The voice recognizing unit 135 compares the frequency change pattern of the acquisition sound obtained by analysis
based on the acquisition sound by the voice source extracting unit 135 with the
dictionary data using the dictionary data, and selects dictionary registration data having
a high degree of coincidence. The voice recognizing unit 136 determines an expression
registered to the selected dictionary data as utterance content.

A sequence of performing voice recognition using only a sound acquired using a mi-
crophone is almost the same as the process according to the flow illustrated in Fig. 6.
However, in the process using only a sound, there is a limitation to determination of
the voice source direction and the analysis accuracy of the voice section. Particularly,
when a level of a noise (ambient sound) other than a target sound is high, the deter-
mination accuracy of the voice source direction and the voice section is lowered, and
as a result, there is a problem in that it is difficult to perform the sufficient voice
recognition process.

In order to solve this problem, in the configuration of the present disclosure, the
image processing unit 110 is provided, and information acquired in the image
processing unit 110 is output to the voice source direction/voice section deciding unit
134 of the voice processing unit 130 as illustrated in Fig. 3.

The voice source direction/voice section deciding unit 134 performs the process of
deciding the voice source direction and the voice section using analysis information of
the image processing unit 110 in addition to the voice source direction information
estimated by the voice source direction estimating unit 132 of the voice processing unit
130 and the voice section information detected by the voice section detecting unit 133.
As described above, the voice recognition device according to the present disclosure
decides the voice source direction and the voice section using the image analysis result
as well as the sound, and thus the voice source direction and the voice section can be
determined with a high degree of accuracy, and as a result, high-accuracy voice
recognition can be implemented.

Next, the voice recognition process using the image processing unit 110 of the voice
recognition device illustrated in Fig. 3 will be described.

In the image processing unit 110 of the voice recognition device according to the
present disclosure, an image acquired by the camera 21 which is the imaging unit of
the information input unit 20 described above with reference to Fig. 2 is input to the
image input unit 111 illustrated in Fig. 3, and the input image is input to a face region
detecting unit 112 and a human region detecting unit 113. The camera 21 captures a
moving image, and sequentially outputs image frames which are consecutively
captured.

The face region detecting unit 112 illustrated in Fig. 3 detects a face region of a
person from each of the image frames of the input image. The human region detecting
unit 113 detects a human region from each of the image frames of the input image. The
region detection process can be performed using an existing technique.

[0053] For example, the face region detecting unit 112 holds face pattern information which is composed of shape data and brightness data and represents a feature of a face which is registered in advance. The face region detecting unit 112 performs a process of detecting a region similar to a registered pattern from an image region in an image frame using the face pattern information as reference information, and detects a face region in an image. Similarly, the human region detecting unit 113 performs a process of detecting a region similar to a registered pattern from an image region in an image frame using a human pattern which is composed of shape data and brightness data and represents a feature of a human which is registered in advance as reference information, and detects a human region in an image. In the human region detection process performed by the human region detecting unit 113, only an upper body region of a human may be detected.

[0054] The face region detection information of the face region detecting unit 112 is input to a face direction estimating unit 114 and a lip region detecting unit 116 together with image information of each image frame. The face direction estimating unit 114 determines a direction in which a face included in the face region in the image frame detected by the face region detecting unit 112 looks with respect to the camera 21 of the information input unit 20 illustrated in Fig. 2.

[0055] The face direction estimating unit 114 determines positions of respective parts of the face such as an eye position and a mouth position from the face region detected by the face region detecting unit 112, and estimates a direction toward which the face looks based on a positional relation of the face parts. Further, the face direction estimation information estimated by the face direction estimating unit 114 is output to a line-of-sight direction estimating unit 115. The line-of-sight direction estimating unit 115 estimates the line-of-sight direction of the face included in the face region based on the face direction estimation information estimated by the face direction estimating unit 114.

[0056] Face/line-of-sight direction information 121 including at least one information of the face direction information estimated by the face direction estimating unit 114 and the line-of-sight direction information estimated by the line-of-sight direction estimating unit 115 is output to the voice source direction/voice section deciding unit 134.

[0057] Here, the line-of-sight direction estimating unit 115 may be omitted, and only the face direction information may be generated and output to the voice source direction/voice section deciding unit 134. Alternatively, only the line-of-sight direction information generated by the line-of-sight direction estimating unit 115 may be output to the voice source direction/voice section deciding unit 134.

[0058] An exemplary face direction determination process performed by the face direction
estimating unit 114 and an exemplary line-of-sight direction determination process performed by the line-of-sight direction estimating unit 115 will be described with reference to Fig. 7. Fig. 7 illustrates two examples of an example (a) of determining that the face direction and the line-of-sight direction are the front direction with respect to the camera and an example (b) of determining that the face direction and the line-of-sight direction are the side direction with respect to the camera.

The face direction estimating unit 114 and the line-of-sight direction estimating unit 115 determine a direction of the face based on the positional relation of the face parts included in the face region, and determine that a direction in which the face looks is the line-of-sight direction as illustrated in Fig. 7. The face/line-of-sight direction information 121 including at least one piece of information of the face direction or the line-of-sight direction generated through the determination processes is output the voice source direction/voice section deciding unit 134.

The lip region detecting unit 116 detects a region of a mouth, that is, a lip region of the face included in the face region in each image frame detected by the face region detecting unit 112. For example, the lip region detecting unit 116 detects a region similar to a registered pattern as a lip region from the face region in the image frame detected by the face region detecting unit 112 using a lip shape pattern which is registered to a memory in advance as reference information.

The lip region information detected by the lip region detecting unit 116 is output to a lip motion based detecting unit 117. The lip motion based detecting unit 117 estimates the utterance section based on a motion of the lip region. In other words, a time (voice section start time) at which an utterance started and a time (voice section end time) at which an utterance ended are determined based on the mouth motion. The determination information is output to the voice source direction/voice section deciding unit 134 as lip motion based detection information 122.

The utterance section analysis process based on a lip motion is disclosed, for example, in JP 2012-3326 A, and the lip motion based detecting unit 117 performs the process disclosed, for example, in JP 2012-3326 A and determines the utterance section.

A hand region detecting unit 118 detects a region of a hand included in the human region in the image frame detected by the human region detecting unit 113. The utterer is notified of actions of a hand that have to be taken at the time of an utterance start or at the time of an utterance end in advance. For example, a setting may be made so that "paper" in the rock-paper-scissors game can be shown when an utterance starts. A setting may be made so that "rock" can be shown when an utterance ends. The hand region detecting unit 118 determines whether the shape of the hand representing an utterance start or an utterance end has been detected according to the setting in-
formation.

[0064] For example, the hand region detecting unit 118 detects a region similar to a registered pattern as a hand region from the human region in the image frame detected by the human region detecting unit 113 using a hand shape pattern which is registered to a memory in advance as reference information.

[0065] The hand region information detected by the hand region detecting unit 118 is output to a posture recognizing unit 119 and a gesture recognizing unit 120. The posture recognizing unit 119 analyzes postures of the hand regions in the consecutive image frames detected by the hand region detecting unit 118, and determines whether the posture of the hand which is registered in advance has been detected.

[0066] Specifically, for example, when registered posture information of "paper" in the rock-paper-scissors game is set as registered posture information, the posture recognizing unit 119 performs a process of detecting a posture of "paper" shown by the hand included in the hand region. The detection information is output to the voice source direction/voice section deciding unit 134 as posture information 123. The registration information is registration information of which the user is notified in advance, and the user takes the registered posture when giving an utterance.

[0067] For example, concrete setting examples of the registered posture information are as follows:

(1) showing "paper" when starting an utterance section;
(2) showing "paper" when starting an utterance section, and close "paper" and show "rock" when finishing an utterance section; and
(3) showing "paper" at any point in time of an utterance section.

[0068] For example, one of the posture information (1) to (3) is registered as the registration information, and a notification thereof is given to the user. The user takes a predetermined action at an utterance timing according to the registration information. The voice recognition device can detect the utterance section according to the action.

[0069] Meanwhile, the gesture recognizing unit 120 analyzes motions (gestures) of the hand regions in the consecutive image frames detected by the hand region detecting unit 118, and determines whether the motion (gesture) of the hand which is registered in advance has been detected.

[0070] Here, the posture represents a posture of the hand, and the gesture represents a motion of the hand. Specifically, for example, when motion (gesture) information of a motion of raising the hand is set as registered gesture information, the gesture recognizing unit 120 performs a process of analyzing the hand regions in the consecutive image frames and detecting a motion (gesture) of raising the hand. This detection information is output to the voice source direction/voice section deciding unit 134 as gesture information 124. The registration information is registration information of
which the user is notified in advance, and the user takes the registered motion (gesture) when giving an utterance.

[0071] For example, concrete setting examples of the registered posture information are as follows:

1. raising the hand when starting an utterance section;
2. raising the hand when starting an utterance section and lower the hand when finishing an utterance section; and
3. raising the hand at any point in time of an utterance section.

[0072] For example, one of the motion (gesture) information (1) to (3) is registered as the registration information, and a notification thereof is given to the user. The user takes a predetermined action at an utterance timing according to the registration information. The voice recognition device can detect the utterance section according to the action.

[0073] An utterance section determination example using the posture information 123 detected by the posture recognizing unit 119 and the gesture information 124 detected by the gesture recognizing unit 120 will be described with reference to Figs. 8 to 10.

[0074] Fig. 8 illustrates image which are continuously captured at times (tl) to (t4) by the camera 21 of the information input unit 20. States of the users in the respective images are as follows:

(tl) (rock) state in which the hand is lowered and closed;
(t2) (paper) state in which the hand is raised and opened;
(t3) (paper) state in which the hand is raised and opened; and
(t4) (rock) state in which the hand is lowered and closed.

[0075] In other words, the user takes a motion of raising and opening the hand (paper) and then lowering and closing the hand (rock) again from the (rock) state in which the hand is lowered and closed. An utterance is given during this motion period of time. In the example illustrated in Fig. 8,
utterance start time = t2, utterance end time = t4, and
the utterance section corresponds to a section between t2 and t4.

[0076] The example illustrated in Fig. 8 is an example of the above setting in which a setting of the registered posture information registered to the memory of the voice recognition device is:

1. showing "paper" when starting an utterance section.
The posture recognizing unit 119 outputs the time (t2) at which "paper" is detected in the user's hand to the voice source direction/voice section deciding unit 134 as the posture information 123.

[0077] Further, the example illustrated in Fig. 8 is an example of the above setting in which a setting of the registered motion (gesture) information registered to the memory of the
voice recognition device is:
(1) raising the hand when starting an utterance section.
The gesture recognizing unit 120 outputs the time (t2) at which the user's raised hand is
detected to the voice source direction/voice section deciding unit 134 as the gesture information 124.

The voice source direction/voice section deciding unit 134 can identify the time (t2)
as the utterance start time based on the posture information 123 or the gesture information.

Fig. 9 illustrates image which are continuously captured at times (t1) to (t4), similarly
to Fig. 8. States of the users in the respective images are as follows:
(t1) (rock) state in which the hand is lowered and closed;
(t2) (paper) state in which the hand is raised and opened;
(t3) (paper) state in which the hand is raised and opened; and
(t4) (rock) state in which the hand is lowered and closed.
In other words, the user takes a motion of raising and opening the hand (paper) and
then lowering and closing the hand (rock) again from the (rock) state in which the hand
is lowered and closed. An utterance is given during this motion period of time.

In the example illustrated in Fig. 9, similarly to the example illustrated in Fig. 8,
utterance start time = t2,
utterance end time = t4, and
the utterance section corresponds to a section between t2 and t4.

The example illustrated in Fig. 9 is an example of the above setting in which a setting
of the registered posture information registered to the memory of the voice recognition
device is:
(2) showing "paper" when starting an utterance section and close "paper" when
finishing an utterance section.
The posture recognizing unit 119 outputs the time (t2) at which "paper" is detected
and the time (t4) at which "paper" is closed in the user's hand to the voice source
direction/voice section deciding unit 134 as the posture information 123.

Further, the example illustrated in Fig. 9 is an example of the above setting in which
a setting of the registered motion (gesture) information registered to the memory of the
voice recognition device is:
(2) raising the hand when starting an utterance section and lowering the hand when
finishing at utterance section.
The gesture recognizing unit 120 outputs the time (t2) at which the user's hand is
raised and the time (t4) at which the user's hand is lowered to the voice source
direction/voice section deciding unit 134 as the gesture information 124.

The voice source direction/voice section deciding unit 134 can identify the time (t2)
as the utterance start time and the time (t4) as the utterance end time based on the posture information 123 or the gesture information.

[0084] Fig. 10 illustrates image which are continuously captured at times (t1) to (t4), similarly to Figs. 8 and 9. States of the users in the respective images are as follows:
   (t1) (rock) state in which the hand is lowered and closed;
   (t2) (rock) state in which the hand is raised and closed;
   (t3) (paper) state in which the hand is raised and opened; and
   (t4) (rock) state in which the hand is lowered and closed.

In other words, the user takes a motion of raising and opening the hand (paper) and then lowering and closing the hand (rock) again from the (rock) state in which the hand is lowered and closed. An utterance is given during this motion period of time.

[0085] In the example illustrated in Fig. 10, similarly to the example illustrated in Figs. 8 and 9,
   utterance start time = t2,
   utterance end time = t4, and
   the utterance section corresponds to a section between t2 and t4.

[0086] The example illustrated in Fig. 10 is an example of the above setting in which a setting of the registered posture information registered to the memory of the voice recognition device is:
   (2) showing "paper" at any point in time of an utterance section.
   The posture recognizing unit 119 outputs the time (t3) at which "paper" is detected in the user's hand to the voice source direction/voice section deciding unit 134 as the posture information 123.

[0087] Further, the example illustrated in Fig. 10 is an example of the above setting in which a setting of the registered motion (gesture) information registered to the memory of the voice recognition device is:
   (2) raising the hand at any point in time of an utterance section.
   The gesture recognizing unit 120 outputs the time (t2) at which the user's hand is raised and the time (t4) at which the user's hand is lowered to the voice source direction/voice section deciding unit 134 as the gesture information 124.

[0088] The voice source direction/voice section deciding unit 134 can identify the time (t2) a time within the utterance section based on the posture information 123 or the gesture information.

[0089] One of features of the process performed by the voice recognition device according to the present disclosure lies in that a plurality of different pieces of information can be used in the voice section (utterance section) determination process, and the start position (time) of the voice section and the end position (time) of the voice section are determined based on different pieces of information.
An example of the voice section (utterance section) determination process performed by the voice recognition device according to the present disclosure will be described with reference to Fig. 11. Fig. 11 illustrates a type of information acquired for the voice section detection process by the voice recognition device according to the present disclosure and an exemplary use of respective information. In other words, tables of (1) type of information used for voice section detection and (2) combination example of information used in voice section detection are illustrated. Here, the voice section detection process is performed in the voice source direction/voice section deciding unit 134 illustrated in Fig. 3.

As illustrated in (1) type of information used for voice section detection of Fig. 11, the voice recognition device according to the present disclosure has a configuration capable of using the following information as information used for voice section detection:

(A) the posture or gesture information;
(B) the lip motion information; and
(C) the voice information.

The voice source direction/voice section deciding unit 134 of the voice processing unit 130 illustrated in Fig. 3 decides the voice section selectively using the respective pieces of information.

(A) The posture or gesture information is information corresponding to the posture information 123 generated by the posture recognizing unit 119 of the image processing unit 110 in the device configuration illustrated in Fig. 3 and the gesture information 124 generated by the gesture recognizing unit 120.

(B) The lip motion information is information corresponding to the lip motion based detection information 122 generated by the lip motion based detecting unit 117 of the image processing unit 110 illustrated in Fig. 3.

(C) The voice information is information corresponding to the voice section information generated by the voice section detecting unit 133 of the voice processing unit 130 illustrated in Fig. 3.

The voice source direction/voice section deciding unit 134 of the voice processing unit 130 illustrated in Fig. 3 decides the voice section selectively using the respective pieces of information. A concrete information use example is (2) combination example of information used for voice section detection of Fig. 11. Specifically, for example, the voice section detection is performed using the following information combinations.

(A) The posture or gesture information is used for determination of the voice section start position (time), and (B) the lip motion information is used for determination of the voice section end position (time).
(Set 2)
(A) the posture or gesture information is used for determination of the voice section start position (time), and (C) the voice information is used for determination of the voice section end position (time).

(S) (Step S202)
(B) the lip motion information is used for determination of the voice section start position (time), and (C) the voice information is used for determination of the voice section end position (time).

As described above, the voice recognition device according to the present disclosure uses different pieces of information for determination of the voice section start position and determination of the voice section end position. The example illustrated in (2) of Fig. 11 is exemplary, and any other combination is possible and, for example, a plurality of pieces of information may be used for determination of the start position or the end position of the voice section. For example, a setting in which various pieces of information are combined may be made such as a setting in which two pieces of information of (A) the posture or gesture information and (C) the voice information are used for determination of the voice section start position, and two pieces of information of (B) the lip motion information and (C) the voice information are used for determination of the voice section end position.

Next, the decision process sequence of the voice source direction and the voice section performed by the voice recognition device according to the present disclosure will be described with reference to a flowchart illustrated in Fig. 12. The process illustrated in Fig. 12 is performed by the voice recognition device including the image processing unit 110 and the voice processing unit 130 illustrated in Fig. 3. For example, this process may be performed such that a program recording a processing sequence according to the flow of Fig. 12 is read from a memory and executed under control of a data processing unit including a CPU having a program execution function or the like.

The process of respective steps in the processing flow illustrated in Fig. 12 will be sequentially described.

(Step S201)
First of all, in step S201, the detection process of the voice source direction and the voice section is performed based on the voice information. This process is performed by the voice source direction estimating unit 132 and the voice section detecting unit 133 of the voice processing unit 130 illustrated in Fig. 3. This process corresponds to the detection process of the voice source direction and the voice section based on only a sound described above with reference to Figs. 4 to 6.
In step S202, the detection process of the voice source direction and the voice section is performed based on a posture recognition result or a gesture recognition result. This process is a process in which the voice source direction/voice section deciding unit 134 detects the voice source direction and the voice section based on the posture information 123 generated by the posture recognizing unit 119 of the image processing unit 110 illustrated in Fig. 3 or the gesture information 124 generated by the gesture recognizing unit 120 thereof. This process corresponds to the detection process of the voice source direction and the voice section using the posture information or the gesture information described above with reference to Figs. 8 to 10.

The voice source direction is decided based on the user's image position at which the posture or the gesture has been detected. An exemplary voice source direction determination process using this image will be described with reference to Fig. 13. Fig. 13 illustrate images captured by the camera of the information input unit, that is, captured images a to c when the users are positioned at three different positions (a) to (c) with respect to the television equipped with the voice recognition device. The users shown in the captured images a to c are users whose posture or gesture has been detected.

When the user is positioned at the position of (a) illustrated in Fig. 13, that is, at the left position when viewed from the television, the user is output at the left side of the captured image a as shown in the captured image a. When the user is detected at the left side in the image as in the captured image a, the voice source direction can be determined as the front left direction of the television (the voice recognition device). As described above, the voice source direction/voice section deciding unit 134 acquires the captured image, and determines the voice source direction based on the user display position in the captured image. Here, the user is a user whose posture or gesture has been detected.

When the user is positioned at the position of (b) illustrated in Fig. 13, that is, at the central position when viewed from the television, the user is output at the center of the captured image b as shown in the captured image b. When the user is detected at the center in the image as in the captured image b, the voice source direction can be determined as the front direction of the television (the voice recognition device). As described above, the voice source direction/voice section deciding unit 134 acquires the captured image, and determines the voice source direction based on the user display position in the captured image. Here, the user is a user whose posture or gesture has been detected.

Further, when the user is positioned at the position of (c) illustrated in Fig. 13, that is, at the right position when viewed from the television, the user is output at the right side of the captured image c as shown in the captured image c. When the user is detected at the right side in the image as in the captured image c, the voice source direction can be
determined as the front right direction of the television (the voice recognition device).
As described above, the voice source direction/voice section deciding unit 134 acquires
the captured image, and determines the voice source direction based on the user
display position in the captured image. Here, the user is a user whose posture or
gesture has been detected.

[0103] As described above, the voice source direction/voice section deciding unit 134 can
determine the position of the user whose posture or gesture has been detected based on
the captured image and determine the voice source direction based on the image.

[0104] (Step S203)
In step S203, the detection process of the voice source direction and the voice section
is performed based on the lip motion. This process corresponds to the generation
process of the lip motion based detection information 122 generated by the lip motion
based detecting unit 117 of the image processing unit 110 illustrated in Fig. 3.

[0105] As described above, the lip motion based detecting unit 117 estimates the utterance
section based on a motion of the lip region. In other words, a time (voice section start
time) at which an utterance starts and a time (voice section end time) at which an
utterance ends are determined based on the mouth motion. The determination in-
formation is output to the voice source direction/voice section deciding unit 134 as the
lip motion based detection information 122. As described above, the utterance section
analysis process based on the lip motion is disclosed, for example, in JP 2012-3326 A,
and the lip motion based detecting unit 117 uses a process disclosed, for example, in JP
2012-3326 A.

[0106] The voice source direction is decided based on the image position of the user whose
lip motion has been detected. The voice source direction determination process using
this image is identical to the process described above with reference to Fig. 13.
However when the process of step S203 is applied, the users shown in the captured
images a to c illustrated in Fig. 13 are users whose lip motion has been detected.

[0107] Basically, each of the processes of steps S201 to S203 in the flow illustrated in Fig.
12 is performed as a process of generating an information set of any one of the
following information combinations:
(a) the voice section start position information and the voice source direction in-
formation; and
(b) the voice section end position information and the voice source direction in-
formation,
and outputting the generated information set to the voice source direction/voice
section deciding unit 134.

[0108] Further, the processes of steps S201 to S203 are performed using the voice source
direction/voice section deciding unit 134 illustrated in Fig. 3. The voice source
direction/voice section deciding unit 134 sequentially performs the process in the order in which information output from the voice section output unit 133 or from the respective processing units of the image processing unit 110 is input.

[0109] (Step S204)
In step S204, the face direction or the line-of-sight direction is estimated. This process is performed by the face direction estimating unit 114 or the line-of-sight direction estimating unit 115 of the image processing unit 110 illustrated in Fig. 3, and corresponds to the generation process of the face/line-of-sight direction information 121 illustrated in Fig. 3.

[0110] As described above with reference to Fig. 7, the face direction estimating unit 114 and the line-of-sight direction estimating unit 115 determine a direction of the face based on the positional relation of the face parts included in the face region, and determine the direction in which the face looks as the line-of-sight direction as illustrated in Fig. 7. The face/line-of-sight direction information 121 including at least one piece of information of the face direction and the line-of-sight direction generated by the determination processes is output to the voice source direction/voice section deciding unit 134.

[0111] (Step S205)
Next, the process of step S205 is performed by the voice source direction/voice section deciding unit 134 of the voice processing unit 130 illustrated in Fig. 3.

[0112] As illustrated in Fig. 3, the voice source direction/voice section deciding unit 134 receives the following information:

1. the voice source direction and the voice section information (= the detection information in step S201) which are based on the sound generated by the voice source direction estimating unit 132 and the voice section detecting unit 133 in the voice processing unit 130;

2. the posture information 123 and the gesture information 124 (= the detection information in step S202) generated by the posture recognizing unit 119 and the gesture recognizing unit 120 of the image processing unit 110;

3. the lip motion based detection information 122 (= the detection information in step S203) generated by the lip motion based detecting unit 117 of the image processing unit 110; and

4. the face/line-of-sight direction information 121 (= the detection information in step S204) generated by the face direction estimating unit 114 and the line-of-sight direction estimating unit 115 of the image processing unit 110.

[0113] The voice source direction/voice section deciding unit 134 receives the above information (1) to (4). Here, the information is output from the respective processing units to the voice source direction/voice section deciding unit 134 at detection timings
thereof only when the detection processes of the respective processing units are successfully performed. In other words, the respective pieces of detection information of (1) to (4) are not output to the voice source direction/voice section deciding unit 134 together at the same timing but individually output at a point in time at which the detection process of each processing unit is successfully performed.

Specifically, for example, when any one processing unit succeeds in detecting the voice section start position, the voice section start position information is output from the corresponding processing unit to the voice source direction/voice section deciding unit 134. Further, when any one processing unit succeeds in detecting the voice section end position, the voice section end position information is output from the corresponding processing unit to the voice source direction/voice section deciding unit 134. Further, as described above, basically, when the processes of steps S201 to S203 in the flow illustrated in Fig. 12 are performed, performed is a process of generating any one of the following information combinations:

(a) the voice section start position information and the voice source direction information; and
(b) the voice section end position information and the voice source direction information,

and then outputting the generated combination to the voice source direction/voice section deciding unit 134.

In the process of step S204, when at least one of the face direction and the line-of-sight direction is successfully detected, at least one of the face direction information and the line-of-sight direction information is output to the voice source direction/voice section deciding unit 134.

In step S205, the voice source direction/voice section deciding unit 134 first determines whether input information input from each processing unit includes any one piece of the following information (a) and (b):

(a) the voice section start position information and the voice source direction information; and
(b) the voice section end position information and the voice source direction information.

When the input information is determined as including any one piece of the information (a) and the information (b), the process proceeds to step S206, but when the input information is determined as including neither the information (a) nor the information (b), the process returns to the detection processes of steps S201 to S204 and enters a standby state for information input.

When it is determined in step S205 that the input information input from each
processing unit includes any one piece of the following information (a) and (b):
(a) the voice section start position information and the voice source direction in-
formation; and
(b) the voice section end position information and the voice source direction in-
formation,
in step S206, the voice source direction/voice section deciding unit 134 performs a
process of deciding the voice source direction and the voice section of the voice
recognition target according to the type of the input information.

[0118] In other words, the voice source direction/voice section deciding unit 134 checks that
the input information includes any one piece of the following information (a) and (b):
(a) the voice section start position information and the voice source direction in-
formation; and
(b) the voice section end position information and the voice source direction in-
formation.
Next, it is checked whether the information of (a) or (b) which is the input in-
formation has been acquired based on any one of the following information:
(1) the voice information;
(2) the posture information or the gesture information; and
(3) the lip motion.
Further, the process of deciding the voice source direction and the voice section of
the voice recognition target is performed based on the check result. The details of the
process of step S206 will be described later with reference to Fig. 14 and subsequent
drawings.

[0119] (Step S207)
A process of step S207 is a process of determining whether the voice source direction
and the voice section have been decided in the voice source direction/voice section
deciding unit 134. In this case, the voice source direction and the voice section are the
voice source direction and the voice section of the voice recognition process target, and
the voice section includes both the "voice section start position" and the "voice section end position."

[0120] Further, in step S207, when the voice source direction and the voice section are
decided, a process of notifying the user of the decision may be performed, and, for
example, a process of outputting a sound representing the decision through a speaker
or outputting an image such as an icon representing the decision to a display unit may
be performed.

[0121] Further, in the process according to the present disclosure, in the processes of steps
S201 to S203, the voice source direction, the voice section are detected through
different detecting units. When various kinds of detection processes are performed as
described above and the detection result is obtained, notification may be given to the user. In other words, notification of a method used for detection of the voice source direction or the voice section may be given to the user such that a sound or an icon representing a detection method used for detection of the voice source direction or the voice section is output.

[0122] (3. Exemplary decision process of voice source direction and voice section)

Next, a detailed sequence of the process of step S206 in the flowchart illustrated in Fig. 12 will be described. Two examples of the detailed sequence of the process will be described with reference to a flowchart illustrated in Fig. 14 and a flowchart illustrated in Fig. 17.

[0123] The process of step S206 in the flow illustrated in Fig. 12 is performed by the voice source direction/voice section deciding unit 134 illustrated in Fig. 3. The process of step S206 is a process of deciding the voice source direction and the voice section of the voice recognition target in view of which of the following information (1) to (3) has been based to acquire the information used for detection of the voice source direction and the voice section:

(1) the voice information;
(2) the posture information or the gesture information; and
(3) the lip motion.

[0124] Fig. 14 illustrates the flow for describing a detailed processing sequence when the voice section start position information is acquired based on the "posture information" or the "gesture information." Fig. 17 illustrates the flow for describing a detailed processing sequence when the voice section start position information is acquired based on the "lip motion information."

[0125] (3-1. First exemplary decision process of voice source direction and voice section)

First of all, the detailed processing sequence when the voice section start position information is acquired based on the "posture information" or the "gesture information" will be described with reference to the flowchart of Fig. 14.

[0126] (Step S301)

First of all, in step S301, the voice source direction/voice section deciding unit 134 illustrated in Fig. 3 determines whether the input detection information is the posture information 123 generated by the posture recognizing unit 119 of the voice recognition device illustrated in Fig. 3, the gesture information 124 generated by the gesture recognizing unit 120, or other information.

[0127] When the input detection information is the "posture information" or the "gesture information," the process proceeds to step S302. Meanwhile, when the input detection information is neither the "posture information" nor the "gesture information," the process proceeds to step S304.
[0128] (Step S302)
When the information input to the voice source direction/voice section deciding unit 134 is the "posture information" or the "gesture information," in step S302, the voice source direction/voice section deciding unit 134 determines whether the voice section start position (time) information is included in the input detection information.

[0129] When the voice section start position (time) information is included in the input detection information, the process proceeds to step S303. However, when the voice section start position (time) information is not included in the input detection information, the process returns to step S301.

[0130] (Step S303)
When the voice section start position (time) information is included in the input detection information, in step S303, the voice source direction/voice section deciding unit 134 stores the "voice section start position (time) information" acquired based on the "posture information" or the "gesture information" which is the input information and the "voice source direction information" in a memory.

[0131] The "voice section start position (time) information" acquired based on the "posture information" or the "gesture information" and the "voice source direction information" are referred to as "detection information A." In other words, the "detection information A" is as follows:

Detection information A = voice section start position (time) information based on posture information or gesture information and voice source direction information.

[0132] (Step S304)
When it is determined in step S301 that the information input to the voice source direction/voice section deciding unit 134 is neither the "posture information" nor the "gesture information," in step S304, the voice source direction/voice section deciding unit 134 determines whether the input detection information is the lip motion based detection information 122 generated by the lip motion based detecting unit 117 of the voice recognition device illustrated in Fig. 3 or not.

[0133] When the input detection information is the "lip motion based detection information," the process proceeds to step S306. However, when the input detection information is not the "lip motion based detection information," the process proceeds to step S305.

[0134] (Step S305)
When it is determined in step S304 that the detection information input to the voice source direction/voice section deciding unit 134 is not the "lip motion based detection information," in step S305, the voice source direction/voice section deciding unit 134 determines whether the input detection information is the "voice-based detection information" generated by the voice section detecting unit 133 of the voice processing
The unit 130 of the voice recognition device illustrated in Fig. 3 or not.

When the input detection information is the "voice-based detection information" generated by the voice section detecting unit 133, the process proceeds to step S306. However, when the input detection information is not the "voice-based detection information" generated by the voice section detecting unit 133, the process returns to step S301.

(Step S306)

Next, in step S306, the voice source direction/voice section deciding unit 134 determines whether the voice section end position (time) is included in the detected voice section information obtained from the detection information input to the voice source direction/voice section deciding unit 134 and whether the "detection information A," that is,

detection information A = voice section start position (time) information and voice source direction information based on posture information or gesture information,
is already stored in a memory.

Here, the process proceeds to step S306 only when the following conditions (a) and (b) are satisfied:

(a) determination of step S301 is No; and
(b) determination of step S304 or step S305 is Yes.

In other words, the process proceeds to step S306 when the two conditions are satisfied:

(a) determination of step S301 is No = the detected voice section information is based on neither the "posture information" nor the "gesture information"; and
(b) determination of step S304 or step S305 is Yes = the detected voice section information is based on the "lip motion information" or the "voice information."

In step S306, it is determined whether the following two conditions are satisfied:

(Condition 1) that the detected voice section information represents the voice section end position (time) based on the "lip motion information" or the "voice information" determined as Yes in step S304 or step S305; and

(Condition 2) that the "detection information A" is already stored in the memory: detection information A = voice section start position (time) information based on posture information or gesture information and voice source direction information.

In other words, step S306 is determined as Yes when it is confirmed that information based on the "posture or gesture information" has been acquired and stored in the memory as the voice section start position information, and information based on the "lip motion information" or the "voice information" has been acquired as the voice section end position information.

The confirmation process of the above condition corresponds to the confirmation
process of confirming whether a combination (set) of information used for the voice section start position and information used for the voice section end position corresponds to any one of (Set 1) and (Set 2) described above with reference to (2) of Fig. 11.

[0141] In other words,

(Set 1)

A set in which (A) the posture or gesture information is used for determination of the voice section start position (time), and (B) the lip motion information is used for determination of the voice section end position (time).

(Set 2)

A set in which (A) the posture or gesture information is used for determination of the voice section start position (time), and (C) the voice information is used for determination of the voice section end position (time). The confirmation process is performed to confirm whether the combination corresponds to any one of the sets.

[0142] When it is determined in step S306 that the above condition is satisfied, the process proceeds to step S307, but when it is determined that the above condition is not satisfied, the process returns to step S301.

[0143] (Step S307)

In step S307, the voice source direction/voice section deciding unit 134 performs the following determination process. It is determined whether the following two voice source direction information coincides with each other:

(a) the voice source direction information acquired together with the voice section end position information; and

(b) the voice source direction information acquired together with the voice section start position information. When the two voice source direction information coincides with each other, the process proceeds to step S309, but when the two voice source direction information does not coincide with each other, the process proceeds to step S308. Here, the coincidence determination performs a process that determines the two information coincides with each other when a coincidence is within a predetermined error range, for example, within an error range of 10% with respect to the angle (q) representing the voice source direction described above with reference to Figs. 4 and 5 as well as when the two information perfectly coincides with each other.

[0144] The determination process of step S307 is the process of determining whether the voice source direction information acquired together with the voice start position information based on the "posture or gesture information" coincides with the voice source direction information acquired together with the voice end position information based on the "lip motion information" or the "voice information."

[0145] In other words, it is confirmed whether the voice source directions obtained at two
different timings of the voice section start position (time) and the voice section end position (time) obtained using completely different pieces of information coincide with each other. When the two directions coincide with each other, the voice section is likely to be an utterance given by one specific user, and thus it is determined that the voice section is the voice section that has to be selected as the voice recognition target, and the process proceeds to step S309.

0146 Meanwhile, when it is determined in step S307 that the two voice source directions do not coincide with each other, the process proceeds to step S308. This is the case in which the voice source directions obtained at two different timings of the voice section start position (time) and the voice section end position (time) obtained using different pieces of information do not coincide with each other. The voice section is unlikely to be a right voice section corresponding to an utterance given by the same utterer, and it is finally determined whether the voice section is set as the voice recognition target through the following process of step S308.

0147 (Step S308)

Step S308 is the process performed when it is determined in step S307 that the voice source direction detected in the detection process of the voice section start position does not coincide with the voice source direction detected when the voice section end position is detected.

0148 In step S308, it is determined whether the face direction or the line-of-sight direction is within a predetermined range. This process is a process performed based on the face/line-of-sight direction information 121 generated by the face direction determining unit 114 and the line-of-sight direction determining unit 115 of the image processing unit 110 illustrated in Fig. 3. The voice source direction/voice section deciding unit 134 determines whether the face direction or the line-of-sight direction of the user who is estimated as the voice source of the analysis target is within a predetermined range using the face/line-of-sight direction information 121 acquired at a time corresponding to the voice section of the analysis target or a time closest to the voice section.

0149 An example of the determination process will be described with reference to Figs. 15 and 16. Fig. 15 is a diagram illustrating an example in which the face direction or the line-of-sight direction of the user of the determination target is changed in the horizontal direction. Fig. 16 is a diagram illustrating an example in which the face direction or the line-of-sight direction of the user of the determination target is changed in the vertical direction.

0150 First of all, an example in which the face direction or the line-of-sight direction of the user of the determination target is changed in the horizontal direction will be described with reference to Fig. 15. Fig. 15 illustrates the following two examples:

(a) when the face direction (or the line-of-sight direction) is within a previously
specified range; and
(b) when the face direction (or the line-of-sight direction) is outside a previously specified range.

[0151] For example, the specified range is specified by an angle in which the user's face (line-of-sight) looks with respect to the television with the voice recognition device as illustrated in Fig. 15. When the face direction or the line-of-sight direction of the user is within a predetermined range in the vertical direction (the front direction) with respect to the television, it is determined that the face direction or the line-of-sight direction is within the specified range.

[0152] Fig. 15 illustrates examples of images captured by the camera of the information input unit installed in the television. In the example illustrated in (a) of Fig. 15, the face direction (or the line-of-sight direction) is within the specified range, and the user who looks in the front direction is shown in the image captured by the camera. However, in the example of (b) of Fig. 15, the face direction (or the line-of-sight direction) is out of the specified range, and the user who looks sideways is shown in the image captured by the camera.

[0153] The specified range information is information stored in a predetermined memory, and the voice source direction/voice section deciding unit 134 receives the face/line-of-sight direction information 121 generated by the face direction estimating unit 114 and the line-of-sight direction estimating unit 115, compares the face/line-of-sight direction information 121 with the specified range information, and determines whether the face direction or the line-of-sight direction of the user is within the specified range or out of the specified range.

[0154] Fig. 16 illustrates an example in which the face direction or the line-of-sight direction of the user of the determination target is changed in the vertical direction. Similarly to Fig. 15, Fig. 16 illustrates the following two examples:
(a) when the face direction (or the line-of-sight direction) is within a specified range; and
(b) when the face direction (or the line-of-sight direction) is outside a specified range.

[0155] The specified range is specified by an angle in which the user's face (line of sight) looks with respect to the television with the voice recognition device as illustrated in Fig. 16. When the face direction or the line-of-sight direction of the user is within a predetermined range in the vertical direction (the front direction) with respect to the television, it is determined that the face direction or the line-of-sight direction is within the specified range.

[0156] Fig. 16 also illustrates examples of images captured by the camera of the information input unit installed in the television, similarly to Fig. 15. In the example illustrated in
(a) of Fig. 16, the face direction (or the line-of-sight direction) is within the specified range, and the user who looks in the front direction is shown in the image captured by the camera. However, in the example of (b) of Fig. 16, the face direction (or the line-of-sight direction) is out of the specified range, and the user who looks down is shown in the captured image captured by the camera.

[0157] The specified range information illustrated in Figs. 15 and 16 is a three dimensional information decided in view of the vertical direction as well as the horizontal direction. The three-dimensional specified range information is stored in a predetermined memory. The voice source direction/voice section deciding unit 134 receives the face/line-of-sight direction information 121 generated by the face direction estimating unit 114 and the line-of-sight direction estimating unit 115, three dimensionally compares the face/line-of-sight direction information 121 with the specified range information, and determines whether the face direction or the line-of-sight direction of the user is within the specified range or out of the specified range in the horizontal direction and the vertical direction.

[0158] When the voice source direction/voice section deciding unit 134 determines that the face direction or the line-of-sight direction of the user is within the specified range in the horizontal direction and the vertical direction in step S308, the process proceeds to step S309. In this case, the voice information from which the voice section was detected is selected as the voice recognition target.

[0159] Meanwhile, when the face direction or the line-of-sight direction of the user is determined as being out of the specified range, a determination in step S308 is No, and the process returns to step S301. In this case, the voice information from which the voice section was detected is not selected as the voice recognition target and discarded.

[0160] (Step S309)

Step S309 is the process of deciding a voice having the acquired voice section information and the voice source direction information as the voice recognition target. The voice is decided as the voice recognition target when any of the following conditions is satisfied:

(Condition 1) When a determination of step S307 is Yes, that is, when the voice source direction in which the voice section start position is detected coincides with the voice source direction in which the voice section end position is detected.

(Condition 2) When the voice source directions do not coincide with each other, but the face direction or the line-of-sight direction is determined as being within the specified range.

[0161] When any one of the above conditions (1) and (2) is satisfied, the voice source direction/voice section deciding unit 134 decides a voice having the acquired voice section information and the voice source direction information as the voice recognition
target. The voice information decided in this decision process is output to the voice source extracting unit 135 of the voice processing unit 130 illustrated in Fig. 3, and then the voice source extraction process is performed. Further, the voice source extraction result is output to the voice recognizing unit 136, and then the voice recognition process is performed.

[0162] (3-2. Second exemplary decision process of voice source direction and voice section)
Next, another processing example of the process of step S206 in the flow illustrated in Fig. 12 will be described with reference to a flowchart of Fig. 17.

[0163] As described above, the process of step S206 in the flow of Fig. 12 is the process of deciding the voice source direction and the voice section of the voice recognition target in view of which of the following information (1) and (3) has been based to acquire the information used for detection of the voice source direction and the voice section:
(1) the voice information;
(2) the posture information or the gesture information; and
(3) the lip motion.

[0164] Fig. 17 is a flowchart illustrating a detailed process when the voice section start position information is acquired based on the "lip motion information." The processes of respective steps in this flow will be sequentially described.

[0165] (Step S401)
First of all, in step S401, the voice source direction/voice section deciding unit 134 illustrated in Fig. 3 determines the input detection information is the lip motion based detection information 122 generated by the lip motion based detecting unit 117 of the voice recognition device illustrated in Fig. 3 or not.

[0166] When the input detection information is the "lip motion information," the process proceeds to step S402. However, when the input detection information is not the "lip motion information," the process proceeds to step S404.

[0167] (Step S402)
When the information input to the voice source direction/voice section deciding unit 134 is the "lip motion information," in step S402, the voice source direction/voice section deciding unit 134 determines whether the voice section start position (time) information is included in the input detection information.

[0168] When the voice section start position (time) information is included in the input detection information, the process proceeds to step S403. However, when the voice section start position (time) information is not included in the input detection information, the process returns to step S401.

[0169] (Step S403)
When the voice section start position (time) information is included in the input detection information, in step S403, the voice source direction/voice section deciding
unit 134 stores the "voice section start position (time) information" acquired based on the "lip motion information" which is the input information and the "voice source direction information" in a memory.

[0170] Here, the "voice section start position (time) information" acquired based on the "lip motion information" and the "voice source direction information" are referred to as "detection information B." In other words, the "detection information B" is as follows:

Detection information B = voice section start position (time) information based on lip motion information and voice source direction information.

[0171] (Step S404)

When it is determined in step S401 that the information input to the voice source direction/voice section deciding unit 134 is not the "lip motion information," in step S404, the voice source direction/voice section deciding unit 134 determines whether the input detection information is the "voice-based detection information" generated by the voice section detecting unit 133 of the voice processing unit 130 of the voice recognition device illustrated in Fig. 3 or not.

[0172] When the input detection information is the "voice-based detection information" generated by the voice section detecting unit 133, the process proceeds to step S405. However, when the input detection information is not the "voice-based detection information" generated by the voice section detecting unit 133, the process returns to step S401.

[0173] (Step S405)

Next, in step S405, the voice source direction/voice section deciding unit 134 determines whether the voice section end position (time) is included in the detected voice section information obtained from the detection information input to the voice source direction/voice section deciding unit 134, and whether the "detection information B," that is,

\[
detection \text{ information } B = \text{the voice section start position (time) information based on the lip motion information and the voice source direction information),}
\]

is already stored in a memory.

[0174] Here, the process proceeds to step S405 only when the following conditions (a) and (b) are satisfied:

(a) determination of step S401 is No; and
(b) determination of step S404 is Yes.

In other words, the process proceeds to step S405 when the two conditions are satisfied:

(a) determination of step S401 is No = the detected voice section information is not based on the "lip motion information"; and
(b) determination of step S404 is Yes = the detected voice section information is
based on the "voice information."

In step S405, it is determined whether the following two conditions are satisfied:

(Condition 1) that the detected voice section information represents the voice section end position (time) based on the "voice information" determined as Yes in step S404; and

(Condition 2) that the "detection information B" is already stored in the memory:
- detection information B = voice section start position (time) information based on lip motion information and voice source direction information.

In other words, step S405 is determined as Yes when it is confirmed that information based on the "lip motion information" has been acquired and stored in the memory as the voice section start position information, and information based on the "voice information" has been acquired as the voice section end position information.

The confirmation process of the above condition corresponds to the confirmation process of confirming whether a combination (set) of information used for the voice section start position and information used for the voice section end position corresponds to (Set 3) described above with reference to (2) of Fig. 11. In other words, the confirmation process is performed to confirm that the combination corresponds to (Set 3) a set in which (B) the lip motion information is used for determination of the voice section start position (time), and (C) the voice information is used for determination of the voice section end position (time).

When it is determined in step S405 that the above condition is satisfied, the process proceeds to step S406, but when it is determined that the above condition is not satisfied, the process returns to step S401.

(Step S406)

In step S406, the voice source direction/voice section deciding unit 134 performs the following determination process.

It is determined whether the following two voice source direction information coincides with each other:

(a) the voice source direction information acquired together with the voice section end position information; and

(b) the voice source direction information acquired together with the voice section start position information. When the two voice source direction information coincides with each other, the process proceeds to step S408, but when the two voice source direction information does not coincide with each other, the process proceeds to step S407. Here, the coincidence determination performs a process that determines the two information coincides with each other when a coincidence is within a predetermined error range, for example, within an error range of 10% with respect to the angle (q) representing the voice source direction described above with reference to Figs. 4 and 5.
as well as when the two information perfectly coincides with each other.

[0180] The determination process of step S406 is the process of determining whether the voice source direction information acquired together with the voice start position information based on the "lip motion information" coincides with the voice source direction information acquired together with the voice end position information based on the "voice information."

[0181] In other words, it is confirmed whether the voice source directions obtained at two different timings of the voice section start position (time) and the voice section end position (time) obtained using completely different pieces of information coincide with each other. When the two directions coincide with each other, the voice section is likely to be an utterance given by one specific user, and thus it is determined that the voice section is the voice section that has to be selected as the voice recognition target, and the process proceeds to step S408.

[0182] Meanwhile, when it is determined in step S406 that the two voice source directions do not coincide with each other, the process proceeds to step S407. This is the case in which the voice source directions obtained at two different timings of the voice section start position (time) and the voice section end position (time) obtained using different pieces of information do not coincide with each other. The voice section is unlikely to be a right voice section corresponding to an utterance given by the same utterer, and it is finally determined whether the voice section is set as the voice recognition target through a process of step S407.

[0183] (Step S407)

Step S407 is the process performed when it is determined in step S406 that the voice source direction detected in the detection process of the voice section start position does not coincide with the voice source direction detected when the voice section end position is detected.

[0184] In step S407, it is determined whether the face direction or the line-of-sight direction is within a predetermined range. This process is a process performed based on the face/line-of-sight direction information 121 generated by the face direction determining unit 114 and the line-of-sight direction determining unit 115 of the image processing unit 110 illustrated in Fig. 3. The voice source direction/voice section deciding unit 134 determines whether the face direction or the line-of-sight direction of the user who is estimated as the voice source of the analysis target is within a predetermined range using the face/line-of-sight direction information 121 acquired at a time corresponding to the voice section of the analysis target or a time closest to the voice section.

[0185] The determination process is identical to the process of step S308 in the flow of Fig. 14 and the process described above with reference to Figs. 15 and 16.

[0186] When the voice source direction/voice section deciding unit 134 determines that the
face direction or the line-of-sight direction of the user is within the specified range in
the horizontal direction and the vertical direction in step S407, the process proceeds to
step S408. In this case, the voice information from which the voice section was
detected is selected as the voice recognition target.

Meanwhile, when the face direction or the line-of-sight direction of the user is de-
termined as being out of the specified range, a determination in step S407 is No, and
the process returns to step S401. In this case, the voice information from which the
voice section was detected is not selected as the voice recognition target and discarded.

(Step S408)
Step S408 is the process of deciding a voice having the acquired voice section in-
formation and the voice source direction information as the voice recognition target.
The voice is decided as the voice recognition target when any of the following
conditions is satisfied:

(Condition 1) When a determination of step S406 is Yes, that is, when the voice
source direction in which the voice section start position is detected coincides with the
voice source direction in which the voice section end position is detected; and

(Condition 2) When the voice source directions do not coincide with each other, but
the face direction or the line-of-sight direction is determined as being within the
specified range.

When any one of the above conditions (1) and (2) is satisfied, the voice source
direction/voice section deciding unit 134 decides a voice having the acquired voice
section information and the voice source direction information as the voice recognition
target. The voice information decided in this decision process is output to the voice
source extracting unit 135 of the voice processing unit 130 illustrated in Fig. 3, and
then the voice source extraction process is performed. Further, the voice source ex-
traction result is output to the voice recognizing unit 136, and then the voice
recognition process is performed.

(4. Embodiment of identifying that user is viewing a specific position and performing
processing)
Next, an embodiment of identifying whether the user is viewing a predetermined
specific position and performing processing will be described.

This process relates to an embodiment of identifying whether the user is viewing a
predetermined specific position and performing determination of an utterance section
or the like, for example, without determining a posture or a gesture which is the user's
hand shape or motion described in the above embodiment.

Specifically, for example, when the voice recognition device 10 is a television, a
region of a part of a screen of the television is set as a specific position 301 as illus-
trated in Fig. 18. It is determined whether the user (utterer) is viewing the specific
position 301. When it is determined that the user is giving an utterance while viewing the specific position 301, the utterance is regarded as the voice recognition target. However, when it is determined that the user (utterer) is not viewing the specific position 301 during an utterance period of time although an utterance is detected, the utterance is not regarded as the voice recognition target but discarded.

By performing this process, it is possible to cause the voice recognition device to properly determine an utterance to be used as the voice recognition target even though the user does not take a motion of raising the hand or a special action of showing a paper as the shape of the hand.

The determination as to whether the user is viewing a specific position is performed based on an image captured by the camera 21 of the information input unit 20 illustrated in Fig. 2. Specifically, the determination may be performed based on the face estimation information or the line-of-sight direction estimation information generated by the face direction estimating unit 114 or the line-of-sight direction estimating unit 115 of the image processing unit 110 illustrated in Fig. 3.

In other words, it is possible to estimate what the user is viewing based on the estimation result of the user position and the face direction obtained from the image information. For example, it is determined whether the user is viewing the specific position 301 such as the lower right portion of the television screen as described above with reference to Fig. 18. In the example illustrated in Fig. 18, a part of the television screen is set as the specific position 301, but a setting may be made such that the entire television screen is set as the specific position, it is determined whether the user is viewing the television screen, and it is determined whether the voice recognition process is to be performed based on the determination result.

The determination as to whether the user (utterer) is viewing the specific position is performed based on an image captured by the camera. A concrete example thereof will be described with reference to Fig. 19. Fig. 19 illustrates an example in which the specific position is set to the lower right region of the television as described above with reference to Fig. 18, and illustrates the following drawings, (a1) is a diagram in which the television and the user are viewed sideways, (a2) is a diagram in which the television and the user are viewed from the top, and (a3) is a diagram illustrating an example of an imaged captured by the camera.

When the user is viewing the specific position, the image is captured by the camera like an image illustrated in Fig. 19(a3). It can be determined whether the user is viewing the specific position, for example, based on the user's position with respect to the television with the voice recognition device or an angle in which the face (line of sight) looks as illustrated in Fig. 19. This can be acquired through analysis of the captured image.
In order to determine whether the user is viewing the specific position, it is necessary to analyze three-dimensional information in view of the vertical direction as well as the horizontal direction as illustrated in Fig. 19. The three-dimensional specified range information is information stored in a previously set memory.

The voice source direction/voice section deciding unit 134 receives the face/line-of-sight direction information 121 generated by the face direction estimating unit 114 and the line-of-sight direction estimating unit 115, three dimensionally compares the face/line-of-sight direction information 121 with the specified range information, and determines whether the face direction or the line-of-sight direction of the user is within the range in which the user can be determined as being viewing the specific position in both the horizontal direction and the vertical direction.

Here, determination as to whether an utterance is to be set as the voice recognition target may be performed in various forms. For example, the following settings may be made:

1. An utterance is to be set as the voice recognition target only when the user is viewing the specific position during the voice section serving as the utterance period of time, that is, during the whole period of time from an utterance start point in time to an utterance end point in time;

2. An utterance is to be set as the voice recognition target when the user is determined as being viewing the specific position for even a moment in the voice section serving as the utterance period of time, that is, in the whole period of time from an utterance start point in time to an utterance end point in time; and

3. An utterance is to be set as the voice recognition target when the user is determined as being viewing the specific position during a predetermined period of time, for example, 2 seconds, in the voice section serving as the utterance period of time, that is, in the whole period of time from an utterance start point in time to an utterance end point in time.

For example, various settings can be made.

In an embodiment using the user who is viewing the specific position as described above, since it is unnecessary to take a predetermined action or motion such as a posture or a gesture, the user's burden can be reduced.

The processing sequence of the present embodiment will be described with reference to flowcharts illustrated in Figs. 20 and 21.

Fig. 20 is a flowchart for describing the decision process sequence of the voice source direction and the voice section performed by the voice recognition device of the present embodiment. The flowchart of Fig. 20 corresponds to the flowchart of Fig. 12 described above.

The process illustrated in Fig. 20 is performed by the voice recognition device
including the image processing unit 110 and the voice processing unit 130 illustrated in Fig. 3. For example, this process may be performed such that a program recording a processing sequence according to the flow of Fig. 20 is read from a memory and executed under control of a data processing unit including a CPU having a program execution function or the like.

[0205] The process of respective steps in the processing flow illustrated in Fig. 20 will be sequentially described.

(Step S501)

First of all, in step S501, the detection process of the voice source direction and the voice section is performed based on the voice information. This process is performed by the voice source direction estimating unit 132 and the voice section detecting unit 133 of the voice processing unit 130 illustrated in Fig. 3. This process corresponds to the detection process of the voice source direction and the voice section based on only a sound described above with reference to Figs. 4 to 6.

[0206] (Step S502)

In step S502, the detection process of the voice source direction and the voice section is performed based on a posture recognition result or a gesture recognition result. This process is a process in which the voice source direction/voice section deciding unit 134 detects the voice source direction and the voice section based on the posture information 123 generated by the posture recognizing unit 119 of the image processing unit 110 illustrated in Fig. 3 or the gesture information 124 generated by the gesture recognizing unit 120 thereof. This process corresponds to the detection process of the voice source direction and the voice section using the posture information or the gesture information described above with reference to Figs. 8 to 10. For example, a concrete example is the process described above with reference to Fig. 13.

[0207] In the present embodiment, the process of step S502 may be omitted. When the process of step S502 is omitted, the hand region detecting unit 118 of Fig. 3 may be omitted.

[0208] (Step S503)

In step S503, the detection process of the voice source direction and the voice section is performed based on the lip motion. This process corresponds to the generation process of the lip motion based detection information 122 generated by the lip motion based detecting unit 117 of the image processing unit 110 illustrated in Fig. 3. As described above, the lip motion based detecting unit 117 estimates the utterance section based on a motion of the lip region. In other words, a time (voice section start time) at which an utterance starts and a time (voice section end time) at which an utterance ends are determined based on the mouth motion. The determination information is output the voice source direction/voice section deciding unit 134 as the lip
motion based detection information 122.

Basically, each of the processes of steps S501 to S503 in the flow illustrated in Fig. 20 is performed as a process of generating an information set of any one of the following information combinations:

(a) the voice section start position information and the voice source direction information; and

(b) the voice section end position information and the voice source direction information,

and outputting the generated information set to the voice source direction/voice section deciding unit 134.

Further, the processes of steps S501 to S503 are performed using the voice source direction/voice section deciding unit 134 illustrated in Fig. 3. The voice source direction/voice section deciding unit 134 sequentially performs the process in the order in which information output from the voice section output unit 133 or from the respective processing units of the image processing unit 110 is input.

(Step S504)

In step S504, the face direction or the line-of-sight direction is estimated. This process is performed by the face direction estimating unit 114 or the line-of-sight direction estimating unit 115 of the image processing unit 110 illustrated in Fig. 3, and corresponds to the generation process of the face/line-of-sight direction information 121 illustrated in Fig. 3.

As described above with reference to Fig. 7, the face direction estimating unit 114 and the line-of-sight direction estimating unit 115 determines a direction of the face based on the positional relation of the face parts included in the face region, and determines the direction in which the face looks as the line-of-sight direction as illustrated in Fig. 7. The face/line-of-sight direction information 121 including at least one piece of information of the face direction and the line-of-sight direction generated by the determination processes is output to the voice source direction/voice section deciding unit 134.

(Step S505)

Step S505 is a process specific to the present embodiment. Step S505 is the process of determining whether the user (utterer) is viewing a predetermined specific position. In other words, for example, it is determined whether the user is viewing the specific position 301 set to a region of a part of the television as described above with reference to Figs. 18 and 19.

The determination criteria can be variously set as described above. For example, when it is determined that the user is continuously viewing the specific position during a predetermined period of time, a determination of step S505 is Yes, and the process
proceeds to step S506. However, when it is determined that the user is not continuously viewing the specific position during a predetermined period of time, a determination of step S505 is No, and the process proceeds to step S507. Here, the determination as to whether the user is viewing the specific position is performed based on the analysis information of the face direction or the line-of-sight direction.

[0215]  (Step S506)

When it is determined in step S505 that the user (utterer) is viewing a predetermined specific position, in step S506, the user is notified of the fact that voice recognition can be performed. For example, a message may be displayed on a part of a display unit of the television. Alternatively, notification may be given through an output of a sound such as a chime.

[0216]  (Step S507)

However, when it is determined in step S505 that the user (utterer) is not viewing a predetermined specific position, in step S507, the user is notified of the fact that voice recognition is not performed. For example, this process may be also performed such that a message is displayed on a part of the display unit of the television. Alternatively, notification may be given through an output of a sound such as a chime.

[0217]  (Step S508)

Next, the process of step S508 is performed by the voice source direction/voice section deciding unit 134 of the voice processing unit 130 illustrated in Fig. 3. As illustrated in Fig. 3, the voice source direction/voice section deciding unit 134 receives the following information:

(1) the voice source direction and the voice section information (= the detection information in step S501) which are based on the sound generated by the voice source direction estimating unit 132 and the voice section detecting unit 133 in the voice processing unit 130;

(2) the posture information 123 and the gesture information 124 (= the detection information in step S502) generated by the posture recognizing unit 119 and the gesture recognizing unit 120 of the image processing unit 110;

(3) the lip motion based detection information 122 (= the detection information in step S503) generated by the lip motion based detecting unit 117 of the image processing unit 110; and

(4) the face/line-of-sight direction information 121 (= the detection information in step S504) generated by the face direction estimating unit 114 and the line-of-sight direction estimating unit 115 of the image processing unit 110.

[0218]  The voice source direction/voice section deciding unit 134 receives the above information (1) to (4). In the present embodiment, the information (2) can be omitted as described above. Here, each piece of information is output from the respective
processing units to the voice source direction/voice section deciding unit 134 at
detection timings thereof only when the detection processes of the respective
processing units are successfully performed.

Similarly to the process described above with reference to the flow of Fig. 12,
basically, when the processes of steps S501 to S503 in the flow illustrated in Fig. 20
are performed, performed is a process of generating any one of the following in-
formation combinations:

(a) the voice section start position information and the voice source direction in-
formation; and

(b) the voice section end position information and the voice source direction in-
formation,

and then outputting the generated combination to the voice source direction/voice
section deciding unit 134.

In the process of step S504, when at least one of the face direction and the line-
of-sight direction is successfully detected, at least one of the face direction information
and the line-of-sight direction information is output to the voice source direction/voice
section deciding unit 134.

In step S508, it is determined whether the following two conditions are satisfied:

(Condition 1) that the user (utterer) is determined as being viewing the specific
position; and

(Condition 2) that an information set of either the voice section start position in-
formation and the voice source direction information or the voice section end position
information and the voice source direction information has been acquired.

When it is determined in step S508 that both of (condition 1) and (condition 2) have
been satisfied, the process proceeds to step S509. However, when it is determined that
any one of (condition 1) and (condition 2) is not satisfied, the process returns to the
detection process of steps S501 to S504, and it is on standby for information input.

When it is determined in step S508 that both of (condition 1) and (condition 2) have
been satisfied, in step S509, the process of deciding the voice source direction and the
voice section of the voice recognition target is performed. The details of the process of
step S509 will be described later in detail with reference to Fig. 21.

Step S510 is the process of determining whether the voice source direction and the
voice section have been decided by the voice source direction/voice section deciding
unit 134. In this case, the voice source direction and the voice section are the voice
source direction and the voice section to be used as the voice recognition process
target, and the voice section includes the "voice section start position" and the "voice
section end position."

Next, an exemplary detailed process of step S509 in the flow of Fig. 20 will be described with reference to a flowchart illustrated in Fig. 21. The process of step S509 in the flow illustrated in Fig. 21 is performed when it is determined in step S508 that the following two conditions are satisfied:

(Condition 1) that the user (utterer) is determined as being viewing the specific position; and

(Condition 2) that an information set of either the voice section start position information and the voice source direction information or the voice section end position information and the voice source direction information has been acquired. The process of step S509 is performed when it is determined that both (condition 1) and (condition 2) are satisfied, and is the process of deciding the voice source direction and the voice section of the voice recognition target.

The detailed sequence of step S509 will be described below with reference to Fig. 21.

(Step S601)

First of all, in step S601, the voice source direction/voice section deciding unit 134 illustrated in Fig. 3 determines whether the input detection information is the lip motion based detection information 122 generated by the lip motion based detecting unit 117 of the voice recognition device illustrated in Fig. 3 or not.

When the input detection information is the "lip motion information," the process proceeds to step S602. However, when the input detection information is not the "lip motion information," the process proceeds to step S605.

(Step S602)

When the information input to the voice source direction/voice section deciding unit 134 is the "lip motion information," in step S602, the voice source direction/voice section deciding unit 134 determines whether two pieces of information of the voice section start position (time) information and the voice section end position (time) information are included in the input detection information.

When the two pieces of information of the voice section start position (time) information and the voice section end position (time) information are included in the input detection information, the process proceeds to step S608, and the acquired voice section information is set as the voice recognition target.

However, when any of the voice section start position (time) information and the voice section end position (time) information is not included in the input detection information, the process proceeds to step S603.

(Step S603)

When the information input to the voice source direction/voice section deciding unit 134 is the "lip motion information" but any of the voice section start position (time) in-
formation and the voice section end position (time) information is not included in the input detection information, in step S603, it is determined whether the voice section start position (time) information is included in the input detection information.

[0231] When the voice section start position (time) information is included in the input detection information, the process proceeds to step S604. However, when the voice section start position (time) information is not included in the input detection information, the process returns to step S601.

[0232] (Step S604)
When the voice section start position (time) information is included in the input detection information, in step S604, the voice source direction/voice section deciding unit 134 stores the "voice section start position (time) information" acquired based on the "lip motion information" which is the input information and the "voice source direction information" in the memory.

[0233] Here, the "voice section start position (time) information" acquired based on the "lip motion information" and the "voice source direction information" are referred to as "detection information C." In other words, the "detection information C" is as follows: Detection information C = voice section start position (time) information based on lip motion information and voice source direction information.

[0234] (Step S605)
When it is determined in step S601 that the information input to the voice source direction/voice section deciding unit 134 is not the "lip motion information," in step S605, the voice source direction/voice section deciding unit 134 determines whether the input detection information is the "voice-based detection information" generated by the voice section detecting unit 133 of the voice processing unit 130 of the voice recognition device illustrated in Fig. 3 or not.

[0235] When the input detection information is the "voice-based detection information" generated by the voice section detecting unit 133, the process proceeds to step S606. However, when the input detection information is not the "voice-based detection information" generated by the voice section detecting unit 133, the process returns to step S601.

[0236] (Step S606)
Next, in step S606, the voice source direction/voice section deciding unit 134 determines whether the voice section end position (time) is included in the detected voice section information obtained from the detection information input to the voice source direction/voice section deciding unit 134, and whether the "detection information C," that is, detection information C = the voice section start position (time) information based on the lip motion information and the voice source direction information),
is already stored in a memory.

[0237] Here, the process proceeds to step S606 only when the following conditions (a) and (b) are satisfied:
   (a) determination of step S601 is No; and
   (b) determination of step S605 is Yes.

   In other words, the process proceeds to step S606 when the two conditions are satisfied:
   (a) determination of step S601 is No = the detected voice section information is not based on the "lip motion information"; and
   (b) determination of step S605 is Yes = the detected voice section information is based on the "voice information."

[0238] In step S606, it is determined whether the following two conditions are satisfied:
   (Condition 1) that the detected voice section information represents the voice section end position (time) based on the "voice information" determined as Yes in step S605; and
   (Condition 2) that the "detection information C" is already stored in the memory: detection information C = voice section start position (time) information based on lip motion information and voice source direction information.

[0239] In other words, step S606 is determined as Yes when it is confirmed that information based on the "lip motion information" has been acquired and stored in the memory as the voice section start position information, and information based on the "voice information" has been acquired as the voice section end position formation.

[0240] The confirmation process of the above condition corresponds to the confirmation process of confirming whether a combination (set) of information used for the voice section start position and information used for the voice section end position corresponding to (Set 3) described above with reference to (2) of Fig. 11. In other words, the confirmation process is performed to confirm that the combination corresponds to (Set 3) a set in which (B) the lip motion information is used for determination of the voice section start position (time), and (C) the voice information is used for determination of the voice section end position (time). In the present embodiment, in addition to the above condition, a condition that it is confirmed that the user (utterer) is viewing the specific position is added as a condition under which the process is performed. When it is determined in step S606 that the above conditions are satisfied, the process proceeds to step S607, but when it is determined that the above conditions are not satisfied, the process returns to step S601.

[0241] (Step S607)

   In step S607, the voice source direction/voice section deciding unit 134 performs the following determination process.
It is determined whether the following two voice source direction information coincides with each other:
(a) the voice source direction information acquired together with the voice section end position information; and
(b) the voice source direction information acquired together with the voice section start position information.
When the two voice source direction information coincides with each other, the process proceeds to step S608, but when the two voice source direction information does not coincide with each other, the process proceeds to step S601. Here, the coincidence determination performs a process that determines the two information coincides with each other when a coincidence is within a predetermined error range, for example, within an error range of 10% with respect to the angle (q) representing the voice source direction described above with reference to Figs. 4 and 5 as well as when the two information perfectly coincides with each other.

The determination process of step S607 is the process of determining whether the voice source direction information acquired together with the voice start position information based on the "lip motion information" coincides with the voice source direction information acquired together with the voice end position information based on the "voice information."

In other words, it is confirmed whether the voice source directions obtained at two different timings of the voice section start position (time) and the voice section end position (time) obtained using completely different pieces of information coincide with each other. When the two directions coincide with each other, the voice section is likely to be an utterance given by one specific user, and thus it is determined that the voice section is the voice section that has to be selected as the voice recognition target, and the process proceeds to step S608.

Meanwhile, it is determined in step S607 that the two voice source directions do not coincide with each other when the voice source directions obtained at two different timings of the voice section start position (time) and the voice section end position (time) obtained using different pieces of information do not coincide with each other. The voice section is unlikely to be a right voice section corresponding to an utterance given by the same utterer, and the voice recognition target is not set, and the process returns to step S601.

(Step S608)

Step S608 is the process of deciding a voice having the acquired voice section information and the voice source direction information as the voice recognition target. The voice is decided as the voice recognition target when any of the following conditions is satisfied:
(Condition 1) When a determination of step S406 is Yes, that is, when the voice source direction in which the voice section start position is detected coincides with the voice source direction in which the voice section end position is detected.

[0246] When the above condition (1) is satisfied, the voice source direction/voice section deciding unit 134 decides a voice having the acquired voice section information and the voice source direction information as the voice recognition target. The voice information decided in this decision process is output to the voice source extracting unit 135 of the voice processing unit 130 illustrated in Fig. 3, and then the voice source extraction process is performed. Further, the voice source extraction result is output to the voice recognizing unit 136, and then the voice recognition process is performed.

[0247] In the present embodiment, a setting of the voice recognition target is performed using the determination information as to whether the user is viewing a specific position. The user need not take a specific action or motion such as a posture or a gesture in order to cause determination of necessity of voice recognition to be performed, and thus the user's burden can be reduced.

[0248] (5. Configuration of performing face identification process)

In the above embodiments, the process is performed without considering who the utterer is. In other words, an utterer identification process of identifying, for example, (1) a person A's utterance, (2) a person B's utterance, or (3) a person C's utterance, that is, identifying who an utterer has not been performed.

[0249] In each of the above embodiments, the face identification process may be added, and the process subsequent thereto may be changed using the face identification information. Fig. 22 illustrates an exemplary configuration of the voice recognition device that performs the face identification process.

[0250] A voice recognition device 500 illustrated in Fig. 22 includes an image processing unit 510 and a voice processing unit 530. The voice recognition device 500 of the present embodiment has almost the same configuration as the voice recognition device 10 described above with reference to Fig. 3 but is different from the voice recognition device 10 in that a face identifying unit 501 is disposed in the image processing unit 510. The remaining configurations are the same as the voice recognition device 10 illustrated in Fig. 3.

[0251] An image input from the image input unit 111 configured with a video camera or the like is output to the face region detecting unit 112, and the face region detecting unit 112 detects a face region from the input image. The face region information detected by the face region detecting unit is input to the face identifying unit 501 together with the captured image. The face identifying unit 501 determines a person who has the face present in the face region detected by the face region detecting unit 112.

[0252] The face pattern information which is registered in advance is stored in a memory ac-
cessible by the face identifying unit 501. The registration information is data in which an identifier of each user is registered in association with face feature information such as a face pattern. In other words, the face feature information of each user such as the face feature information of the person A, the face feature information of the person B, and the face feature information of the person C is stored in the memory.

The face identifying unit 501 compares a feature of the face present in the face region detected by the face region detecting unit 112 with the registered feature information of each user stored in the memory, and selects registered feature information having the highest similarity to the feature of the face present in the face region detected by the face region detecting unit 112. The user associated with the selected registered feature information is determined as the user having the face in the face region of the captured image, and user information of the user is output to the voice source direction/voice section deciding unit 134 as face identification information 502.

The voice source direction/voice section deciding unit 134 specifies the voice source direction and the voice section, and specifies the user who has given an utterance using the face identification information 502. Thereafter, it is determined whether the specified user gives an utterance during a previously set period of time, and only when the specified user gives an utterance, the utterance is selected as the voice recognition target. This process can be performed.

Alternatively, the user of the voice recognition target is registered to the voice recognition device 500 in advance. For example, only an utterance of a user A is set as the voice recognition target, utterances of the other users are registered in advance not to be set as the voice recognition target even when voice information thereof is acquired. In other words, an "utterance acceptable user" is registered to the memory.

The voice source direction/voice section deciding unit 134 determines whether each utterance in which the voice source direction and the voice section are decided is an utterance of the "utterance acceptable user" registered to the memory using the face identification information 502 generated by the face identifying unit 501. When the utterance is the utterance of the "utterance acceptable user," the process of the subsequent stage, that is, the voice recognition process is performed. When the utterance is not the utterance of the "utterance acceptable user," a setting in which voice recognition is not performed is made. In this setting, even under the circumstances in which many people talk, it is possible to perform the process of reliably selecting only an utterance of a specific user and narrowing down the voice recognition target data.

Further, priority levels of processes corresponding to a plurality of users may be set in advance, and processes may be performed according to a priority level. For example, process priority levels are registered to the memory in advance such that a
process priority level of a user A is set to be high, a process priority level of a user B is set to be medium, and a process priority level of a user C is set to be low.

[0258] Under this setting, when a plurality of utterances to be set as the voice recognition target are detected, a setting is made such that a processing order is decided according to the priority level, and an utterance of a user having a high priority level is first processed.

[0259] (6. Other embodiments)

Next, a plurality of modified examples of the above embodiment will be described.

[0260] (6-1. Embodiment in which cloud type process is performed)

The above embodiment has been described in connection with the embodiment in which the voice recognition device 10 is attached to the television, and the voice recognizing unit of the television performs processing, for example, as described above with reference to Fig. 1.

[0261] However, for example, a configuration in which a device such as the television that needs the voice recognition is connected to a network, the voice recognition process is executed in a server connected via the network, and the execution result is transmitted to the device such as the television may be made.

[0262] In other words, as illustrated in Fig. 23, a configuration in which an information processing apparatus 600 such as the television is connected with a server 700 via a network such as the Internet may be made. The information processing apparatus 600 such as the television includes an information input unit 601 including a camera and a microphone as described above with reference to Fig. 2.

[0263] Image and voice information acquired by the information input unit 601 are transmitted to the server 700 via a network. The server 700 performs voice recognition using information received via a network, and transmits the voice recognition result to the information processing apparatus 600. The information processing apparatus 600 performs a process according to the received voice recognition result such as a channel change process. As described above, a cloud type process configuration in which a data process is performed in a server may be made. In this case, the server 700 is set to have the configuration described above with reference to Fig. 2 or Fig. 23.

[0264] Through this configuration, the device such as the television at the user side need not mount hardware or software of performing the voice recognition process and can avoid an increase in the size of a device or the cost.

[0265] (6-2. Embodiment in which voice section detection process is performed based on operation of operating unit)

The above embodiment has been described in connection with the example in which the start position or the end position of the voice section is specified based on an input of the user to the voice recognition device through the input unit. However, for
example, a configuration in which an input unit for inputting a start or an end of a
voice section is disposed in a remote controller of the television, and the user (utterer)
operates the input unit may be used.

[0266] For example, utterance start position information is input to the television serving as
the voice recognition device by operating the input unit of the remote controller
according to an utterance start timing. Alternatively, utterance end position information
is input to the television serving as the voice recognition device by operating the input
unit of the remote controller according to an utterance end timing. By using this
process in combination with the above embodiment, the voice recognition process is
performed with a high degree of accuracy.

[0267] Further, the start position or the end position of the voice section may be determined
according to the process described in the above embodiment, and when operation in-
formation is input from the utterer through the input unit such as the remote controller
within a period of time from the start position of the voice section to the end position
thereof, a process of selecting a corresponding utterance as the voice recognition target
may be performed. As this process is performed, a configuration in which voice
recognition is performed only when there is an explicit request from the user can be
provided.

[0268] (7. Improvement in voice recognition rate using image data)

As described above, the voice recognition device according to the present disclosure
has a configuration in which the determination process of the voice source direction
and the voice section is performed using image data as well as voice information. As
the image data is used, voice recognition is performed with a high degree of accuracy.

[0269] Fig. 24 illustrates experiment data when a voice recognition rate is improved using
image data. In Fig. 24, a horizontal axis represents a voice recognition accuracy rate,
and a vertical axis represents a graph illustrating a volume (volume level) of ambient
noise. The voice recognition accuracy rate is in a range of 0.0 to 1.0, 0.0 represents the
accuracy rate of 0%, and 1.0 represents the accuracy rate of 100%. The level of the
ambient noise is set to a range of a volume 16 to 32. The volume 16 represents that a
noise level is low, and the volume 32 represents that noise level is high.

[0270] Fig. 24 comparatively illustrates voice recognition accuracy rates when the following
three types of detection processes of the voice source direction and the voice section
are performed:

(a) a voice recognition process based on detection of a voice source direction and a
voice section using only a voice;

(b) a voice recognition process based on detection of a voice source direction and a
voice section using only a lip motion; and

(c) a voice recognition process based on detection of a voice source direction and a
voice section using only a posture or a gesture.

[0271] In all volume levels of 16 to 32, (c) the process using a posture or a gesture is highest in the voice recognition accuracy rate, (b) the process using the lip motion is next highest in the voice recognition accuracy rate, and (a) the process using only a sound is lowest in the voice recognition accuracy rate.

[0272] Further, when an ambient noise level is high, the voice recognition accuracy rate extremely deteriorates when (c) only a voice is used, but in the configuration using (b) the lip motion or (c) the posture or the gesture, the voice recognition accuracy rate does not extremely deteriorate, and in any event, the voice recognition accuracy rate is maintained to be 0.5 or more.

[0273] As described above, as the voice source direction and the voice section are detected using (b) the lip motion or (c) the posture or the gesture, the accuracy of the voice recognition process can be increased under the noisy environment.

[0274] (8. Conclusion of configuration of present disclosure)

The exemplary embodiments of the present disclosure have been described in detail with reference to the specific embodiments. However, it is obvious to a person skilled in the art that modifications or replacements of the embodiments can be made within the scope not departing from the gist of the present disclosure. In other words, the present disclosure is disclosed through the exemplary forms and not interpreted in a limited way. The gist of the present disclosure is determined with reference to the appended claims set forth below.

[0275] Further, a series of processes described in this specification may be performed by software, hardware, or a combinational configuration of software and hardware. When a process is performed by software, a program recording a processing sequence may be installed and executed in a memory of a computer including dedicated hardware or a program may be installed and executed in a general-purpose computer capable of performing various kinds of processing. For example, a program may be recorded in a recording medium in advance. Instead of installing a program in a computer from a recording medium, a program may be received via a network such as a local area network (LAN) or the Internet and then installed in a recording medium such as a built-in hard disk.

[0276] Various kinds of processes described in this specification may be performed in time series as described above or may be performed in parallel or individually according to a processing capability of a device performing processing or according to the need. In this specification, a system means a logical aggregate configuration of a plurality of devices, and is not limited to a configuration in which devices of respective configurations are arranged in the same housing.

It should be understood by those skilled in the art that various modifications, com-
binations, sub-combinations and alterations may occur depending on design requirements and other factors insofar as they are within the scope of the appended claims or the equivalents thereof.

**Industrial Applicability**

[0277] According to an embodiment of the present disclosure, a high-accuracy voice recognition process is performed based on analysis of a voice source direction and a voice section.

[0278] Specifically, the voice recognition device according to the present disclosure includes an information input unit that receives image information and voice information and a voice source direction/voice section deciding unit that performs an analysis process on the input information of the information input unit and detects the voice source direction and the voice section.

[0279] The voice source direction/voice section deciding unit performs an acquisition process of acquiring a voice section start time and voice source direction information and an acquisition process of acquiring a voice section end time and voice source direction information through an analysis processes using different pieces of information. Further, a degree of coincidence of pieces of voice source direction information obtained by the analysis processes using the difference pieces of information is determined, and when the degree of coincidence is within a previously set permissible range, a process of deciding voice information of a voice section obtained by the analysis processes using the difference pieces of information as a voice recognition target is performed.

[0280] Through this configuration, a high-accuracy voice recognition process is implemented based on analysis of a voice source direction and a voice section.

[0281] In embodiments, the visual trigger events may be predetermined gestures and/or predetermined postures of a user captured by a camera, which allow a system to appropriately focus attention on a user to optimize the receipt of a voice command in a noisy environment. This may be accomplished in embodiments through the assistance of visual feedback complementing the voice feedback provided to the system by the user. Since the visual trigger events are predetermined gestures and/or postures, the system is able to distinguish which sounds produced by a user are voice commands and which sounds produced by the user is noise that in unrelated to the operation of the system.

[0282] In embodiments, the start point and/or the end point of the voice data signal detects a user command based from the voice data signal. For example, in embodiments, by the recognition of the start point and/or the voice data signal, a system may be able to determine the start and end of a user command, even in a noisy environment which could not adequately detect a voice command based only on audio signals.
In embodiments, the voice data signal is an acoustic signal originating from a user and the voice data signal is an electrical representation of the acoustic signal. For example, in embodiments, a voice recognition system will actually process the electrical representation of an audio signal, after it is the sounds are captured by a microphone and converted into an electrical signal.

In embodiments, the recognition of the visual trigger event is based on analysis of a visual data signal received from a user. The visual data signal may be a light signal originating from the physical presence of a user. The visual data signal may be an electrical representation of the optical signal.

In embodiments, the visual trigger event is determined based on both the visual data signal and the voice data signal. For example, in particularly noisy environments, for faster operation, and/or for the most effective operation, the visual trigger event will utilize both visual and audio data to determine the visual trigger event. However, in other embodiments, the visual trigger event is independent of any received audio signals.

In embodiments, the apparatus is a server. The visual data signal and/or the voice data signal may be detected from a user by one or more detection devices. The one or more detection devices may share visual data signal and/or the voice data signal by communicating through a computer network. Accordingly, in embodiments, aspects can be implemented by a remote server, which allows for flexible application of embodiments in different types of computing environments.

In embodiments, the visual trigger event is either a predetermined gesture or predetermined postures. Different embodiments relate to different combinations of predetermined gestures and predetermined postures to determine the start point and the end point of a voice command. For example, both the start and end points could be predetermined gestures. As another example, both the start and end points could be predetermined postures. In other embodiments, the start point could be a predetermined gesture and the end point a predetermined posture or visa versa.

Embodiments include one or more displays, video cameras, and/or microphones. The one or more video camera may be configured to detect the visual data signal. The one or more microphones are configured to detect the voice data signal. In embodiments, different configurations of displays, video cameras, and/or microphones allow communication of a voice command in a noisy environment.

In embodiments, a display may provide a visual indication to a user that at least one of the predetermined gesture and/or the predetermined posture of the user has been detected. Accordingly, in embodiments, a user may be able to more efficiently interface with a voice recognition system by receiving a visual warning on the display that their predetermined gesture or posture has been detected. Alternatively, in em-
bodiments, the providing of a visual indication that a posture or gesture has been recognized, allows a user to recognize that an unintentional trigger event has occurred, so that erroneous voice commands can be avoided.

[0290] In embodiments, a predetermined gesture may be a calculated movement of a user intended by the user to be a deliberate user command. In embodiments, a predetermined posture may be a natural positioning of a user causing an automatic user command. In embodiments, a predetermined posture may be relatively easy to detect, since it involves the analysis of a series of static images. In embodiments, a predetermined gesture may provide a relatively large amount of information relating to the trigger event through the relational analysis of sequential data frames.

[0291] In embodiments, a calculated movement may include an intentional hand movement, an intentional facial movement, and/or an intentional body movement. The intentional hand movement may be a plurality of different deliberate hand commands each according to and associated with one of a plurality of deliberate hand symbols formed by different elements of a human hand. The intentional facial movement may be a plurality of different deliberate facial commands each according to and associated with one of a plurality of deliberate facial symbols formed by different elements of a human face. The intentional body movement may be a plurality of different deliberate body commands each according to and associated with one of a plurality of deliberate body symbols formed by different elements of a human body. Accordingly, in embodiments, a system may be able to utilize body language movements to assist in receiving voice commands.

[0292] In embodiments, the natural positioning may include a subconscious hand position by the user, a subconscious facial position by the user, and/or a subconscious body position by the user. In embodiments, the subconscious hand position may be a plurality of different automatic hand commands each according to and associated with one of a plurality of subconscious hand symbols formed by different elements of a human hand. In embodiments, the subconscious facial position may be an automatic facial command each according to and associated with one of a plurality of subconscious facial symbols formed by different elements of a human face. In embodiments, the subconscious body position may be an automatic body commands according to and associated with one of a plurality of subconscious body symbols formed by different elements of a human body. In embodiments, since a posture is static and may be a natural positioning, human interfacing with a computer using a voice command may be naturally implemented, providing the user with a more efficient and comfortable ability to control a computer using their voice.

[0293] In embodiments, the visual trigger event is recognition of a facial recognition attribute, a position and movement of a user's hand elements, and/or position/
movement of a user's body elements. In embodiments, a voice recognition system may use attributes of ordinary human body language to assist in the receipt of a voice command in a noisy environment.

In embodiments, an apparatus may use feedback from a user profile database as part of the recognition of the visual trigger event. The user profile database may store a predetermined personalized gesture and/or a predetermined personalized posture for each individual user among a plurality of users, in accordance with embodiments. In embodiments, the user profile database may include a prioritized ordering of said at least one predetermined gesture and said at least one predetermined posture for efficient recognition of the visual trigger event. In embodiments, use of personalized postures and gestures allows for more efficient and/or effective determinations of start and end points of a voice command.

Additionally, the present technology may also be configured as below:

1. An apparatus configured to receive a voice data signal, wherein: the voice data signal has at least one of a start point and an end point; at least one of the start point and the end point is based on a visual trigger event; and the visual trigger event is recognition of at least one of a predetermined gesture and a predetermined posture.

2. The apparatus of (1), wherein at least one of the start point and the end point of the voice data signal detects a user command based from the voice data signal.

3. The apparatus of (1) or (2), wherein at least one of: the voice data signal is an acoustic signal originating from a user; and the voice data signal is an electrical representation of the acoustic signal.

4. The apparatus of (1) through (3), wherein the recognition of the visual trigger event is based on analysis of a visual data signal received from a user.

5. The apparatus of (1) through (4), wherein at least one of: the visual data signal is a light signal originating from the physical presence of a user; and the visual data signal is an electrical representation of the optical signal.

6. The apparatus of (1) through (5), wherein said visual trigger event is determined based on both the visual data signal and the voice data signal.

7. The apparatus of (1) through (6), wherein: the apparatus is a server; at least one of the visual data signal and the voice data signal are detected from a user by at least one detection device; and the at least one detection device shares the at least one of the visual data signal and the voice data signal communicates with the server through a computer network.

8. The apparatus of (1) through (7), wherein said at least one predetermined gesture comprises:

   a start gesture commanding the start point; and an end gesture commanding the end point.
(9) The apparatus of (1) through (8), wherein said at least one predetermined posture comprises: a start posture commanding the start point; and an end posture commanding the end point.

(10) The apparatus of (1) through (9), wherein said at least one predetermined gesture and said at least one posture comprises: a start gesture commanding the start point; and an end posture commanding the end point.

(11) The apparatus of (1) through (10), wherein said at least one predetermined gesture and said at least one posture comprises: a start posture commanding the start point; and an end gesture commanding the end point.

(12) The apparatus of (1) through (11), comprising:

at least one display;

at least one video camera, wherein the at least one video camera is configured to detect the visual data signal; and at least one microphone, wherein the at least one microphone is configured to detect the voice data signal.

(13) The apparatus of (1) through (12), wherein said at least one display displays a visual indication to a user that at least one of the predetermined gesture and the predetermined posture of the user has been detected.

(14) The apparatus of (1) through (13), wherein:

said at least one microphone is a directional microphone array; and directional attributes of the directional microphone array are directed at the user based on the visual data signal.

(15) The apparatus of (1) through (14), wherein: the predetermined gesture is a calculated movement of a user intended by the user to be a deliberate user command; and the predetermined posture is a natural positioning of a user causing an automatic user command.

(16) The apparatus of (1) through (15), wherein the calculated movement comprises at least one of: an intentional hand movement; an intentional facial movement; and an intentional body movement.

(17) The apparatus of (1) through (16), wherein at least one of:

the intentional hand movement comprises at least one of a plurality of different deliberate hand commands each according to and associated with one of a plurality of deliberate hand symbols formed by different elements of a human hand;

the intentional facial movement comprises at least one of a plurality of different deliberate facial commands each according to and associated with one of a plurality of deliberate facial symbols formed by different elements of a human face; and

the intentional body movement comprises at least one of a plurality of different deliberate body commands each according to and associated with one of a plurality of deliberate body symbols formed by different elements of a human body.
(18) The apparatus of (1) through (17), wherein at least one of:
  at least one of said different elements of the human hand comprise at least one of a
  finger of the human hand, a thumb of the human hand, a palm of the human hand, a
  backside of the human hand, and a wrist of the human hand;
  at least one of said different element of the human face comprises at least one of an eye
  of the human face, a nose of the human face, a mouth of the human face, the chin of
  the human face, the cheeks of the human face, the forehead of the human face, the ears
  of the human face, and the neck of the human face; and
  at least one of said different elements of the human body comprises at least one of an
  arm of the human body, a leg of the human body, a torso of the human body, the neck
  of the human body, and the wrist of the human body.
(19) The apparatus of (1) through (18), wherein the natural positioning comprises at
  least one of: a subconscious hand position by the user; a subconscious facial position
  by the user; and a subconscious body position by the user.
(20) The apparatus of (1) through (19), wherein at least one of: the subconscious hand
  position comprises at least one of a plurality of different automatic hand commands
  each according to and associated with one of a plurality of subconscious hand symbols
  formed by different elements of a human hand; the subconscious facial position
  comprises at least one of a plurality of different automatic facial commands each
  according to and associated with one of a plurality of subconscious facial symbols
  formed by different elements of a human face; and the subconscious body position
  comprises at least one of a plurality of different automatic body commands each
  according to and associated with one of a plurality of subconscious body symbols
  formed by different elements of a human body.
(21) The apparatus of (1) through (20), wherein at least one of: at least one of said
  different elements of the human hand comprise at least one of a finger of the human
  hand, a thumb of the human hand, a palm of the human hand, a backside of the human
  hand, and a wrist of the human hand; at least one of said different element of the
  human face comprises at least one of an eye of the human face, a nose of the human
  face, a mouth of the human face, the chin of the human face, the cheeks of the human
  face, the forehead of the human face, the ears of the human face, and the neck of the
  human face; and at least one of said different elements of the human body comprises at
  least one of an arm of the human body, a leg of the human body, a torso of the human
  body, the neck of the human body, and the wrist of the human body.
(22) The apparatus of (1) through (21), wherein the visual trigger event is recognition
  of at least one of:
  at least one facial recognition attribute;
  at least one of position and movement of a user's hand elements:
at least one of position and movement of a user's face elements;
at least one of position and movement of a user's face;
at least one of position and movement of a user's lips;
at least one of position and movement of a user's eyes; and
at least one of position and movement of a user's body elements.
(23) The apparatus of (1) through (22), wherein the apparatus is configured to use
feedback from a user profile database as part of the recognition of the visual trigger
event.
(24) The apparatus of (1) through (22), wherein the user profile database stores at least
one of a predetermined personalized gesture and a predetermined personalized posture
for each individual user among a plurality of users.
(25) The apparatus of (1) through (22), wherein the user profile database comprises a
prioritized ordering of said at least one predetermined gesture and said at least one pre-
determined posture for efficient recognition of the visual trigger event.
(26) A method comprising receiving a voice data signal, wherein: the voice data signal
has at least one of a start point and an end point; at least one of the start point and the
end point is based on a visual trigger event; and the visual trigger event is recognition
of at least one of a predetermined gesture and a predetermined posture.
(27) A non-transitory computer-readable medium having embodied thereon a program,
which when executed by a processor of an apparatus causes the processor to perform a
method, the method comprising receiving a voice data signal, wherein: the voice data
signal has at least one of a start point and an end point; at least one of the start point
and the end point is based on a visual trigger event; and the visual trigger event is
recognition of at least one of a predetermined gesture and a predetermined posture.
(28) The apparatus of (12), wherein said at least one video camera and said at least one
microphone are integrated into said at least one display unit.
(29) The apparatus of (12), wherein said at least one video camera or said at least one
microphone are physically separate from said at least one display unit.
(30) The apparatus of (12), wherein:
said at least one microphone is a directional microphone array; and directional at-
tributes of the directional microphone array are directed at the user based on the visual
data signal.
(31) A voice recognition device, including:
an information input unit that receives image information and voice information; and
a voice source direction/voice section deciding unit that performs an analysis process
of analyzing the input information of the information input unit and detects a voice
source direction and a voice section,
wherein the voice source direction/voice section deciding unit performs an acquisition
process of acquiring a voice section start time and voice source direction information and an acquisition process of acquiring a voice section end time and voice source direction information through analysis processes of different pieces of information, and the voice source direction/voice section deciding unit determines a degree of coincidence of pieces of voice source direction information obtained by the analysis processes of the different pieces of information, and performs a process of deciding voice information of the voice sections obtained by the analysis processes of the different pieces of information as a voice recognition target when the degree of coincidence is within a predetermined permissible range.

(32) The voice recognition device according to (1), wherein at least one of the different pieces of information is image information, and the voice source direction/voice section deciding unit performs the acquisition process of acquiring the voice section start time and the voice source direction information or the voice section end time and the voice source direction information based on an image.

(33) The voice recognition device according to (31) or (32), wherein the voice source direction/voice section deciding unit performs the acquisition process of acquiring the voice section start time and the voice source direction information or the voice section end time and the voice source direction information using a lip region image obtained from an input image of the information input unit.

(34) The voice recognition device according to any one of (31) to (33), wherein the voice source direction/voice section deciding unit performs the acquisition process of acquiring the voice section start time and the voice source direction information or the voice section end time and the voice source direction information using a gesture representing a hand motion of an utterer or a posture representing a hand shape change which is acquired from an input image of the information input unit.

(35) The voice recognition device according to any one of (31) to (34), wherein one of the different pieces of information is image information, and the other is voice information, and the voice source direction/voice section deciding unit determines a degree of coincidence of a voice source direction obtained based on image information and voice source information obtained based on voice information.

(36) The voice recognition device according to any one of (31) to (35), wherein the voice source direction/voice section deciding unit determines a degree of coincidence of pieces of voice source direction information obtained by the analysis processes of the different pieces of information, and determines whether a face direction or a line-of-sight direction of an utterer obtained from an image is within a predetermined permissible range when it is determined that the degree of coincidence is not within a predetermined permissible range, and performs a process of deciding voice information of the voice sections obtained by the analysis processes of the different pieces of in-
formation as a voice recognition target when it is determined that the face direction or the line-of-sight direction is within a permissible range.

(37) The voice recognition device according to any one of (31) to (36), wherein at least one of the different pieces of information includes an explicit signal of an utterer obtained by image analysis.

(38) The voice recognition device according to any one of (31) to (37), wherein at least one of the different pieces of information includes explicit input information of an utterer input through an input unit.

(39) The voice recognition device according to any one of (31) to (38), wherein when user operation information input through an input unit is detected in a voice section, the voice source direction/voice section deciding unit performs a process of selecting a voice of the voice section as a voice recognition target.

(40) The voice recognition device according to any one of (31) to (39), wherein the voice source direction/voice section deciding unit further determines whether an utterer is viewing a predetermined specific region, and performs a process of selecting a voice of the detected voice section as the voice recognition target when the utterer is determined as being viewing the predetermined specific region.

(41) The voice recognition device according to any one of (31) to (40), wherein the voice source direction/voice section deciding unit determines whether pieces of voice information of voice sections obtained by the analysis processes of the different pieces of information are to be set as a voice recognition target based on a face identification result using face identification information obtained by image analysis.

(42) A voice recognition processing system, including:
an information processing apparatus that includes an information input unit that acquires voice information and image information;
a server that is connected with the information processing apparatus via a network, wherein the server is configured to receive the voice information and the image information acquired by the information input unit from the information processing apparatus, perform a voice recognition process based on input information, and output a voice recognition result to the information processing apparatus, the server includes a voice source direction/voice section deciding unit that detects a voice source direction and a voice section, and the voice source direction/voice section deciding unit performs an acquisition process of acquiring a voice section start time and voice source direction information and an acquisition process of acquiring a voice section end time and voice source direction information through analysis processes of different pieces of information, and the voice source direction/voice section deciding unit determines a degree of coincidence of pieces of voice source direction information obtained by the analysis processes of the different pieces of information, and performs a process of
deciding voice information of the voice sections obtained by the analysis processes of the different pieces of information as a voice recognition target when the degree of coincidence is within a predetermined permissible range.

(43) A voice recognition method performed in a voice recognition device that includes an information input unit that receives image information and voice information and a voice source direction/voice section deciding unit that performs an analysis process of analyzing the input information of the information input unit and detects a voice source direction and a voice section, the voice recognition method including:
performing, by the voice source direction/voice section deciding unit, an acquisition process of acquiring a voice section start time and voice source direction information and an acquisition process of acquiring a voice section end time and voice source direction information through analysis processes of different pieces of information; and determining a degree of coincidence of pieces of voice source direction information obtained by the analysis processes of the different pieces of information, and performing a process of deciding voice information of the voice sections obtained by the analysis processes of the different pieces of information as a voice recognition target when the degree of coincidence is within a predetermined permissible range.

(44) A program that causes a voice recognition device to perform a voice recognition process, the voice recognition device including an information input unit that receives image information and voice information and a voice source direction/voice section deciding unit that performs an analysis process of analyzing the input information of the information input unit and detects a voice source direction and a voice section, the program causing the voice source direction/voice section deciding unit to perform processes of:
performing an acquisition process of acquiring a voice section start time and voice source direction information and an acquisition process of acquiring a voice section end time and voice source direction information through analysis processes of different pieces of information; and determining a degree of coincidence of pieces of voice source direction information obtained by the analysis processes of the different pieces of information, and performing a process of deciding voice information of the voice sections obtained by the analysis processes of the different pieces of information as a voice recognition target when the degree of coincidence is within a predetermined permissible range.

**Reference Signs List**

[0296] 10 Voice recognition device
20 Information input unit
21 Camera
22 Microphone array
110 Image processing unit
111 Image input unit
112 Face region detecting unit
113 Human region detecting unit
114 Face direction estimating unit
115 Line-of-sight direction estimating unit
116 Lip region detecting unit
117 Lip motion based detecting unit
118 Hand region detecting unit
119 Posture recognizing unit
120 Gesture recognizing unit
121 Face/line-of-sight direction information
122 Lip motion based detection information
123 Posture information
124 Gesture information
130 Voice processing unit
131 Voice input unit
132 Voice source direction estimating unit
133 Voice section detecting unit
134 Voice source direction/voice section deciding unit
135 Voice source extracting unit
136 Voice recognizing unit
500 Voice recognition device
501 Face identifying unit
502 Face identification information
510 Image processing unit
530 Voice processing unit
600 Information processing apparatus
700 Server
Claims

[Claim 1] An apparatus configured to receive a voice data signal, wherein:
the voice data signal has at least one of a start point and an end point;
at least one of the start point and the end point is based on a visual
trigger event; and
the visual trigger event is recognition of at least one of a predetermined
gesture and a predetermined posture.

[Claim 2] The apparatus of claim 1, wherein at least one of the start point and the
end point of the voice data signal detects a user command based from
the voice data signal.

[Claim 3] The apparatus of claim 1, wherein at least one of:
the voice data signal is an acoustic signal originating from a user; and
the voice data signal is an electrical representation of the acoustic
signal.

[Claim 4] The apparatus of claim 1, wherein the recognition of the visual trigger
event is based on analysis of a visual data signal received from a user.

[Claim 5] The apparatus of claim 4, wherein at least one of:
the visual data signal is a light signal originating from the physical
presence of a user; and
the visual data signal is an electrical representation of the optical signal.

[Claim 6] The apparatus of claim 4, wherein said visual trigger event is determined based on both the visual data signal and the voice data signal.

[Claim 7] The apparatus of claim 6, wherein:
the apparatus is a server;
at least one of the visual data signal and the voice data signal are
detected from a user by at least one detection device; and
the at least one detection device shares the at least one of the visual
data signal and the voice data signal communicates with the server
through a computer network.

[Claim 8] The apparatus of claim 1, wherein said at least one predetermined
gesture comprises:
a start gesture commanding the start point; and
an end gesture commanding the end point.

[Claim 9] The apparatus of claim 1, wherein said at least one predetermined
posture comprises:
a start posture commanding the start point; and
an end posture commanding the end point.
[Claim 10] The apparatus of claim 1, wherein said at least one predetermined gesture and said at least one posture comprises:
a start gesture commanding the start point; and
an end posture commanding the end point.

[Claim 11] The apparatus of claim 1, wherein said at least one predetermined gesture and said at least one posture comprises:
a start posture commanding the start point; and
an end gesture commanding the end point.

[Claim 12] The apparatus of claim 1, comprising:
at least one display;
at least one video camera, wherein the at least one video camera is configured to detect the visual data signal; and
at least one microphone, wherein the at least one microphone is configured to detect the voice data signal.

[Claim 13] The apparatus of claim 12, wherein said at least one display displays a visual indication to a user that at least one of the predetermined gesture and the predetermined posture of the user has been detected.

[Claim 14] The apparatus of claim 12, wherein:
said at least one microphone is a directional microphone array; and
directional attributes of the directional microphone array are directed at the user based on the visual data signal.

[Claim 15] The apparatus of claim 1, wherein:
the predetermined gesture is a calculated movement of a user intended by the user to be a deliberate user command; and
the predetermined posture is a natural positioning of a user causing an automatic user command.

[Claim 16] The apparatus of claim 15, wherein the calculated movement comprises at least one of:
an intentional hand movement;
an intentional facial movement; and
an intentional body movement.

[Claim 17] The apparatus of claim 16, wherein at least one of:
the intentional hand movement comprises at least one of a plurality of different deliberate hand commands each according to and associated with one of a plurality of deliberate hand symbols formed by different elements of a human hand;
the intentional facial movement comprises at least one of a plurality of different deliberate facial commands each according to and associated
with one of a plurality of deliberate facial symbols formed by different elements of a human face; and
the intentional body movement comprises at least one of a plurality of different deliberate body commands each according to and associated with one of a plurality of deliberate body symbols formed by different elements of a human body.

[Claim 18] The apparatus of claim 17, wherein at least one of:
at least one of said different elements of the human hand comprise at least one of a finger of the human hand, a thumb of the human hand, a palm of the human hand, a backside of the human hand, and a wrist of the human hand;
at least one of said different element of the human face comprises at least one of an eye of the human face, a nose of the human face, a mouth of the human face, the chin of the human face, the cheeks of the human face, the forehead of the human face, the ears of the human face, and the neck of the human face; and
at least one of said different elements of the human body comprises at least one of an arm of the human body, a leg of the human body, a torso of the human body, the neck of the human body, and the wrist of the human body.

[Claim 19] The apparatus of claim 15, wherein the natural positioning comprises at least one of:
a subconscious hand position by the user;
a subconscious facial position by the user; and
a subconscious body position by the user.

[Claim 20] The apparatus of claim 19, wherein at least one of:
the subconscious hand position comprises at least one of a plurality of different automatic hand commands each according to and associated with one of a plurality of subconscious hand symbols formed by different elements of a human hand;
the subconscious facial position comprises at least one of a plurality of different automatic facial commands each according to and associated with one of a plurality of subconscious facial symbols formed by different elements of a human face; and
the subconscious body position comprises at least one of a plurality of different automatic body commands each according to and associated with one of a plurality of subconscious body symbols formed by different elements of a human body.
[Claim 21] The apparatus of claim 20, wherein at least one of:

at least one of said different elements of the human hand comprise at
least one of a finger of the human hand, a thumb of the human hand, a
palm of the human hand, a backside of the human hand, and a wrist of
the human hand;

at least one of said different element of the human face comprises at
least one of an eye of the human face, a nose of the human face, a
mouth of the human face, the chin of the human face, the cheeks of the
human face, the forehead of the human face, the ears of the human
face, and the neck of the human face; and

at least one of said different elements of the human body comprises at
least one of an arm of the human body, a leg of the human body, a torso
of the human body, the neck of the human body, and the wrist of the
human body.

[Claim 22] The apparatus of claim 1, wherein the visual trigger event is

recognition of at least one of:

at least one facial recognition attribute;

at least one of position and movement of a user's hand elements:

at least one of position and movement of a user's face elements;

at least one of position and movement of a user's face;

at least one of position and movement of a user's lips;

at least one of position and movement of a user's eyes; and

at least one of position and movement of a user's body elements.

[Claim 23] The apparatus of claim 1, wherein the apparatus is configured to use

feedback from a user profile database as part of the recognition of the
visual trigger event.

[Claim 24] The apparatus of claim 23, wherein the user profile database stores at

least one of a predetermined personalized gesture and a predetermined
personalized posture for each individual user among a plurality of
users.

[Claim 25] The apparatus of claim 23, wherein the user profile database comprises

a prioritized ordering of said at least one predetermined gesture and
said at least one predetermined posture for efficient recognition of the
visual trigger event.

[Claim 26] A method comprising receiving a voice data signal, wherein:

the voice data signal has at least one of a start point and an end point;

at least one of the start point and the end point is based on a visual
trigger event; and
the visual trigger event is recognition of at least one of a predetermined gesture and a predetermined posture.

[Claim 27] A non-transitory computer-readable medium having embodied thereon a program, which when executed by a processor of an apparatus causes the processor to perform a method, the method comprising receiving a voice data signal, wherein:
- the voice data signal has at least one of a start point and an end point;
- at least one of the start point and the end point is based on a visual trigger event; and
- the visual trigger event is recognition of at least one of a predetermined gesture and a predetermined posture.
[Fig. 4]
<table>
<thead>
<tr>
<th>VOICE SOURCE DIRECTION (θ)</th>
<th>VOICE SECTION (START TIME)</th>
<th>VOICE SECTION (END TIME)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.40 radian</td>
<td>5.34 sec</td>
<td>6.80 sec</td>
</tr>
</tbody>
</table>
Fig. 6

START VOICE RECOGNITION PROCESS USING ONLY INFORMATION OBTAINED FROM VOICE

S101 ESTIMATE VOICE SOURCE DIRECTION
S102 DETECT VOICE SECTION
S103 EXTRACT VOICE SOURCE WAVEFORM
S104 RECOGNIZE VOICE

END
[Fig. 11]

<table>
<thead>
<tr>
<th>(1) TYPE OF INFORMATION USED FOR DETECTION OF VOICE SECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
</tr>
<tr>
<td>POSTURE OR GESTURE INFORMATION</td>
</tr>
<tr>
<td>LIP MOTION INFORMATION</td>
</tr>
<tr>
<td>VOICE INFORMATION</td>
</tr>
</tbody>
</table>

(2) COMBINATION OF INFORMATION USED FOR DETECTION OF VOICE SECTION

| VOICE SECTION START | A | B | C |
| VOICE SECTION END   | (SET 3) | B |
[Fig. 16]
[Fig. 19]

(a) EXAMPLE IN WHICH USER IS VIEWING SPECIFIC POSITION RANGE

(a1) DIAGRAM IN WHICH TELEVISION AND USER ARE VIEWED SIDEWAYS

(a2) DIAGRAM IN WHICH TELEVISION AND USER ARE VIEWED FROM TOP

(a3) EXAMPLE IMAGE CAPTURED BY CAMERA
A. CLASSIFICATION OF SUBJECT MATTER
INV. G10L25/78 G06F3/01 G10L15/22

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED
Minimum documentation searched (classification system followed by classification symbols)
G10L G06F G06K

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

EPO-Internal , WPI Data

C. DOCUMENTS CONSIDERED TO BE RELEVANT

<table>
<thead>
<tr>
<th>Category</th>
<th>Citation of document, with indication, where appropriate, of the relevant passages</th>
<th>Relevant to claim No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>US 6 351 222 BI (SWAN PHILIPP ET AL) 26 February 2002 (2002-02-26) 1-7, 12-14, 22-27</td>
<td></td>
</tr>
</tbody>
</table>

X | Further documents are listed in the continuation of Box C. See patent family annex.

* Special categories of cited documents:

"A" document defining the general state of the art which is not considered to be of particular relevance

"E" earlier application or patent but published on or after the international filing date

"L" document which may throw doubts on priority claim(s) or which is cited to establish the publication date of another citation or other special reason (as specified)

"O" document referring to an oral disclosure, use, exhibition or other means

"P" document published prior to the international filing date but later than the priority date claimed

"T" later document published after the international filing date or priority date and not in conflict with the application but cited to understand the principle or theory underlying the invention

"X" document of particular relevance; the claimed invention cannot be considered novel or cannot be considered to involve an inventive step when the document is taken alone

"Y" document of particular relevance; the claimed invention cannot be considered to involve an inventive step when the document is combined with one or more other such documents, such combination being obvious to a person skilled in the art

"Z" document member of the same patent family

Date of the actual completion of the international search 14 May 2014

Date of mailing of the international search report 21/05/2014

Name and mailing address of the ISA/
European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk
Tel. (+31-70) 340-2040, Fax: (+31-70) 340-3016

Schneider, Daniel
<table>
<thead>
<tr>
<th>Patent document cited in search report</th>
<th>Publication date</th>
<th>Patent family member(s)</th>
<th>Publication date</th>
</tr>
</thead>
<tbody>
<tr>
<td>US 6351222 B1</td>
<td>26-02-2002</td>
<td>NONE</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WO 2011130083 A2</td>
<td>20-10-2011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 1667113 A2</td>
<td>07-06-2006</td>
</tr>
</tbody>
</table>