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(53) Title: PERFORMING OPERATIONS ON A GRAPH

FIG. 1

(57) Abstract: A computing system includes a graph engine comprising an embedded database. The graph engine may: store ver-
tices of a graph in the embedded database as key-value pairs associated with each of the vertices. Each of the key-value pairs may
contain information associated the vertices. The graph engine may further: receive a request indicating operations to perform on a
plurality of the vertices, partition the graph into partitions comprising a subset of the vertices of the graph, partition the vertices
into blocks comprising a subset of the vertices of the partitions, and perform the indicated operations on the plurality of the vertices
of the request.
Performing Operations on a Graph

BACKGROUND

[0001] A graph is a data structure comprising a set of vertices. The vertices may be connected to each other with edges.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] Certain examples are described in the following detailed description and in reference to the drawings, in which:

[0003] FIG. 1 is a conceptual diagram of an example computing system that may perform operations on a graph;

[0004] FIG. 2 is another conceptual diagram of an example computing system that may perform operations on a graph;

[0005] FIG. 3 is another conceptual diagram of an example computing system that may perform operations on a graph;

[0006] FIG. 4 is a flowchart of an example method for performing operations on a graph;

[0007] FIG. 5 is a flowchart of an example method performing operations on a graph; and

[0008] FIG. 6 is a block diagram of an example for performing operations on a graph.

DETAILED DESCRIPTION

[0009] A graph is a data structure comprising vertices. The vertices may be connected to each other with edges. The edges may be bi-directional or unidirectional. Properties may be associated with a vertex or an edge. A computing device may perform operations, e.g. algorithms, on the graph to determine information about the structure of the graph.

[0010] As an example, a graph may be used to represent flight paths of an airline. The vertices of the graph may represent cities. The cities are connected to each other via flight paths, which may be represented using edges that connect the vertices. Each of the vertices may have an associated cost.
The associated costs may represent a cost, such as distances associated with the flight paths.

[0011] A computing device may be configured to determine properties about the graph, such as the shortest path, or lowest cost that may be obtained to travel between two cities, based on the available flight paths. Various algorithms, such as Dijkstra's algorithm, the Bellman-Ford algorithm, or the like, may be used to determine lowest cost or shortest path by analyzing and/or navigating the vertices of the graph.

[0012] Graphs may comprise millions or billions of vertices in some cases. Being able to efficiently perform graph workloads in a scalable matter is useful as the number of vertices scales upward. This disclosure is related to a graph engine capable of performing operations on graphs with such large numbers of vertices.

[0013] More particularly, the techniques of this disclosure are related to a graph engine. A graph engine is software specifically designed to perform operations on a graph. The graph engine of this disclosure may scale efficiently to hundreds or thousands of cores, and terabytes of memory. The graph engine of this disclosure may also perform well on non-uniform memory architecture (NUMA) systems, which have non-uniform for transferring data between cores of the computing system.

[0014] The graph engine as described herein comprises, or is coupled with an embedded database. The embedded database is so-called because the graph engine has knowledge about the underlying structure and performance of the database. The graph engine uses the embedded database to store the vertices of the graph in a particular fashion, and to perform operations on the stored vertices in order to maximize performance. As an example, the graph engine may control partitioning of the database among various NUMA cores, and may control threading of the embedded database.

[0015] The embedded database may store each vertex as a row in the embedded database. Each row may further comprise a set of key-value pairs. Additionally, the embedded database may store additional information associated with each vertex, such as information that indicates the edges that
connect with each vertex along with each key-value pair, cost associated with each vertex, and/or metadata.

The graph engine also uses the embedded database to enforce transactional consistency (e.g., atomicity, consistency, isolation and durability, "ACID") when accessing a key-value pair associated with a vertex or metadata. When performing an operation on a key-value pair and associated information, the embedded database also performs "lightweight" transactions. These lightweight transactions do not lock significant portions of the database, but rather lock the portion of the database associated with a particular key-value pair. These database transactions also provide high transactional throughput due to the embedded database not locking larger objects, such as partitions of the database or entire tables of a database.

FIG. 1 is a conceptual diagram of an example computing system that may perform operations on a graph. Computing system 100 is illustrated in FIG. 1. Computing system 100 comprises a graph engine 116, embedded database 112, and graph 102. Graph engine 116 may receive requests, e.g. from a client device. Based on the request, graph engine 116 may generate one or more operations 114 to perform on graph 102.

Embedded database 112 is coupled with graph engine 116, and comprises key value pairs 118. Key-value pairs 118 are stored in blocks 106A-106N, and 108A-108N, although illustrated otherwise for the purpose of simplicity. Embedded database 112 may comprise a NoSQL database, in some examples. Graph engine 116 may control the structure of key-value pairs 118, as well as the execution of embedded database 112.

Graph 102 may comprise a set of vertices that are stored as key-value pairs 118 within embedded database 112. Graph engine 116 may cause embedded database 112 to store the vertices and edges of graph 102 as entries in a table, denoted as \( V \), also referred to as "VertexIndexTable." \( V \) is illustrated as table 210 (described below with respect to FIG. 2). The information in the table comprises rows each of which is associated with a vertex. Each row comprises a vertex and information about outgoing edges associated with that vertex.
Each row of $V_G$ may comprise a schema corresponding to: [vid, <meta>, edg_cnt, <eidi, metai>, ... , <eidN, metaN>], where "vid" denotes a vertex id that is associated with a particular vertex, "<meta>" denotes metadata associated with the vertex, "edg_cnt" is the out-degree (number of edges that exit) of the vertex, and <eidi, metai>... <eidN, metaN> are tuples corresponding to identifiers of each of the outgoing edges of the vertex and any metadata associated with the edges. Depending on the size and complexity of graph 102, graph engine 116 and embedded database 112 may store the metadata in a table row of $V_G$, or the table row may comprise a reference to the metadata, e.g. a pointer.

Graph engine 116 may divide the table comprising the set of vertices of graph 102 into partitions, such as partitions 104A through 104N, where "N" is any number of partitions. Graph engine 116 may further divide the vertices of each partition into blocks comprising a subset of the vertices of the partition. For example, partition 104A is divided into blocks 106A-106N, and block 104N is divided into blocks 108A-108N, where "N" may be number of blocks. In various examples, a partition may comprise 256x256 blocks, and each block may comprise a grid having 32 vertices. Graph engine 116 may partition the vertices of graph 102 such that each block is assigned to a different core of a NUMA computing device in some examples.

Graph engine 116 may access a row having a particular vertex based on the vertex id, which is a key value that maps to the row of $V_G$ having the particular vertex id. Thus, the keys of key-value pairs 118 may comprise vertex identifiers and the pair values may comprise the corresponding row of the table, $V_G$. When graph engine 116 performs an operation, such as one of operations 114 on a vertex, embedded database 112 may perform a transaction on a row associated with a vertex id involved in the operation, and may exclusively lock the row associated with that vertex id during the transaction.

When performing an operation, graph engine 116 may cause embedded database 112 to execute a single transaction or multiple transactions depending on whether graph engine 116 is performing a navigational operation or an analytical operation on graph 102. A navigational operation may comprise
a navigational query of graph 102 that touches or involves a relatively small number of vertices. An example navigational operation may comprise a shortest-path algorithm, which may for example be performed using Dijkstra's algorithm. The navigational query may attempt to find a shortest-path between vertices located within tens of hops of each other. Graph engine 116 may cause embedded database 112 to perform the navigational operation using a single transaction that executes on a single thread, and/or on a single core of a computing device, as is described in greater detail elsewhere.

[0024] Although described as performing a single transaction, a single transaction may involve or interact with multiple vertices. For example, a navigational operation may interact with vertices 108A-108N. Corresponding to the interaction with vertices 108A-108N, embedded database 112 may lock corresponding rows of embedded database 112 corresponding to multiple involved vertices in some examples.

[0025] Operations 114 may also comprise an analytics operation in various examples. Graph engine 116 may also execute the analytics operation using vertices stored in embedded database 112. An analytics operation is a query that may access a large fraction of the vertices of graph 102. In some examples, the number of vertices involved may comprise hundreds of millions vertices. As an example referring to FIG. 1, an analytics operation of operation 114 may access most or all of the vertices of each of partitions 104A-104N.

[0026] Graph engine 116 may cause embedded database 112 to execute multiple transactions when performing an analytics operation. Using multiple transactions may improve analytical operation execution performance. Each transaction may correspond to accessing a particular vertex or to updating a shared table that indicates the progress of the analytics operation. Graph engine 116 may use an algorithm, such as a Bellman-Ford algorithm for analytics workloads in some examples. Additional details regarding performing an analytics operations are illustrated in greater detail below.

[0027] FIG. 2 is another conceptual diagram of an example computing device that may perform operations on a graph. FIG. 2 illustrates a computing
system 200. Graph engine 116 and embedded database 112 perform navigational operation 202 in the example of FIG. 2.

[0028] As described above, a navigational operation may involve a smaller number of vertices relative to an analytical operation. In the example of FIG. 2, graph engine 116 may receive a request 206, which may comprise a single operation or multiple operations that a client is requesting that graph engine 116 perform. Based on request 206, graph engine 116 determines that graph engine 116 is to perform a navigational operation, and generates navigational operation 202.

[0029] Graph engine 116 determines that embedded database 112 should perform a single transaction 204 as part of executing navigational operation 202. Transaction 204 may access vertices 108A and 108N in this example. Embedded database 112 may access vertices 108A and 108N as part of executing transaction 204. Each navigational transaction, e.g., transaction 204 may execute as a single thread. Additionally, embedded database 112 locks rows 208A and 208N of table 210 because rows 208A and 208N are associated with vertices 108A and 108N as part of performing transaction 204. Upon completing transaction 204, embedded database 112 unlocks rows 208A and 208N. As described herein, a lock may comprise a conceptual lock. A conceptual lock may comprise any transaction serialization mechanism that embedded database 112 may use to supports high concurrency.

[0030] FIG. 3 is another conceptual diagram of an example computing device that may perform operations on a graph. FIG. 3 illustrates a computing system 300. Graph engine 116 and embedded database 112 perform an analytics operation 302 in the example of FIG. 3.

[0031] As described above, an analytical operation, such as analytical operation 302, may involve a much greater number of vertices relative to a navigational operation. In the example of FIG. 3, graph engine 116 may receive a request 206, which may comprise a single operation or multiple operations that a client is requesting that graph engine 116 perform. Based on request
206, graph engine 116 determines that graph engine 116 is to perform an analytical operation, and generates analytical operation 302.

[0032] Graph engine 116 determines that embedded database 112 should perform multiple transactions as part of executing navigational operation 202. More particularly, graph engine 116 may determine that analytical operation 302 accesses vertices 108A, 108B, and 108N. Based on the determination that vertices 108A, 108B, and 108N are accessed, embedded database 112 generates corresponding transactions, i.e. transactions 304A, 304B, and 304N.

[0033] In some examples, for each access of a vertex, embedded database 112 may perform a separate transaction. For example, embedded database 112 performs transaction 304A when accessing vertex 108A, and locks corresponding row 208A of table 208A. Similarly, embedded database 112 performs transaction 304B when accessing vertex 108B, and locks row 208B, and a similar process when accessing vertex 108N. The transaction may then read, update, or add data to the locked row. Embedded database 112 unlocks a row when the corresponding transaction completes. In various examples, transactions 304 may depend upon each other and may be performed in a sequence based on their dependencies. For example, the execution of transaction 304B may depend upon the completion of transaction 304A.

[0034] As an example, analytical operation 302 may comprise a Bellman-Ford algorithm. A Bellman-Ford algorithm determines a single shortest path (SSSP) starting from a given source vertex, and finds the shortest path to every other vertex in the graph that is connected with the source. The Bellman-Ford algorithm may be distributed across partitions and blocks to compute the shortest path from the source vertex in parallel using multiple cores of a computing device.

[0035] To execute the Bellman-ford algorithm or another analytical operation, threads may calculate and propagate so-called "relax" distances from distances form the source vertex. Upon propagating an updated distance value, the completing thread communicates with another thread to request further
calculation and propagation. The request for further calculation is referred to as an "activate" operation.

[0036] When performing an analytical operation 302, such as a Bellman-Ford algorithm, graph engine 116 may cause embedded database 112 to generate and execute a transaction for both distance calculation, and for distance propagation. In the example of FIG. 3, transactions 304A-304N may each calculate a distance value. After a distance value has been calculated, embedded database 112 executes a separate transaction to update the distance value in shared table 308. Table 308 may comprise rows, and each row may comprise a vertex identifier, a distance value, and a parent vertex identifier.

[0037] As a more particular example, if vertex 108A is a vertex, graph engine 116 uses row table 202 to determine all neighboring vertices and their associated distances. When graph engine determines the distance between vertex 108A and a neighboring vertex, such as vertex 108B, embedded database 112 executes a single transaction 104A. Additionally, upon determining the distance between vertex 108A and 108B, embedded database 112 executes a separate transaction 306 to update distance in shared table 308.

[0038] To generalize, graph engine 116 may partition operations to be performed on graph 102 into multiple computations. Graph engine 116 may spawn one or more threads. Each of the threads may be associated with, and may execute one or more of the computations, and each of the threads may attach to a particular core. Examples of such computations may comprise activation and relaxation operations, e.g. performed as part of executing a Bellman-Ford algorithm.

[0039] By using fine-grained locking of rows associated with vertices, as well as shared table 308 to store state for various computations, e.g. for activation and relaxation operations, respectively, the graph engine techniques of this disclosure achieve speed-ups in throughput for analytical workloads. Additionally, the techniques of this disclosure may assign each block, e.g. block 106A, to a different core of a computing device. In NUMA systems, threads may
attach to a particular core to be NUMA-aware. That is, graph engine 116 may assign cores, e.g. a group of cores comprising a NUMA node, to work on blocks that are near to each other. For a navigational workload, graph engine 116 may attach the navigational workload to a particular core.

[0040] The techniques of this disclosure also provide the ability to run navigational and analytical operations (referred to as "mixed workloads") without compromising performance, to execute mixed workloads the same storage engine using transactions, and to execute mixed workloads without having to segregate navigational vs. analytical operations. Experimental observations indicate multiple orders of magnitude improvement when performing analytics workloads on large datasets as compared to other approaches for performing analytical graph workloads in some cases.

[0041] FIG. 4 is a flowchart of an example method for performing operations on a graph. Method 400 may be described below as being executed or performed by a system, for example, computing system 100 (FIG. 1), computing system 200 (FIG. 2), or computing system 300 (FIG. 3). In various examples, method 400 may be performed by hardware, software, firmware, or any combination thereof. Other suitable systems and/or computing devices may be used as well. Method 400 may be implemented in the form of executable instructions stored on at least one machine-readable storage medium of the system and executed by at least one processor of the system. Alternatively or in addition, method 400 may be implemented in the form of electronic circuitry (e.g., hardware). In alternate examples of the present disclosure, one or more blocks of method 400 may be executed substantially concurrently or in a different order than shown in FIG. 4. In alternate examples of the present disclosure, method 400 may include more or fewer blocks than are shown in FIG. 4. In some examples, one or more of the blocks of method 400 may, at certain times, be ongoing and/or may repeat.

[0042] Method 400 may start at block 402 at which point the computing system, e.g. computing system 100, e.g. graph engine 116 may store vertices of graph 102 in an embedded database 112 comprising key-value pairs 118
associated with each of the vertices, e.g. vertices 108A-108N. Each of the key-value pairs may comprises information associated with vertices 108.

[0043] Method 400 may proceed to block 402 at which point graph engine 116 may cause embedded database 112 to partition the graph into partitions comprised of a subset of the vertices, and to block 402 where graph engine 116 and embedded database 112 may partition the vertices into blocks, e.g. blocks 106 comprising a subset of the vertices, e.g. vertices 108A of the partition, e.g. partition 104A. Method 400 may proceed to block 408 at which point graph engine 116 and/or embedded database 112 may perform operations on a plurality of the vertices of embedded database 112, wherein performing the operations comprises performing transactions using the embedded database 112.

[0044] FIG. 5 is a flowchart of an example method for performing operations on a graph. FIG. 5 illustrates method 500. Method 500 may be described below as being executed or performed by a system, for example, computing system 100 (FIG. 1) or computing system 200 (FIG. 2). Other suitable systems and/or computing devices may be used as well. Method 500 may be implemented in the form of executable instructions stored on at least one machine-readable storage medium of the system and executed by at least one processor of the system. Method 500 may be performed by hardware, software, firmware, or any combination thereof.

[0045] Alternatively or in addition, method 500 may be implemented in the form of electronic circuitry (e.g., hardware). In alternate examples of the present disclosure, one or more blocks of method 500 may be executed substantially concurrently or in a different order than shown in FIG. 5. In alternate examples of the present disclosure, method 500 may include more or fewer blocks than are shown in FIG. 5. In some examples, one or more of the blocks of method 500 may, at certain times, be ongoing and/or may repeat.

[0046] In various examples, method 500 may start at block 502, at which point graph engine 116 may store vertices of graph 102 in an embedded database 112 comprising key-value pairs 118 associated with each of the vertices, wherein each of the key-value pairs 118 comprises information
associated with a vertex of the vertices. In various examples, the associated information may at least one of: an identifier of the vertex, a distance to another vertex of the vertices, or edge information of the vertex.

[0047] Method 500 may proceed to block 504 at which point graph engine 116 may cause embedded database 112 to partition the graph into partitions comprised of a subset of the vertices, and to block 506 where graph engine 116 and embedded database 112 may partition the vertices into blocks, e.g. blocks 106 comprising a subset of the vertices, e.g. vertices 108A of the partition, e.g. partition 104A.

[0048] In various examples, method 500 may proceed to block 508, at which point graph engine 116 may receive a request, such as request 206, that indicates operations to perform. At block 510, database engine 116 and embedded database 112 may perform at least one of the operations. The operations may comprise at least one of a navigation operation, e.g. navigational operation 202, or an analytical operation, e.g. analytical operation 302.

[0049] In various examples, to perform the operations, graph engine 116 and embedded database 112 may partition the operations into multiple computations. Each of the computations may be handled by a thread associated with one of the operations. The threads may execute each of the operations associated with the threads. The threads may also lock rows of embedded database 112, e.g. using conceptual locking. The rows of embedded database 112 comprise key-value pairs 118, which are associated with each of the operations, e.g. one or more analytical operations 302.

[0050] Graph engine 116 and embedded database 112 may perform a single transaction for each of the operations comprising navigational operations. Database engine 116 and embedded database 112 may perform a transaction for each relaxation operation of a vertex of a subset of vertices of a block, and a transaction for each activation operation associated with the vertex.

[0051] In various examples, method 500 may proceed to block 512. To perform block 512, e.g. to perform the operations on a vertex of the subset of vertices of the block, embedded database 112 may perform a transaction on the
vertex. To perform the transaction, embedded database 112 may lock a row of the embedded database corresponding to a vertex of the vertices on which the operation is being performed.

[0052] In some examples, graph 102 may be partitioned into a first block and a second block. In this example, graph engine 116 may perform block 514, and may process the first block, e.g. block 106A, on a thread executing on a first core of a computing device and process the second block, e.g. block 106N, on a thread executing on a second core of the computing device.

[0053] FIG. 6 is a block diagram of an example for performing operations on a graph. In the example of FIG. 6, system 600 includes a processor 610 and a machine-readable storage medium 620. Although the following descriptions refer to a single processor and a single machine-readable storage medium, the descriptions may also apply to a system with multiple processors and multiple machine-readable storage mediums. In such examples, the instructions may be distributed (e.g., stored) across multiple machine-readable storage mediums and the instructions may be distributed (e.g., executed by) across multiple processors.

[0054] Processor 610 may be one or more central processing units (CPUs), microprocessors, and/or other hardware devices suitable for retrieval and execution of instructions stored in machine-readable storage medium 620. In the particular example shown in FIG. 6, processor 610 may fetch, decode, and execute instructions 622, 624, 626, 628 to perform operations on a graph.

[0055] As an alternative or in addition to retrieving and executing instructions, processor 610 may include one or more electronic circuits comprising a number of electronic components for performing the functionality of one or more of the instructions in machine-readable storage medium 620. With respect to the executable instruction representations (e.g., boxes) described and shown herein, it should be understood that part or all of the executable instructions and/or electronic circuits included within one box may, in alternate examples, be included in a different box shown in the figures or in a different box not shown.
Machine-readable storage medium 620 may be any electronic, magnetic, optical, or other physical storage device that stores executable instructions. Thus, machine-readable storage medium 620 may be, for example, Random Access Memory (RAM), an Electrically-Erasable Programmable Read-Only Memory (EEPROM), a storage drive, an optical disc, and the like. Machine-readable storage medium 620 may be disposed within system 600, as shown in FIG. 6. In this situation, the executable instructions may be "installed" on the system 600. Alternatively, machine-readable storage medium 620 may be a portable, external or remote storage medium, for example, that allows system 600 to download the instructions from the portable/external/remote storage medium.

Referring to FIG. 6, vertex storage instructions 622, when executed by a processor (e.g., 610), may cause processor 610 store vertices, e.g. vertices 108 of a graph 102 in an embedded database 112 comprising key-value pairs 118 associated with each of vertices 108. Each of the key-value pairs 118 comprises information associated with a vertex of the vertices. In various examples, the information associated with the one of the vertices may comprise at least one of: an identifier of the vertex, a distance to another vertex of the vertices, or edge information of the vertex.

Graph partitioning instructions 624, if executed, may cause processor 610 to determine partition the graph into partitions, e.g. partitions 104, comprising a subset of the vertices.

Processor 610 may execute block partitioning instructions 626 in various examples. Block partitioning instructions 626 may cause processor 610 partition the vertices into blocks comprising a subset of the vertices of the partitions.

In some examples, processor 610 may execute operation performance instructions 628. Operation performance instructions 628, if executed, may cause processor 610 to perform operations, e.g. operations 114, comprising transactions on a plurality of the vertices of embedded database 112.
CLAIMS

1. A method for performing operations on a graph, the method comprising:
   storing vertices of the graph in an embedded database comprising key-value
   pairs associated with each of the vertices, wherein each of the key-value
   pairs comprises information associated with a vertex of the vertices;
   partitioning the graph into partitions comprised of a subset of the vertices;
   partitioning the vertices into blocks comprising a subset of the vertices of
   the partitions; and
   performing operations on a plurality of the vertices of the embedded
   database, wherein performing the operations comprises performing transactions
   using the embedded database.

2. The method of claim 1,
   the method further comprising:
   receiving a request that indicates the operations to perform; and
   performing the operations on the vertices, wherein the operations may
   comprise at least one of a navigational operation or an analytical operation.

3. The method of claim 1, wherein the information associated with the one
   of the vertices comprises at least one of: an identifier of the vertex, a distance to
   another vertex of the vertices, or edge information of the vertex.

4. The method of claim 1, wherein the blocks comprise a first block and a
   second block, the method further comprising:
   processing the first block on a thread executing on a first core of a
   computing device and processing the second block on a thread executing on a
   second core of the computing device.
5. The method of claim 1, further comprising:
   performing an operation on a vertex of the subset of vertices of the block;
   and
   performing a transaction on the vertex using the embedded database,
   wherein performing the transaction comprises locking a row of the embedded
   database corresponding to a vertex of the vertices on which the operation is
   being performed.

6. The method of claim 1, wherein performing the operations comprises
   performing a single transaction for each of the operations comprising
   navigational operations.

7. The method of claim 1, wherein performing the operations comprises
   partitioning the operations into multiple computations;
   spawning threads associated with the computations;
   executing, by the associated threads, the computations associated with
   the threads; and
   locking, by each of the threads, rows of the embedded database
   comprising key-value pairs associated with executing the computations.
8. A computing system comprising:
   a graph engine comprising; and
   an embedded database;
   the graph engine to:
   store vertices of a graph in the embedded database as key-value pairs
   associated with each of the vertices, wherein each of the key-value pairs
   comprises information associated the vertices,
   the graph engine further to:
   receive a request indicating operations to perform on a plurality of the
   vertices;
   partition the graph into partitions comprising of a subset of the vertices of
   the graph;
   partition the vertices into blocks comprising a subset of the vertices of the
   partitions; and
   perform the indicated operations on the plurality of the vertices of the
   request.

9. The computing system of claim 8, further comprising:
   a first core to:
   perform a first operation of the operations on a first one of the
   blocks; and
   a second core to:
   perform a second, different operation of the operations a second
   one of the blocks, wherein the second block is different than the first
   block.

10. The computing system of claim 8, wherein the key-value pairs further
     comprise information associated with the vertices, the information comprising:
     at least one of: an identifier of the vertex, a distance to another vertex of
     the vertices, or edge information of the vertex.
11. The computing system of claim 8, wherein the request comprises a plurality of requests, wherein each of the requests comprise a plurality of operations on a set of the vertices of the graph, the graph engine further to:
   perform the operations of the requests on the set of vertices concurrently.

12. The computing system of claim 8, wherein to perform the operations, the graph engine is further to:
   perform a single transaction using the embedded database for each of the operations comprising navigational operations.

13. The computing system of claim 8, wherein to perform the operations, the graph engine further to:
   partition the operations into multiple computations;
   spawn threads associated with the computations;
   execute, by the associated threads, each of the computations associated with the threads; and
   lock, by each of the threads, rows of the embedded database comprising key-value pairs associated with executing the computations.

14. A non-transitory machine-readable storage medium encoded with instructions, the instructions that, when executed, cause a processor to:
   store vertices of a graph in an embedded database comprising key-value pairs associated with each of the vertices, wherein each of the key-value pairs comprises information associated with a vertex of the vertices;
   partition the graph into partitions comprised of a subset of the vertices;
   partition the vertices of the partitions into blocks comprising a subset of the vertices of the partitions; and
   perform operations comprising transactions on a plurality of the vertices of the embedded database.

15. The non-transitory computer-readable storage medium of claim 14, wherein the information associated with the one of the vertices comprises
at least one of: an identifier of the vertex, a distance to another vertex of the vertices, or edge information of the vertex.
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