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SYSTEMS AND METHODS FOR DISTRIBUTED LEARNING FOR WIRELESS EDGE DYNAMICS

CROSS REFERENCE TO RELATED APPLICATIONS


BACKGROUND

[0002] Edge computing, at a general level, refers to the implementation, coordination, and use of computing and resources at locations closer to the “edge” or collection of “edges” of the network. The purpose of this arrangement is to improve total cost of ownership, reduce application and network latency, reduce network backhaul traffic and associated energy consumption, improve service capabilities, and improve compliance with security or data privacy requirements (especially as compared to conventional cloud computing). Components that can perform edge computing operations (“edge nodes”) can reside in whatever location needed by the system architecture or ad hoc service (e.g., in an high performance compute data center or cloud installation; a designated edge node server, an enterprise server, a roadside server, a telecom central office, or a local or peer at-the-edge device being served consuming edge services).

[0003] Applications that have been adapted for edge computing include but are not limited to virtualization of traditional network functions (e.g., to operate telecommunications or
Internet services) and the introduction of next-generation features and services (e.g., to support 5G network services). Use-cases which are projected to extensively utilize edge computing include connected self-driving cars, surveillance, Internet of Things (IoT) device data analytics, video encoding and analytics, location aware services, device sensing in Smart Cities, among many other network and compute intensive services.

[0004] Edge computing may, in some scenarios, offer or host a cloud-like distributed service, to offer orchestration and management for applications, coordinated service instances and machine learning, such as federated machine learning, among many types of storage and compute resources. Edge computing is also expected to be closely integrated with existing use cases and technology developed for IoT and Fog/distributed networking configurations, as endpoint devices, clients, and gateways attempt to access network resources and applications at locations closer to the edge of the network.

[0005] Mechanisms are needed to address the challenges of developing globally accurate learning models over wireless edge networks with distributed data, and online, distributed algorithms deployed in real-time and using compute, communication and data resources that are heterogenous, mobile and that change dynamically.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] In the drawings, which are not necessarily drawn to scale, like numerals may describe similar components in different views. Like numerals having different letter suffixes may represent different instances of similar components. The drawings illustrate generally, by way of example, but not by way of limitation, various embodiments discussed in the present document.

[0007] Fig. 1 illustrates an overview of an edge cloud configuration for edge computing.

[0008] Fig. 2 illustrates operational layers among endpoints, an edge cloud, and cloud computing environments.

[0009] Fig. 3 illustrates an example approach for networking and services in an edge computing system.

[0010] Fig. 4 illustrates deployment of a virtual edge configuration in an edge computing system operated among multiple edge nodes and multiple tenants.

[0011] Fig. 5 illustrates various compute arrangements deploying containers in an edge computing system.
[0012] Fig. 6 illustrates a compute and communication use case involving mobile access to applications in an edge computing system.

[0013] Fig. 7 illustrates an example mobile edge system reference architecture, arranged according to an ETSI Multi-Access Edge Computing (MEC) specification.

[0014] Fig. 8 provides a further overview of example components within a computing device in an edge computing system.

[0015] Fig. 9 illustrates an overview of layers of distributed compute deployed among an edge computing system, according to an example;

[0016] Fig. 10 illustrates network connectivity in non-terrestrial (satellite) and terrestrial (mobile cellular network) settings, according to an example.

[0017] Fig. 11 illustrates an example software distribution platform to distribute software, such as the example computer readable instructions Fig. 8, to one or more devices.

[0018] Fig. 12 depicts an example of federated learning in an edge computing network system.

[0019] Fig. 13 is a flow diagram showing an example process of performing coded federated learning in accordance with certain embodiments.

[0020] Fig. 14 illustrates a flow diagram of an example process for feature mapping, local training, and global aggregation in accordance with certain embodiments.

[0021] FIG. 15 illustrates a flow diagram of an example process for coding, load balancing and distributed computation of gradients in accordance with certain embodiments.

[0022] FIG. 16 illustrates a flow diagram of an example process of coding, load balancing and distributed computation of gradients in accordance with certain embodiments.

[0023] Fig. 17 illustrates a protocol flow for communication and computing aware client selection according to a first embodiment;

[0024] Fig. 18 illustrates a protocol flow for communication and computing aware client selection according to a second embodiment; and

[0025] Fig. 19 illustrates a protocol flow for communication involving a joint loss and computer/communication time based client selection process.

[0026] Fig. 20 is a flow diagram showing an example process of ensuring differential privacy in accordance with certain embodiments.

[0027] Fig. 21 is a flow diagram showing an example process of ensuring differential privacy at a client computing node in accordance with certain embodiments.
Fig. 22 is a flow diagram showing an example process of ensuring differential privacy using a trusted server or execution environment in accordance with certain embodiments.

Fig. 23 is a flow diagram showing another example process of ensuring differential privacy using a trusted server or execution environment in accordance with certain embodiments.

Fig. 24 is a flow diagram showing an example process of partitioning privacy budgets in accordance with certain embodiments.

Figs. 25-32 show similar edge learning environments including clients and a MEC server.

Fig. 33 is a graph plotting number of epochs $E$ against Mean Square Error (MSE) for various federated learning mechanisms according to some embodiments.

Fig. 34 is a graph plotting number of epochs $E$ against percent accuracy for various federated learning mechanisms according to some embodiments.

Fig. 35 is a graph plotting the NMSE performance with respect to total wall clock time for various federated learning mechanisms according to some embodiments.

Fig. 36 is a graph showing the convergence rate of different algorithms in terms of number of epochs for various federated learning mechanisms according to some embodiments.

**DETAILED DESCRIPTION**

Embodiments will focus on learning that is collaborative, hierarchical, and that uses distributed datasets/datapoints and processing while aiming to preserve privacy. Some embodiments advantageously draw on opportunities provided by resource rich, real-time compute environments offered by wireless edge networks to exploit sensing, compute, communication and storage resources, to lower latency and communication costs including by way of radio resource management, to increase privacy (for example by transferring results instead of raw data), to automate and scale ML training, to exploit wireless for computation including over the air combining, and to promote multi-stage learning.

Sections A through G. below will provide an overview of configurations for edge computing, such as wireless edge computing, including, respectively, overviews of edge computing, usage of containers in edge computing, mobility and multi-access edge computing (MEC) in edge computing settings, computing architectures and systems, machine readable
medium and distributed software instructions, a satellite edge connectivity use case, software
distribution in edge computing settings. Section H. provides an overview of machine learning
in edge computing networks.

Sections H through P provide a detailed description of some respective
demonstrative embodiments that address challenges of developing globally accurate learning
models over wireless edge networks with distributed data. Aspects of embodiments described
in any one of Sections H. through P. may be combined with other aspects described in any one
of the same Sections as would be recognized by one skilled in the art. Embodiments of
Sections H through P may be deployed or implemented using any of the configurations or
environments described in any of Sections A through G described below.

A. OVERVIEWS OF EDGE COMPUTING

Fig. 1 is a block diagram 100 showing an overview of a configuration for edge
computing, which includes a layer of processing referred to in many of the following examples
as an “edge cloud”. As shown, the edge cloud 110 is co-located at an edge location, such as an
access point or base station 140, a local processing hub 150, or a central office 120, and thus
may include multiple entities, devices, and equipment instances. The edge cloud 110 is located
much closer to the endpoint (consumer and producer) data sources 160 (e.g., autonomous
vehicles 161, user equipment 162, business and industrial equipment 163, video capture
devices 164, drones 165, smart cities and building devices 166, sensors and IoT devices 167,
etc.) than the cloud data center 130. Compute, memory, and storage resources which are
offered at the edges in the edge cloud 110 are critical to providing ultra-low latency response
times for services and functions used by the endpoint data sources 160 as well as reduce
network backhaul traffic from the edge cloud 110 toward cloud data center 130 thus improving
energy consumption and overall network usages among other benefits.

Compute, memory, and storage are scarce resources, and generally decrease
depending on the edge location (e.g., fewer processing resources being available at consumer
endpoint devices, than at a base station, than at a central office). However, the closer that the
edge location is to the endpoint (e.g., user equipment (UE)), the more that space and power
might be constrained. Thus, edge computing attempts to reduce the amount of resources
needed for network services, through the distribution of more resources which are located
closer both geographically and in network access time. In this manner, edge computing
attempts to bring the compute resources to the workload data where appropriate, or, bring the workload data to the compute resources.

[0041] The following describes aspects of an edge cloud architecture that covers multiple potential deployments and addresses restrictions that some network operators or service providers may have in their own infrastructures. These include, variation of configurations based on the edge location (because edges at a base station level, for instance, may have more constrained performance and capabilities in a multi-tenant scenario); configurations based on the type of compute, memory, storage, fabric, acceleration, or like resources available to edge locations, tiers of locations, or groups of locations; the service, security, and management and orchestration capabilities; and related objectives to achieve usability and performance of end services. These deployments may accomplish processing in network layers that may be considered as “near edge”, “close edge”, “local edge”, “middle edge”, or “far edge” layers, depending on latency, distance, and timing characteristics.

[0042] Edge computing is a developing paradigm where computing is performed at or closer to the “edge” of a network, which may use of a compute platform (e.g., x86 or ARM compute hardware architecture) implemented at base stations, gateways, network routers, or other devices which are much closer to endpoint devices producing and consuming the data. For example, edge gateway servers may be equipped with pools of memory and storage resources to perform computation in real-time for low latency use-cases (e.g., autonomous driving or video surveillance) for connected client devices. Or as an example, base stations may be augmented with compute and acceleration resources to directly process service workloads for connected user equipment, without further communicating data via backhaul networks. Or as another example, central office network management hardware may be replaced with standardized compute hardware that performs virtualized network functions and offers compute resources for the execution of services and consumer functions for connected devices. Within edge computing networks, there may be scenarios in services which the compute resource will be “moved” to the data, as well as scenarios in which the data will be “moved” to the compute resource. Or as an example, base station compute, acceleration and network resources can provide services in order to scale to workload demands on an as needed basis by activating dormant capacity (subscription, capacity on demand) in order to manage corner cases, emergencies or to provide longevity for deployed resources over a significantly longer implemented lifecycle.
Fig. 2 illustrates operational layers among endpoints, an edge cloud, and cloud computing environments. Specifically, Fig. 2 depicts examples of computational use cases 205, utilizing the edge cloud 110 among multiple illustrative layers of network computing. The layers begin at an endpoint (devices and things) layer 200, which accesses the edge cloud 110 to conduct data creation, analysis, and data consumption activities. The edge cloud 110 may span multiple network layers, such as an edge devices layer 210 having gateways, on-premise servers, or network equipment (nodes 215) located in physically proximate edge systems; a network access layer 220, encompassing base stations, radio processing units, network hubs, regional data centers (DC), or local network equipment (equipment 225); and any equipment, devices, or nodes located therebetween (in layer 212, not illustrated in detail). The network communications within the edge cloud 110 and among the various layers may occur via any number of wired or wireless mediums, including via connectivity architectures and technologies not depicted.

Examples of latency, resulting from network communication distance and processing time constraints, may range from less than a millisecond (ms) when among the endpoint layer 200, under 5 ms at the edge devices layer 210, to even between 10 to 40 ms when communicating with nodes at the network access layer 220. Beyond the edge cloud 110 are core network 230 and cloud data center 240 layers, each with increasing latency (e.g., between 50-60 ms at the core network layer 230, to 100 or more ms at the cloud data center layer). As a result, operations at a core network data center 235 or a cloud data center 245, with latencies of at least 50 to 100 ms or more, will not be able to accomplish many time-critical functions of the use cases 205. Each of these latency values are provided for purposes of illustration and contrast; it will be understood that the use of other access network mediums and technologies may further reduce the latencies. In some examples, respective portions of the network may be categorized as “close edge”, “local edge”, “near edge”, “middle edge”, or “far edge” layers, relative to a network source and destination. For instance, from the perspective of the core network data center 235 or a cloud data center 245, a central office or content data network may be considered as being located within a “near edge” layer (“near” to the cloud, having high latency values when communicating with the devices and endpoints of the use cases 205), whereas an access point, base station, on-premise server, or network gateway may be considered as located within a “far edge” layer (“far” from the cloud, having low latency values when communicating with the devices and endpoints of the use cases 205). It will be understood that other categorizations of a particular network layer as constituting a “close”,
“local”, “near”, “middle”, or “far” edge may be based on latency, distance, number of network hops, or other measurable characteristics, as measured from a source in any of the network layers 200-240.

[0045] The various use cases 205 may access resources under usage pressure from incoming streams, due to multiple services utilizing the edge cloud. To achieve results with low latency, the services executed within the edge cloud 110 balance varying requirements in terms of: (a) Priority (throughput or latency) and Quality of Service (QoS) (e.g., traffic for an autonomous car may have higher priority than a temperature sensor in terms of response time requirement; or, a performance sensitivity/bottleneck may exist at a compute/accelerator, memory, storage, or network resource, depending on the application); (b) Reliability and Resiliency (e.g., some input streams need to be acted upon and the traffic routed with mission-critical reliability, where as some other input streams may be tolerate an occasional failure, depending on the application); and (c) Physical constraints (e.g., power, cooling and form-factor).

[0046] The end-to-end service view for these use cases involves the concept of a service-flow and is associated with a transaction. The transaction details the overall service requirement for the entity consuming the service, as well as the associated services for the resources, workloads, workflows, and business functional and business level requirements. The services executed with the “terms” described may be managed at each layer in a way to assure real time, and runtime contractual compliance for the transaction during the lifecycle of the service. When a component in the transaction is missing its agreed to SLA, the system as a whole (components in the transaction) may provide the ability to (1) understand the impact of the SLA violation, and (2) augment other components in the system to resume overall transaction SLA, and (3) implement steps to remediate.

[0047] Thus, with these variations and service features in mind, edge computing within the edge cloud 110 may provide the ability to serve and respond to multiple applications of the use cases 205 (e.g., object tracking, video surveillance, connected cars, etc.) in real-time or near real-time, and meet ultra-low latency requirements for these multiple applications. These advantages enable a whole new class of applications (Virtual Network Functions (VNFs), Function as a Service (FaaS), Edge as a Service (EaaS), standard processes, etc.), which cannot leverage conventional cloud computing due to latency or other limitations.

[0048] However, with the advantages of edge computing comes the following caveats. The devices located at the edge may be resource constrained and therefore there is pressure on
usage of edge resources. Typically, this is addressed through the pooling of memory and storage resources for use by multiple users (tenants) and devices. The edge may be power and cooling constrained and therefore the power usage needs to be accounted for by the applications that are consuming the most power. There may be inherent power-performance tradeoffs in these pooled memory resources, as many of them are likely to use emerging memory technologies, where more power requires greater memory bandwidth. Likewise, improved security of hardware and root of trust trusted functions are also required, because edge locations may be unmanned and may even need permissioned access (e.g., when housed in a third-party location). Such issues are magnified in the edge cloud 110 in a multi-tenant, multi-owner, or multi-access setting, where services and applications are requested by many users, especially as network usage dynamically fluctuates and the composition of the multiple stakeholders, use cases, and services changes.

[0049] At a more generic level, an edge computing system may be described to encompass any number of deployments at the previously discussed layers operating in the edge cloud 110 (network layers 200-240), which provide coordination from client and distributed computing devices. One or more edge gateway nodes, one or more edge aggregation nodes, and one or more core data centers may be distributed across layers of the network to provide an implementation of the edge computing system by or on behalf of a telecommunication service provider (“telco”, or “TSP”), internet-of-things service provider, cloud service provider (CSP), enterprise entity, or any other number of entities. Various implementations and configurations of the edge computing system may be provided dynamically, such as when orchestrated to meet service objectives.

[0050] Consistent with the Examples provided herein, a client computing node may be embodied as any type of endpoint component, device, appliance, or other thing capable of communicating as a producer or consumer of data. Further, the label “node” or “device” as used in the edge computing system does not necessarily mean that such node or device operates in a client or agent/minion/follower role; rather, any of the nodes or devices in the edge computing system refer to individual entities, nodes, or subsystems which include discrete or connected hardware or software configurations to facilitate or use the edge cloud 110.

[0051] As such, the edge cloud 110 is formed from network components and functional features operated by and within edge gateway nodes, edge aggregation nodes, or other edge computing nodes among network layers 210-230. The edge cloud 110 thus may be embodied
as any type of network that provides edge computing and/or storage resources which are proximately located to radio access network (RAN) capable endpoint devices (e.g., mobile computing devices, IoT devices, smart devices, etc., which may be compatible with Open RAN (O-RAN) specifications promulgated by the O-RAN Alliance), which are discussed herein. In other words, the edge cloud 110 may be envisioned as an “edge” which connects the endpoint devices and traditional network access points that serve as an ingress point into service provider core networks, including mobile carrier networks (e.g., Global System for Mobile Communications (GSM) networks, Long-Term Evolution (LTE) networks, 5G/6G networks, etc.), while also providing storage and/or compute capabilities. Other types and forms of network access (e.g., Wi-Fi, long-range wireless, wired networks including optical networks) may also be utilized in place of or in combination with such 3GPP carrier networks.

[0052] The network components of the edge cloud 110 may be servers, multi-tenant servers, appliance computing devices, and/or any other type of computing devices. For example, the edge cloud 110 may include an appliance computing device that is a self-contained electronic device including a housing, a chassis, a case or a shell. In some circumstances, the housing may be dimensioned for portability such that it can be carried by a human and/or shipped. Example housings may include materials that form one or more exterior surfaces that partially or fully protect contents of the appliance, in which protection may include weather protection, hazardous environment protection (e.g., EMI, vibration, extreme temperatures), and/or enable submergibility. Example housings may include power circuitry to provide power for stationary and/or portable implementations, such as AC power inputs, DC power inputs, AC/DC or DC/AC converter(s), power regulators, transformers, charging circuitry, batteries, wired inputs and/or wireless power inputs. Example housings and/or surfaces thereof may include or connect to mounting hardware to enable attachment to structures such as buildings, telecommunication structures (e.g., poles, antenna structures, etc.) and/or racks (e.g., server racks, blade mounts, sleds, etc.). A server rack may refer to a structure that is designed specifically to house technical equipment including routers, switches, hubs, servers (including CPU and/or GPU-based compute devices), data storage devices (e.g., storage area network (SAN) devices), or other types of computing or networking devices. The rack may make it possible to securely hold multiple pieces of equipment in one area. In some cases, the rack may include one or more sleds. A sled may refer to a housing that allows for a number of various compute, GPU, and/or storage devices to be housed in a position of a rack (e.g., a 4 unit (4U)-sized or other-sized unit). The sled may allow for the devices housed within it to be hot-
swappable in some instances. Example housings and/or surfaces thereof may support one or more sensors (e.g., temperature sensors, vibration sensors, light sensors, acoustic sensors, capacitive sensors, proximity sensors, etc.). One or more such sensors may be contained in, carried by, or otherwise embedded in the surface and/or mounted to the surface of the appliance. Example housings and/or surfaces thereof may support mechanical connectivity, such as propulsion hardware (e.g., wheels, propellers, etc.) and/or articulating hardware (e.g., robot arms, pivotable appendages, etc.). In some circumstances, the sensors may include any type of input devices such as user interface hardware (e.g., buttons, switches, dials, sliders, etc.). In some circumstances, example housings include output devices contained in, carried by, embedded therein and/or attached thereto. Output devices may include displays, touchscreens, lights, LEDs, speakers, I/O ports (e.g., USB), etc. In some circumstances, edge devices are devices presented in the network for a specific purpose (e.g., a traffic light), but may have processing and/or other capacities that may be utilized for other purposes. Such edge devices may be independent from other networked devices and may be provided with a housing having a form factor suitable for its primary purpose; yet be available for other compute tasks that do not interfere with its primary task. Edge devices include Internet of Things devices. The appliance computing device may include hardware and software components to manage local issues such as device temperature, vibration, resource utilization, updates, power issues, physical and network security, etc. Example hardware for implementing an appliance computing device is described in conjunction with Fig. 8. The edge cloud 110 may also include one or more servers and/or one or more multi-tenant servers. Such a server may include an operating system and implement a virtual computing environment. A virtual computing environment may include a hypervisor managing (e.g., spawning, deploying, destroying, etc.) one or more virtual machines, one or more containers, etc. Such virtual computing environments provide an execution environment in which one or more applications and/or other software, code or scripts may execute while being isolated from one or more other applications, software, code or scripts.

[0053] In Fig. 3, various client endpoints 310 (in the form of mobile devices, computers, autonomous vehicles, business computing equipment, industrial processing equipment) exchange requests and responses that are specific to the type of endpoint network aggregation. For instance, client endpoints 310 may obtain network access via a wired broadband network, by exchanging requests and responses 322 through an on-premise network system 332. Some client endpoints 310, such as mobile computing devices, may obtain network access via a
wireless broadband network, by exchanging requests and responses 324 through an access point (e.g., cellular network tower) 334. Some client endpoints 310, such as autonomous vehicles may obtain network access for requests and responses 326 via a wireless vehicular network through a street-located network system 336. However, regardless of the type of network access, the TSP may deploy aggregation points 342, 344 within the edge cloud 110 to aggregate traffic and requests. Thus, within the edge cloud 110, the TSP may deploy various compute and storage resources, such as at edge aggregation nodes 340, to provide requested content. The edge aggregation nodes 340 and other systems of the edge cloud 110 are connected to a cloud or data center 360, which uses a backhaul network 350 to fulfill higher-latency requests from a cloud/data center for websites, applications, database servers, etc. Additional or consolidated instances of the edge aggregation nodes 340 and the aggregation points 342, 344, including those deployed on a single server framework, may also be present within the edge cloud 110 or other areas of the TSP infrastructure.

B. USAGE OF CONTAINERS IN EDGE COMPUTING

[0054] Fig. 4 illustrates deployment and orchestration for virtualized and container-based edge configurations across an edge computing system operated among multiple edge nodes and multiple tenants (e.g., users, providers) which use such edge nodes. Specifically, Fig. 4 depicts coordination of a first edge node 422 and a second edge node 424 in an edge computing system 400, to fulfill requests and responses for various client endpoints 410 (e.g., smart cities / building systems, mobile devices, computing devices, business/logistics systems, industrial systems, etc.), which access various virtual edge instances. Here, the virtual edge instances 432, 434 provide edge compute capabilities and processing in an edge cloud, with access to a cloud/data center 440 for higher-latency requests for websites, applications, database servers, etc. However, the edge cloud enables coordination of processing among multiple edge nodes for multiple tenants or entities.

[0055] In the example of Fig. 4, these virtual edge instances include: a first virtual edge 432, offered to a first tenant (Tenant 1), which offers a first combination of edge storage, computing, and services; and a second virtual edge 434, offering a second combination of edge storage, computing, and services. The virtual edge instances 432, 434 are distributed among the edge nodes 422, 424, and may include scenarios in which a request and response are fulfilled from the same or different edge nodes. The configuration of the edge nodes 422, 424 to operate in a distributed yet coordinated fashion occurs based on edge provisioning functions
450. The functionality of the edge nodes 422, 424 to provide coordinated operation for applications and services, among multiple tenants, occurs based on orchestration functions 460. [0056] It should be understood that some of the devices in 410 are multi-tenant devices where Tenant 1 may function within a tenant1 'slice' while a Tenant 2 may function within a tenant2 slice (and, in further examples, additional or sub-tenants may exist; and each tenant may even be specifically entitled and transactionally tied to a specific set of features all the way day to specific hardware features). A trusted multi-tenant device may further contain a tenant specific cryptographic key such that the combination of key and slice may be considered a “root of trust” (RoT) or tenant specific RoT. A RoT may further be computed dynamically composed using a DICE (Device Identity Composition Engine) architecture such that a single DICE hardware building block may be used to construct layered trusted computing base contexts for layering of device capabilities (such as a Field Programmable Gate Array (FPGA)). The RoT may further be used for a trusted computing context to enable a “fan-out” that is useful for supporting multi-tenancy. Within a multi-tenant environment, the respective edge nodes 422, 424 may operate as security feature enforcement points for local resources allocated to multiple tenants per node. Additionally, tenant runtime and application execution (e.g., in instances 432, 434) may serve as an enforcement point for a security feature that creates a virtual edge abstraction of resources spanning potentially multiple physical hosting platforms. Finally, the orchestration functions 460 at an orchestration entity may operate as a security feature enforcement point for marshalling resources along tenant boundaries.

[0057] Edge computing nodes may partition resources (memory, central processing unit (CPU), graphics processing unit (GPU), interrupt controller, input/output (I/O) controller, memory controller, bus controller, etc.) where respective partitionings may contain a RoT capability and where fan-out and layering according to a DICE model may further be applied to Edge Nodes. Cloud computing nodes may use containers, FaaS engines, Servlets, servers, or other computation abstraction that may be partitioned according to a DICE layering and fan-out structure to support a RoT context for each. Accordingly, the respective RoTs spanning devices 410, 422, and 440 may coordinate the establishment of a distributed trusted computing base (DTCB) such that a tenant-specific virtual trusted secure channel linking all elements end to end can be established.

[0058] Further, it will be understood that a container may have data or workload specific keys protecting its content from a previous edge node. As part of migration of a container, a pod controller at a source edge node may obtain a migration key from a target edge node pod
controller where the migration key is used to wrap the container-specific keys. When the container/pod is migrated to the target edge node, the unwrapping key is exposed to the pod controller that then decrypts the wrapped keys. The keys may now be used to perform operations on container specific data. The migration functions may be gated by properly attested edge nodes and pod managers (as described above).

[0059] In further examples, an edge computing system is extended to provide for orchestration of multiple applications through the use of containers (a contained, deployable unit of software that provides code and needed dependencies) in a multi-owner, multi-tenant environment. A multi-tenant orchestrator may be used to perform key management, trust anchor management, and other security functions related to the provisioning and lifecycle of the trusted ‘slice’ concept in Fig. 4. For instance, an edge computing system may be configured to fulfill requests and responses for various client endpoints from multiple virtual edge instances (and, from a cloud or remote data center). The use of these virtual edge instances may support multiple tenants and multiple applications (e.g., augmented reality (AR)/virtual reality (VR), enterprise applications, content delivery, gaming, compute offload) simultaneously. Further, there may be multiple types of applications within the virtual edge instances (e.g., normal applications; latency sensitive applications; latency-critical applications; user plane applications; networking applications; etc.). The virtual edge instances may also be spanned across systems of multiple owners at different geographic locations (or, respective computing systems and resources which are co-owned or co-managed by multiple owners).

[0060] For instance, each edge node 422, 424 may implement the use of containers, such as with the use of a container “pod” 426, 428 providing a group of one or more containers. In a setting that uses one or more container pods, a pod controller or orchestrator is responsible for local control and orchestration of the containers in the pod. Various edge node resources (e.g., storage, compute, services, depicted with hexagons) provided for the respective edge slices 432, 434 are partitioned according to the needs of each container.

[0061] With the use of container pods, a pod controller oversees the partitioning and allocation of containers and resources. The pod controller receives instructions from an orchestrator (e.g., orchestrator 460) that instructs the controller on how best to partition physical resources and for what duration, such as by receiving key performance indicator (KPI) targets based on SLA contracts. The pod controller determines which container requires which resources and for how long in order to complete the workload and satisfy the SLA. The pod
controller also manages container lifecycle operations such as: creating the container, provisioning it with resources and applications, coordinating intermediate results between multiple containers working on a distributed application together, dismantling containers when workload completes, and the like. Additionally, a pod controller may serve a security role that prevents assignment of resources until the right tenant authenticates or prevents provisioning of data or a workload to a container until an attestation result is satisfied.

[0062] Also, with the use of container pods, tenant boundaries can still exist but in the context of each pod of containers. If each tenant specific pod has a tenant specific pod controller, there will be a shared pod controller that consolidates resource allocation requests to avoid potential resource starvation situations. Further controls may be provided to ensure attestation and trustworthiness of the pod and pod controller. For instance, the orchestrator 460 may provision an attestation verification policy to local pod controllers that perform attestation verification. If an attestation satisfies a policy for a first tenant pod controller but not a second tenant pod controller, then the second pod could be migrated to a different edge node that does satisfy it. Alternatively, the first pod may be allowed to execute and a different shared pod controller is installed and invoked prior to the second pod executing.

[0063] Fig. 5 illustrates additional compute arrangements deploying containers in an edge computing system. As a simplified example, system arrangements 510, 520 depict settings in which a pod controller (e.g., container managers 511, 521, and container orchestrator 531) is adapted to launch containerized pods, functions, and functions-as-a-service instances through execution via computing nodes (515 in arrangement 510), or to separately execute containerized virtualized network functions through execution via computing nodes (523 in arrangement 520). This arrangement is adapted for use of multiple tenants in system arrangement 530 (using computing nodes 537), where containerized pods (e.g., pods 512), functions (e.g., functions 513, VNFs 522, 536), and functions-as-a-service instances (e.g., FaaS instance 514) are launched within virtual machines (e.g., VMs 534, 535 for tenants 532, 533) specific to respective tenants (aside the execution of virtualized network functions). This arrangement is further adapted for use in system arrangement 540, which provides containers 542, 543, or execution of the various functions, applications, and functions on computing nodes 544, as coordinated by an container-based orchestration system 541.

[0064] The system arrangements of depicted in Fig. 5 provides an architecture that treats VMs, Containers, and Functions equally in terms of application composition (and resulting applications are combinations of these three ingredients). Each ingredient may involve use of
one or more accelerator (FPGA, ASIC) components as a local backend. In this manner, applications can be split across multiple edge owners, coordinated by an orchestrator.

[0065] In the context of Fig. 5, the pod controller/container manager, container orchestrator, and individual nodes may provide a security enforcement point. However, tenant isolation may be orchestrated where the resources allocated to a tenant are distinct from resources allocated to a second tenant, but edge owners cooperate to ensure resource allocations are not shared across tenant boundaries. Or, resource allocations could be isolated across tenant boundaries, as tenants could allow “use” via a subscription or transaction/contract basis. In these contexts, virtualization, containerization, enclaves and hardware partitioning schemes may be used by edge owners to enforce tenancy. Other isolation environments may include: bare metal (dedicated) equipment, virtual machines, containers, virtual machines on containers, or combinations thereof.

[0066] In further examples, aspects of software-defined or controlled silicon hardware, and other configurable hardware, may integrate with the applications, functions, and services an edge computing system. Software defined silicon (SDSi) may be used to ensure the ability for some resource or hardware ingredient to fulfill a contract or service level agreement, based on the ingredient’s ability to remediate a portion of itself or the workload (e.g., by an upgrade, reconfiguration, or provision of new features within the hardware configuration itself).

C. MOBILITY AND MULTI-ACCESS EDGE COMPUTING (MEC) IN EDGE COMPUTING SETTINGS

[0067] It should be appreciated that the edge computing systems and arrangements discussed herein may be applicable in various solutions, services, and/or use cases involving mobility. As an example, Fig. 6 shows a simplified vehicle compute and communication use case involving mobile access to applications in an edge computing system 600 that implements an edge cloud 110. In this use case, respective client computing nodes 610 may be embodied as in-vehicle compute systems (e.g., in-vehicle navigation and/or infotainment systems) located in corresponding vehicles which communicate with the edge gateway nodes 620 during traversal of a roadway. For instance, the edge gateway nodes 620 may be located in a roadside cabinet or other enclosure built-into a structure having other, separate, mechanical utility, which may be placed along the roadway, at intersections of the roadway, or other locations near the roadway. As respective vehicles traverse along the roadway, the connection between its client computing node 610 and a particular edge gateway device 620 may propagate so as to maintain
a consistent connection and context for the client computing node 610. Likewise, mobile edge nodes may aggregate at the high priority services or according to the throughput or latency resolution requirements for the underlying service(s) (e.g., in the case of drones). The respective edge gateway devices 620 include an amount of processing and storage capabilities and, as such, some processing and/or storage of data for the client computing nodes 610 may be performed on one or more of the edge gateway devices 620.

[0068] The edge gateway devices 620 may communicate with one or more edge resource nodes 640, which are illustratively embodied as compute servers, appliances or components located at or in a communication base station 642 (e.g., a base station of a cellular network). As discussed above, the respective edge resource nodes 640 include an amount of processing and storage capabilities and, as such, some processing and/or storage of data for the client computing nodes 610 may be performed on the edge resource node 640. For example, the processing of data that is less urgent or important may be performed by the edge resource node 640, while the processing of data that is of a higher urgency or importance may be performed by the edge gateway devices 620 (depending on, for example, the capabilities of each component, or information in the request indicating urgency or importance). Based on data access, data location or latency, work may continue on edge resource nodes when the processing priorities change during the processing activity. Likewise, configurable systems or hardware resources themselves can be activated (e.g., through a local orchestrator) to provide additional resources to meet the new demand (e.g., adapt the compute resources to the workload data).

[0069] The edge resource node(s) 640 also communicate with the core data center 650, which may include compute servers, appliances, and/or other components located in a central location (e.g., a central office of a cellular communication network). The core data center 650 may provide a gateway to the global network cloud 660 (e.g., the Internet) for the edge cloud 110 operations formed by the edge resource node(s) 640 and the edge gateway devices 620. Additionally, in some examples, the core data center 650 may include an amount of processing and storage capabilities and, as such, some processing and/or storage of data for the client compute devices may be performed on the core data center 650 (e.g., processing of low urgency or importance, or high complexity).

[0070] The edge gateway nodes 620 or the edge resource nodes 640 may offer the use of stateful applications 632 and a geographic distributed database 634. Although the applications 632 and database 634 are illustrated as being horizontally distributed at a layer of the edge
cloud 110, it will be understood that resources, services, or other components of the application
may be vertically distributed throughout the edge cloud (including, part of the application
executed at the client computing node 610, other parts at the edge gateway nodes 620 or the
edge resource nodes 640, etc.). Additionally, as stated previously, there can be peer
relationships at any level to meet service objectives and obligations. Further, the data for a
specific client or application can move from edge to edge based on changing conditions (e.g.,
based on acceleration resource availability, following the car movement, etc.). For instance,
based on the “rate of decay” of access, prediction can be made to identify the next owner to
continue, or when the data or computational access will no longer be viable. These and other
services may be utilized to complete the work that is needed to keep the transaction compliant
and lossless.

[0071] In further scenarios, a container 636 (or pod of containers) may be flexibly migrated
from an edge node 620 to other edge nodes (e.g., 620, 640, etc.) such that the container with an
application and workload does not need to be reconstituted, re-compiled, re-interpreted in order
for migration to work. However, in such settings, there may be some remedial or “swizzling”
translation operations applied. For example, the physical hardware at node 640 may differ from
edge gateway node 620 and therefore, the hardware abstraction layer (HAL) that makes up the
center edge will be re-mapped to the physical layer of the target edge node. This may involve some form of late-binding technique, such as binary translation of the HAL
from the container native format to the physical hardware format, or may involve mapping
interfaces and operations. A pod controller may be used to drive the interface mapping as part
of the container lifecycle, which includes migration to/from different hardware environments.

[0072] The scenarios encompassed by Fig. 6 may utilize various types of mobile edge
nodes, such as an edge node hosted in a vehicle (car/truck/tram/train) or other mobile unit, as
the edge node will move to other geographic locations along the platform hosting it. With
vehicle-to-vehicle communications, individual vehicles may even act as network edge nodes
for other cars, (e.g., to perform caching, reporting, data aggregation, etc.). Thus, it will be
understood that the application components provided in various edge nodes may be distributed
in static or mobile settings, including coordination between some functions or operations at
individual endpoint devices or the edge gateway nodes 620, some others at the edge resource
node 640, and others in the core data center 650 or global network cloud 660.

[0073] In further configurations, the edge computing system may implement FaaS
computing capabilities through the use of respective executable applications and functions. In
an example, a developer writes function code (e.g., "computer code" herein) representing one or more computer functions, and the function code is uploaded to a FaaS platform provided by, for example, an edge node or data center. A trigger such as, for example, a service use case or an edge processing event, initiates the execution of the function code with the FaaS platform.

[0074] In an example of FaaS, a container is used to provide an environment in which function code (e.g., an application which may be provided by a third party) is executed. The container may be any isolated-execution entity such as a process, a Docker or Kubernetes container, a virtual machine, etc. Within the edge computing system, various datacenter, edge, and endpoint (including mobile) devices are used to "spin up" functions (e.g., activate and/or allocate function actions) that are scaled on demand. The function code gets executed on the physical infrastructure (e.g., edge computing node) device and underlying virtualized containers. Finally, container is "spun down" (e.g., deactivated and/or deallocated) on the infrastructure in response to the execution being completed.

[0075] Further aspects of FaaS may enable deployment of edge functions in a service fashion, including a support of respective functions that support edge computing as a service (Edge-as-a-Service or "EaaS"). Additional features of FaaS may include: a granular billing component that enables customers (e.g., computer code developers) to pay only when their code gets executed; common data storage to store data for reuse by one or more functions; orchestration and management among individual functions; function execution management, parallelism, and consolidation; management of container and function memory spaces; coordination of acceleration resources available for functions; and distribution of functions between containers (including "warm" containers, already deployed or operating, versus "cold" which require initialization, deployment, or configuration).

[0076] The edge computing system 600 can include or be in communication with an edge provisioning node 644. The edge provisioning node 644 can distribute software such as the example computer readable instructions 882 of Fig. 8, to various receiving parties for implementing any of the methods described herein. The example edge provisioning node 644 may be implemented by any computer server, home server, content delivery network, virtual server, software distribution system, central facility, storage device, storage node, data facility, cloud service, etc., capable of storing and/or transmitting software instructions (e.g., code, scripts, executable binaries, containers, packages, compressed files, and/or derivatives thereof) to other computing devices. Component(s) of the example edge provisioning node 644 may be located in a cloud, in a local area network, in an edge network, in a wide area network, on the
Internet, and/or any other location communicatively coupled with the receiving party(ies). The receiving parties may be customers, clients, associates, users, etc. of the entity owning and/or operating the edge provisioning node 644. For example, the entity that owns and/or operates the edge provisioning node 644 may be a developer, a seller, and/or a licensor (or a customer and/or consumer thereof) of software instructions such as the example computer readable instructions 882 of Fig. 8. The receiving parties may be consumers, service providers, users, retailers, OEMs, etc., who purchase and/or license the software instructions for use and/or resale and/or sub-licensing.

[0077] In an example, edge provisioning node 644 includes one or more servers and one or more storage devices. The storage devices host computer readable instructions such as the example computer readable instructions 882 of Fig. 8, as described below. Similarly to edge gateway devices 620 described above, the one or more servers of the edge provisioning node 644 are in communication with a base station 642 or other network communication entity. In some examples, the one or more servers are responsive to requests to transmit the software instructions to a requesting party as part of a commercial transaction. Payment for the delivery, sale, and/or license of the software instructions may be handled by the one or more servers of the software distribution platform and/or via a third-party payment entity. The servers enable purchasers and/or licensors to download the computer readable instructions 882 from the edge provisioning node 644. For example, the software instructions, which may correspond to the example computer readable instructions 882 of Fig. 8, may be downloaded to the example processor platform/s, which is to execute the computer readable instructions 882 to implement the methods described herein.

[0078] In some examples, the processor platform(s) that execute the computer readable instructions 882 can be physically located in different geographic locations, legal jurisdictions, etc. In some examples, one or more servers of the edge provisioning node 644 periodically offer, transmit, and/or force updates to the software instructions (e.g., the example computer readable instructions 882 of Fig. 8) to ensure improvements, patches, updates, etc. are distributed and applied to the software instructions implemented at the end user devices. In some examples, different components of the computer readable instructions 882 can be distributed from different sources and/or to different processor platforms; for example, different libraries, plug-ins, components, and other types of compute modules, whether compiled or interpreted, can be distributed from different sources and/or to different processor platforms. For example, a portion of the software instructions (e.g., a script that is not, in
itself, executable) may be distributed from a first source while an interpreter (capable of executing the script) may be distributed from a second source.

[0079] Fig. 7 illustrates a mobile edge system reference architecture (or MEC architecture) 700, such as is indicated by ETSI MEC specifications. Fig. 7 specifically illustrates a MEC architecture 700 with MEC hosts 702 and 704 providing functionalities in accordance with the ETSI GS MEC-003 specification. In some aspects, enhancements to the MEC platform 732 and the MEC platform manager 706 may be used for providing specific computing functions within the MEC architecture 700.

[0080] Referring to Fig. 7, the MEC network architecture 700 can include MEC hosts 702 and 704, a virtualization infrastructure manager (VIM) 708, an MEC platform manager 706, an MEC orchestrator 710, an operations support system 712, a user app proxy 714, a UE app 718 running on UE 720, and CFS portal 716. The MEC host 702 can include a MEC platform 732 with filtering rules control component 740, a DNS handling component 742, a service registry 738, and MEC services 736. The MEC services 736 can include at least one scheduler, which can be used to select resources for instantiating MEC apps (or NFVs) 726, 727, and 728 upon virtualization infrastructure 722. The MEC apps 726 and 728 can be configured to provide services 730 and 731, which can include processing network communications traffic of different types associated with one or more wireless connections (e.g., connections to one or more RAN (e.g., O-RAN) or telecom-core network entities). The MEC app 705 instantiated within MEC host 704 can be similar to the MEC apps 726-7728 instantiated within MEC host 702. The virtualization infrastructure 722 includes a data plane 724 coupled to the MEC platform via an MP2 interface. Additional interfaces between various network entities of the MEC architecture 700 are illustrated in Fig. 7.

[0081] The MEC platform manager 706 can include MEC platform element management component 744, MEC app rules and requirements management component 746, and MEC app lifecycle management component 748. The various entities within the MEC architecture 700 can perform functionalities as disclosed by the ETSI GS MEC-003 specification.

In some aspects, the remote application (or app) 750 is configured to communicate with the MEC host 702 (e.g., with the MEC apps 726-7728) via the MEC orchestrator 710 and the MEC platform manager 706.

D. COMPUTING ARCHITECTURES AND SYSTEMS
In further examples, any of the computing nodes or devices discussed with reference to the present edge computing systems and environment may be fulfilled based on the components depicted in Fig. 8. Respective edge computing nodes may be embodied as a type of device, appliance, computer, or other “thing” capable of communicating with other edge, networking, or endpoint components. For example, an edge compute device may be embodied as a personal computer, server, smartphone, a mobile compute device, a smart appliance, an in-vehicle compute system (e.g., a navigation system), a self-contained device having an outer case, shell, etc., or other device or system capable of performing the described functions.

In a more detailed example, Fig. 8 illustrates a block diagram of an example of components that may be present in an edge computing node 850 for implementing the techniques (e.g., operations, processes, methods, and methodologies) described herein. The edge computing node 850 may include any combinations of the hardware or logical components referenced herein, and it may include or couple with any device usable with an edge communication network or a combination of such networks. The components may be implemented as integrated circuits (ICs), portions thereof, discrete electronic devices, or other modules, instruction sets, programmable logic or algorithms, hardware, hardware accelerators, software, firmware, or a combination thereof adapted in the edge computing node 850, or as components otherwise incorporated within a chassis of a larger system.

The edge computing device 850 may include processing circuitry in the form of a processor 852, which may be a microprocessor, a multi-core processor, a multithreaded processor, an ultra-low voltage processor, an embedded processor, an xPU/DPU/IPU/NPU, special purpose processing unit, specialized processing unit, or other known processing elements. The processor 852 may be a part of a system on a chip (SoC) in which the processor 852 and other components are formed into a single integrated circuit, or a single package, such as the Edison™ or Galileo™ SoC boards from Intel Corporation, Santa Clara, California. As an example, the processor 852 may include an Intel® Architecture Core™ based CPU processor, such as a Quark™, an Atom™, an i3, an i5, an i7, an i9, or an MCU-class processor, or another such processor available from Intel®. However, any number other processors may be used, such as available from Advanced Micro Devices, Inc. (AMD®) of Sunnyvale, California, a MIPS®-based design from MIPS Technologies, Inc. of Sunnyvale, California, an ARM®-based design licensed from ARM Holdings, Ltd. or a customer thereof, or their licensees or adopters. The processors may include units such as an A5-13 processor from Apple® Inc., a Snapdragon™ processor from Qualcomm® Technologies, Inc., or an OMAP™
processor from Texas Instruments, Inc. The processor 852 and accompanying circuitry may be provided in a single socket form factor, multiple socket form factor, or a variety of other formats, including in limited hardware configurations or configurations that include fewer than all elements shown in Fig. 8.

[0085] The processor 852 may communicate with a system memory 854 over an interconnect 856 (e.g., a bus) through an interconnect interface 853 of the processor. The interconnect interface 853 may include any input/output connection of the processor 852 that allows the processor 852 to be connected through interconnect 856 to other components of the edge computing node 850. The processor 852 may include one or more processors and/or any type of processing circuitry. Any number of memory devices may be used to provide for a given amount of system memory. As examples, the memory 754 may be random access memory (RAM) in accordance with a Joint Electron Devices Engineering Council (JEDEC) design such as the DDR or mobile DDR standards (e.g., LPDDR, LPDDR2, LPDDR3, or LPDDR4). In particular examples, a memory component may comply with a DRAM standard promulgated by JEDEC, such as JESD79F for DDR SDRAM, JESD79-2F for DDR2 SDRAM, JESD79-3F for DDR3 SDRAM, JESD79-4A for DDR4 SDRAM, JESD209 for Low Power DDR (LPDDR), JESD209-2 for LPDDR2, JESD209-3 for LPDDR3, and JESD209-4 for LPDDR4. Such standards (and similar standards) may be referred to as DDR-based standards and communication interfaces of the storage devices that implement such standards may be referred to as DDR-based interfaces. In various implementations, the individual memory devices may be of any number of different package types such as single die package (SDP), dual die package (DDP) or quad die package (Q17P). These devices, in some examples, may be directly soldered onto a motherboard to provide a lower profile solution, while in other examples, the devices are configured as one or more memory modules that in turn couple to the motherboard by a given connector. Any number of other memory implementations may be used, such as other types of memory modules, e.g., dual inline memory modules (DIMMs) of different varieties including but not limited to microDIMMs or MiniDIMMs.

[0086] To provide for persistent storage of information such as data, applications, operating systems and so forth, a storage 858 may also couple to the processor 852 via the interconnect 856. In an example, the storage 858 may be implemented via a solid-state disk drive (SSDD). Other devices that may be used for the storage 858 include flash memory cards, such as Secure Digital (SD) cards, microSD cards, eXtreme Digital (XD) picture cards, and the like, and Universal Serial Bus (USB) flash drives. In an example, the memory device may be or may
include memory devices that use chalcogenide glass, multi-threshold level NAND flash memory, NOR flash memory, single or multi-level Phase Change Memory (PCM), a resistive memory, nanowire memory, ferroelectric transistor random access memory (FeTRAM), anti-ferroelectric memory, magnetoresistive random access memory (MRAM) memory that incorporates memristor technology, resistive memory including the metal oxide base, the oxygen vacancy base and the conductive bridge Random Access Memory (CB-RAM), or spin transfer torque (STT)-MRAM, a spintronic magnetic junction memory based device, a magnetic tunneling junction (MTJ) based device, a DW (Domain Wall) and SOT (Spin Orbit Transfer) based device, a thyristor based memory device, or a combination of any of the above, or other memory.

[0087] In low power implementations, the storage 858 may be on-die memory or registers associated with the processor 852. However, in some examples, the storage 858 may be implemented using a micro hard disk drive (HDD). Further, any number of new technologies may be used for the storage 858 in addition to, or instead of, the technologies described, such resistance change memories, phase change memories, holographic memories, or chemical memories, among others.

[0088] The components may communicate over the interconnect 856. The interconnect 856 may include any number of technologies, including industry standard architecture (ISA), extended ISA (EISA), peripheral component interconnect (PCI), peripheral component interconnect extended (PCIx), PCI express (PCIe), or any number of other technologies. The interconnect 856 may be a proprietary bus, for example, used in an SoC based system. Other bus systems may be included, such as an Inter-Integrated Circuit (IIC) interface, a Serial Peripheral Interface (SPI) interface, point to point interfaces, and a power bus, among others.

[0089] The interconnect 856 may couple the processor 852 to a transceiver 866, for communications with the connected edge devices 862. The transceiver 866 may be coupled to one or more antennas 871 of the edge computing node 850 to enable the edge computing node to wirelessly communicate with other edge computing nodes or other nodes in the wireless edge network. The transceiver 866 may use any number of frequencies and protocols, such as 2.4 Gigahertz (GHz) transmissions under the IEEE 802.15.4 standard, using the Bluetooth® low energy (BLE) standard, as defined by the Bluetooth® Special Interest Group, or the ZigBee® standard, among others. Any number of radios, configured for a particular wireless communication protocol, may be used for the connections to the connected edge devices 862. For example, a wireless local area network (WLAN) unit may be used to implement Wi-Fi®
communications in accordance with the Institute of Electrical and Electronics Engineers (IEEE) 802.11 standard. In addition, wireless wide area communications, e.g., according to a cellular or other wireless wide area protocol, may occur via a wireless wide area network (WWAN) unit.

[0090] The wireless network transceiver 866 (or multiple transceivers) may communicate using multiple standards or radios for communications at a different range. For example, the edge computing node 850 may communicate with close devices, e.g., within about 10 meters, using a local transceiver based on Bluetooth Low Energy (BLE), or another low power radio, to save power. More distant connected edge devices 862, e.g., within about 50 meters, may be reached over ZigBee® or other intermediate power radios. Both communications techniques may take place over a single radio at different power levels or may take place over separate transceivers, for example, a local transceiver using BLE and a separate mesh transceiver using ZigBee®.

[0091] A wireless network transceiver 866 (e.g., a radio transceiver) may be included to communicate with devices or services in a cloud (e.g., an edge cloud 895) via local or wide area network protocols. The wireless network transceiver 866 may be a low-power wide-area (LPWA) transceiver that follows the IEEE 802.15.4, or IEEE 802.15.4g standards, among others. The edge computing node 850 may communicate over a wide area using LoRaWAN™ (Long Range Wide Area Network) developed by Semtech and the LoRa Alliance. The techniques described herein are not limited to these technologies but may be used with any number of other cloud transceivers that implement long range, low bandwidth communications, such as Sigfox, and other technologies. Further, other communications techniques, such as time-slotted channel hopping, described in the IEEE 802.15.4e specification may be used.

[0092] Any number of other radio communications and protocols may be used in addition to the systems mentioned for the wireless network transceiver 866, as described herein. For example, the transceiver 866 may include a cellular transceiver that uses spread spectrum (SPA/SAS) communications for implementing high-speed communications. Further, any number of other protocols may be used, such as Wi-Fi® networks for medium speed communications and provision of network communications. The transceiver 866 may include radios that are compatible with any number of 3GPP (Third Generation Partnership Project) specifications, such as Long Term Evolution (LTE) and 5th Generation (5G) communication systems, discussed in further detail at the end of the present disclosure. A network interface
controller (NIC) 868 may be included to provide a wired communication to nodes of the edge cloud 895 or to other devices, such as the connected edge devices 862 (e.g., operating in a mesh). The wired communication may provide an Ethernet connection or may be based on other types of networks, such as Controller Area Network (CAN), Local Interconnect Network (LIN), DeviceNet, ControlNet, Data Highway+, PROFIBUS, or PROFINET, among many others. An additional NIC 868 may be included to enable connecting to a second network, for example, a first NIC 868 providing communications to the cloud over Ethernet, and a second NIC 868 providing communications to other devices over another type of network.

[0093] Given the variety of types of applicable communications from the device to another component or network, applicable communications circuitry used by the device may include or be embodied by any one or more of components 864, 866, 868, or 870. Accordingly, in various examples, applicable means for communicating (e.g., receiving, transmitting, etc.) may be embodied by such communications circuitry.

[0094] The edge computing node 850 may include or be coupled to acceleration circuitry 864, which may be embodied by one or more artificial intelligence (AI) accelerators, a neural compute stick, neuromorphic hardware, an FPGA, an arrangement of GPUs, an arrangement of xPUs/DPUs/IPU/NPUs, one or more SoCs, one or more CPUs, one or more digital signal processors, dedicated ASICs, or other forms of specialized processors or circuitry designed to accomplish one or more specialized tasks. These tasks may include AI processing (including machine learning, training, inferencing, and classification operations), visual data processing, network data processing, object detection, rule analysis, or the like. These tasks also may include the specific edge computing tasks for service management and service operations discussed elsewhere in this document.

[0095] The interconnect 856 may couple the processor 852 to a sensor hub or external interface 870 that is used to connect additional devices or subsystems. The devices may include sensors 872, such as accelerometers, level sensors, flow sensors, optical light sensors, camera sensors, temperature sensors, global navigation system (e.g., GPS) sensors, pressure sensors, barometric pressure sensors, and the like. The hub or interface 870 further may be used to connect the edge computing node 850 to actuators 874, such as power switches, valve actuators, an audible sound generator, a visual warning device, and the like.

[0096] In some optional examples, various input/output (I/O) devices may be present within or connected to, the edge computing node 850. For example, a display or other output device 884 may be included to show information, such as sensor readings or actuator position. An
input device 886, such as a touch screen or keypad may be included to accept input. An output device 884 may include any number of forms of audio or visual display, including simple visual outputs such as binary status indicators (e.g., light-emitting diodes (LEDs)) and multi-character visual outputs, or more complex outputs such as display screens (e.g., liquid crystal display (LCD) screens), with the output of characters, graphics, multimedia objects, and the like being generated or produced from the operation of the edge computing node 850. A display or console hardware, in the context of the present system, may be used to provide output and receive input of an edge computing system; to manage components or services of an edge computing system; identify a state of an edge computing component or service; or to conduct any other number of management or administration functions or service use cases.

[0097]  A battery 876 may power the edge computing node 850, although, in examples in which the edge computing node 850 is mounted in a fixed location, it may have a power supply coupled to an electrical grid, or the battery may be used as a backup or for temporary capabilities. The battery 876 may be a lithium ion battery, or a metal-air battery, such as a zinc-air battery, an aluminum-air battery, a lithium-air battery, and the like.

[0098]  A battery monitor/charger 878 may be included in the edge computing node 850 to track the state of charge (SoCh) of the battery 876, if included. The battery monitor/charger 878 may be used to monitor other parameters of the battery 876 to provide failure predictions, such as the state of health (SoH) and the state of function (SoF) of the battery 876. The battery monitor/charger 878 may include a battery monitoring integrated circuit, such as an LTC4020 or an LT7990 from Linear Technologies, an ADT7488A from ON Semiconductor of Phoenix Arizona, or an IC from the UCD90xxx family from Texas Instruments of Dallas, TX. The battery monitor/charger 878 may communicate the information on the battery 876 to the processor 852 over the interconnect 856. The battery monitor/charger 878 may also include an analog-to-digital (ADC) converter that enables the processor 852 to directly monitor the voltage of the battery 876 or the current flow from the battery 876. The battery parameters may be used to determine actions that the edge computing node 850 may perform, such as transmission frequency, mesh network operation, sensing frequency, and the like.

[0099]  A power block 880, or other power supply coupled to a grid, may be coupled with the battery monitor/charger 878 to charge the battery 876. In some examples, the power block 880 may be replaced with a wireless power receiver to obtain the power wirelessly, for example, through a loop antenna in the edge computing node 850. A wireless battery charging circuit, such as an LTC4020 chip from Linear Technologies of Milpitas, California, among
others, may be included in the battery monitor/charger 878. The specific charging circuits may be selected based on the size of the battery 876, and thus, the current required. The charging may be performed using the Airfuel standard promulgated by the Airfuel Alliance, the Qi wireless charging standard promulgated by the Wireless Power Consortium, or the Rezence charging standard, promulgated by the Alliance for Wireless Power, among others.

[0100] The storage 858 may include instructions 882 in the form of software, firmware, or hardware commands to implement the techniques described herein. Although such instructions 882 are shown as code blocks included in the memory 854 and the storage 858, it may be understood that any of the code blocks may be replaced with hardwired circuits, for example, built into an application specific integrated circuit (ASIC).

[0101] In an example, the instructions 882 provided via the memory 854, the storage 858, or the processor 852 may be embodied as a non-transitory, machine-readable medium 860 including code to direct the processor 852 to perform electronic operations in the edge computing node 850. The processor 852 may access the non-transitory, machine-readable medium 860 over the interconnect 856. For instance, the non-transitory, machine-readable medium 860 may be embodied by devices described for the storage 858 or may include specific storage units such as optical disks, flash drives, or any number of other hardware devices. The non-transitory, machine-readable medium 860 may include instructions to direct the processor 852 to perform a specific sequence or flow of actions, for example, as described with respect to the flowchart(s) and block diagram(s) of operations and functionality depicted above. As used herein, the terms “machine-readable medium” and “computer-readable medium” are interchangeable.

[0102] Also in a specific example, the instructions 882 on the processor 852 (separately, or in combination with the instructions 882 of the machine readable medium 860) may configure execution or operation of a trusted execution environment (TEE) 890. In an example, the TEE 890 operates as a protected area accessible to the processor 852 for secure execution of instructions and secure access to data. Various implementations of the TEE 890, and an accompanying secure area in the processor 852 or the memory 854 may be provided, for instance, through use of Intel® Software Guard Extensions (SGX) or ARM® TrustZone® hardware security extensions, Intel® Management Engine (ME), or Intel® Converged Security Manageability Engine (CSME). Other aspects of security hardening, hardware roots-of-trust, and trusted or protected operations may be implemented in the device 850 through the TEE 890 and the processor 852.
E. MACHINE READABLE MEDIUM AND DISTRIBUTED SOFTWARE INSTRUCTIONS

[0103] In further examples, a machine-readable medium also includes any tangible medium that is capable of storing, encoding or carrying instructions for execution by a machine and that cause the machine to perform any one or more of the methodologies of the present disclosure or that is capable of storing, encoding or carrying data structures utilized by or associated with such instructions. A “machine-readable medium” thus may include but is not limited to, solid-state memories, and optical and magnetic media. Specific examples of machine-readable media include non-volatile memory, including but not limited to, by way of example, semiconductor memory devices (e.g., electrically programmable read-only memory (EPROM), electrically erasable programmable read-only memory (EEPROM)) and flash memory devices; magnetic disks such as internal hard disks and removable disks; magneto-optical disks; and CD-ROM and DVD-ROM disks. The instructions embodied by a machine-readable medium may further be transmitted or received over a communications network using a transmission medium via a network interface device utilizing any one of a number of transfer protocols (e.g., Hypertext Transfer Protocol (HTTP)).

[0104] A machine-readable medium may be provided by a storage device or other apparatus which is capable of hosting data in a non-transitory format. In an example, information stored or otherwise provided on a machine-readable medium may be representative of instructions, such as instructions themselves or a format from which the instructions may be derived. This format from which the instructions may be derived may include source code, encoded instructions (e.g., in compressed or encrypted form), packaged instructions (e.g., split into multiple packages), or the like. The information representative of the instructions in the machine-readable medium may be processed by processing circuitry into the instructions to implement any of the operations discussed herein. For example, deriving the instructions from the information (e.g., processing by the processing circuitry) may include: compiling (e.g., from source code, object code, etc.), interpreting, loading, organizing (e.g., dynamically or statically linking), encoding, decoding, encrypting, unencrypting, packaging, unpackaging, or otherwise manipulating the information into the instructions.

[0105] In an example, the derivation of the instructions may include assembly, compilation, or interpretation of the information (e.g., by the processing circuitry) to create the instructions from some intermediate or preprocessed format provided by the machine-readable medium. The information, when provided in multiple parts, may be combined, unpacked, and modified
to create the instructions. For example, the information may be in multiple compressed source code packages (or object code, or binary executable code, etc.) on one or several remote servers. The source code packages may be encrypted when in transit over a network and decrypted, uncompressed, assembled (e.g., linked) if necessary, and compiled or interpreted (e.g., into a library, stand-alone executable, etc.) at a local machine, and executed by the local machine.

[0106] At a more generic level, an edge computing system may be described to encompass any number of deployments operating in an edge cloud 110, which provide coordination from client and distributed computing devices. Fig. 9 provides a further abstracted overview of layers of distributed compute deployed among an edge computing environment for purposes of illustration.

[0107] Fig. 9 generically depicts an edge computing system for providing edge services and applications to multi-stakeholder entities, as distributed among one or more client computing nodes 902, one or more edge gateway nodes 912, one or more edge aggregation nodes 922, one or more core data centers 932, and a global network cloud 942, as distributed across layers of the network. The implementation of the edge computing system may be provided at or on behalf of a telecommunication service provider ("telco", or "TSP"), internet-of-things service provider, cloud service provider (CSP), enterprise entity, or any other number of entities.

[0108] Each node or device of the edge computing system is located at a particular layer corresponding to layers 910, 920, 930, 940, 950. For example, the client computing nodes 902 are each located at an endpoint layer 910, while each of the edge gateway nodes 912 are located at an edge devices layer 920 (local level) of the edge computing system. Additionally, each of the edge aggregation nodes 922 (and/or fog devices 924, if arranged or operated with or among a fog networking configuration 926) are located at a network access layer 930 (an intermediate level). Fog computing (or "fogging") generally refers to extensions of cloud computing to the edge of an enterprise’s network, typically in a coordinated distributed or multi-node network. Some forms of fog computing provide the deployment of compute, storage, and networking services between end devices and cloud computing data centers, on behalf of the cloud computing locations. Such forms of fog computing provide operations that are consistent with edge computing as discussed herein; many of the edge computing aspects discussed herein are applicable to fog networks, fogging, and fog configurations. Further, aspects of the edge computing systems discussed herein may be configured as a fog, or aspects of a fog may be integrated into an edge computing architecture.
[0109] The core data center 932 is located at a core network layer 940 (e.g., a regional or geographically-central level), while the global network cloud 942 is located at a cloud data center layer 950 (e.g., a national or global layer). The use of “core” is provided as a term for a centralized network location—deeper in the network—which is accessible by multiple edge nodes or components, however, a “core” does not necessarily designate the “center” or the deepest location of the network. Accordingly, the core data center 932 may be located within, at, or near the edge cloud 110.

[0110] Although an illustrative number of client computing nodes 902, edge gateway nodes 912, edge aggregation nodes 922, core data centers 932, global network clouds 942 are shown in Fig. 9, it should be appreciated that the edge computing system may include more or fewer devices or systems at each layer. Additionally, as shown in Fig. 9, the number of components of each layer 910, 920, 930, 940, 950 generally increases at each lower level (i.e., when moving closer to endpoints). As such, one edge gateway node 912 may service multiple client computing nodes 902, and one edge aggregation node 922 may service multiple edge gateway nodes 912.

[0111] Consistent with the examples provided herein, each client computing node 902 may be embodied as any type of end point component, device, appliance, or “thing” capable of communicating as a producer or consumer of data. Further, the label “node” or “device” as used in the edge computing system 900 does not necessarily mean that such node or device operates in a client or agent/minion/follower role; rather, any of the nodes or devices in the edge computing system 900 refer to individual entities, nodes, or subsystems which include discrete or connected hardware or software configurations to facilitate or use the edge cloud 110.

[0112] As such, the edge cloud 110 is formed from network components and functional features operated by and within the edge gateway nodes 912 and the edge aggregation nodes 922 of layers 920, 930, respectively. The edge cloud 110 may be embodied as any type of network that provides edge computing and/or storage resources which are proximately located to radio access network (RAN) capable endpoint devices (e.g., mobile computing devices, IoT devices, smart devices, etc., which may be compatible with O-RAN specifications), which are shown in Fig. 9 as the client computing nodes 902. In other words, the edge cloud 110 may be envisioned as an “edge” which connects the endpoint devices and traditional mobile network access points that serves as an ingress point into service provider core networks, including carrier networks (e.g., Global System for Mobile Communications (GSM) networks, Long-
Term Evolution (LTE) networks, 5G networks, etc.), while also providing storage and/or compute capabilities. Other types and forms of network access (e.g., Wi-Fi, long-range wireless networks) may also be utilized in place of or in combination with such 3GPP carrier networks.

[0113] In some examples, the edge cloud 110 may form a portion of or otherwise provide an ingress point into or across a fog networking configuration 926 (e.g., a network of fog devices 924, not shown in detail), which may be embodied as a system-level horizontal and distributed architecture that distributes resources and services to perform a specific function. For instance, a coordinated and distributed network of fog devices 924 may perform computing, storage, control, or networking aspects in the context of an IoT system arrangement. Other networked, aggregated, and distributed functions may exist in the edge cloud 110 between the cloud data center layer 950 and the client endpoints (e.g., client computing nodes 902). Some of these are discussed in the following sections in the context of network functions or service virtualization, including the use of virtual edges and virtual services which are orchestrated for multiple stakeholders.

[0114] The edge gateway nodes 912 and the edge aggregation nodes 922 cooperate to provide various edge services and security to the client computing nodes 902. Furthermore, because each client computing node 902 may be stationary or mobile, each edge gateway node 912 may cooperate with other edge gateway devices to propagate presently provided edge services and security as the corresponding client computing node 902 moves about a region. To do so, each of the edge gateway nodes 912 and/or edge aggregation nodes 922 may support multiple tenancy and multiple stakeholder configurations, in which services from (or hosted for) multiple service providers and multiple consumers may be supported and coordinated across a single or multiple compute devices.

F. USE CASE: SATELLITE EDGE CONNECTIVITY

[0115] Fig. 10 illustrates network connectivity in non-terrestrial (satellite) and terrestrial (mobile cellular network) settings, according to an example. As shown, a satellite constellation may include multiple satellites 1001, 1002, which are connected to each other and to one or more terrestrial networks. Specifically, the satellite constellation is connected to a backhaul network, which is in turn connected to a 5G core network 1040. The 5G core network is used to support 5G communication operations at the satellite network and at a terrestrial 5G radio
access network (RAN) 1030. The RAN may be compatible with O-RAN specifications, in certain embodiments.

[0116] Fig. 10 also depicts the use of the terrestrial 5G RAN 1030, to provide radio connectivity to a user equipment (UE) 1020 via a massive MIMO antenna 1050. It will be understood that a variety of network communication components and units are not depicted in Fig. 10 for purposes of simplicity. With these basic entities in mind, the following techniques describe ways in which terrestrial and satellite networks can be extended for various edge computing scenarios.

G. SOFTWARE DISTRIBUTION:

[0117] Fig. 11 illustrates an example software distribution platform 1105 to distribute software, such as the example computer readable instructions 882 of Fig. 8, to one or more devices, such as example processor platform(s) 1100 and/or example connected edge devices 862. The example software distribution platform 1105 may be implemented by any computer server, data facility, cloud service, etc., capable of storing and transmitting software to other computing devices (e.g., third parties, the example connected edge devices 862 of Fig. 8). Example connected edge devices may be customers, clients, managing devices (e.g., servers), third parties (e.g., customers of an entity owning and/or operating the software distribution platform 1105). Example connected edge devices may operate in commercial and/or home automation environments. In some examples, a third party is a developer, a seller, and/or a licensor of software such as the example computer readable instructions 882 of Fig. 8. The third parties may be consumers, users, retailers, OEMs, etc. that purchase and/or license the software for use and/or re-sale and/or sub-licensing. In some examples, distributed software causes display of one or more user interfaces (UIs) and/or graphical user interfaces (GUIs) to identify the one or more devices (e.g., connected edge devices) geographically and/or logically separated from each other (e.g., physically separated IoT devices chartered with the responsibility of water distribution control (e.g., pumps), electricity distribution control (e.g., relays), etc.).

[0118] In the illustrated example of Fig. 11, the software distribution platform 1105 includes one or more servers and one or more storage devices. The storage devices store the computer readable instructions 882. The one or more servers of the example software distribution platform 1105 are in communication with a network 1110, which may correspond to any one or more of the Internet and/or any of the example networks described above. In
some examples, the one or more servers are responsive to requests to transmit the software to a requesting party as part of a commercial transaction. Payment for the delivery, sale and/or license of the software may be handled by the one or more servers of the software distribution platform and/or via a third-party payment entity. The servers enable purchasers and/or licensors to download the computer readable instructions 882 from the software distribution platform 1105. For example, the software, which may correspond to the example computer readable instructions 882 of Fig. 8, may be downloaded to the example processor platform(s) 1100 (e.g., example connected edge devices), which is/are to execute the computer readable instructions 882 to implement the software instructions. In some examples, one or more servers of the software distribution platform 1105 are communicatively connected to one or more security domains and/or security devices through which requests and transmissions of the example computer readable instructions 882 must pass. In some examples, one or more servers of the software distribution platform 1105 periodically offer, transmit, and/or force updates to the software (e.g., the example computer readable instructions 882 of Fig. 8) to ensure improvements, patches, updates, etc. are distributed and applied to the software at the end user devices.

[0119] In the illustrated example of Fig. 11, the computer readable instructions 882 are stored on storage devices of the software distribution platform 1105 in a particular format. A format of computer readable instructions includes, but is not limited to a particular code language (e.g., Java, JavaScript, Python, C, C#, SQL, HTML, etc.), and/or a particular code state (e.g., uncompiled code (e.g., ASCII), interpreted code, linked code, executable code (e.g., a binary), etc.). In some examples, the computer readable instructions 882 stored in the software distribution platform 1105 are in a first format when transmitted to the example processor platform(s) 1100. In some examples, the first format is an executable binary in which particular types of the processor platform(s) 1100 can execute. However, in some examples, the first format is uncompiled code that requires one or more preparation tasks to transform the first format to a second format to enable execution on the example processor platform(s) 1100. For instance, the receiving processor platform(s) 1100 may need to compile the computer readable instructions 882 in the first format to generate executable code in a second format that is capable of being executed on the processor platform(s) 1100. In still other examples, the first format is interpreted code that, upon reaching the processor platform(s) 1100, is interpreted by an interpreter to facilitate execution of instructions.
H. MACHINE LEARNING IN EDGE COMPUTING NETWORKS

[0120] Machine learning (ML) involves computer systems using algorithms and/or statistical models to perform specific task(s) without using explicit instructions, but instead relying on patterns and inferences. ML algorithms build mathematical model(s) (referred to as “ML models” or the like) based on sample data (referred to as “training data” or the like) in order to make predictions or decisions without being explicitly programmed to perform such tasks. ML algorithms perform a training process on a relatively large dataset to estimate an underlying ML model. Generally, an ML algorithm may refer to a computer program that learns from experience with respect to some task and some performance measure, and an ML model may be any object or data structure created after an ML algorithm is trained with one or more training datasets. After training, an ML model may be used to make predictions on new datasets. Although the term “ML algorithm” refers to different concepts than the term “ML model,” these terms as discussed herein may be used interchangeably for the purposes of the present disclosure. In some cases, an ML model may include an artificial neural network (NN), which is based on a collection of connected nodes (“neurons”) and each connection (“edges”) transmit information (a “signal”) from one node to other nodes. A neuron that receives a signal processes the signal using an activation function and then signals other neurons based on the processing. Neurons and edges typically have weights that adjust as learning proceeds. The weights may increase or decrease the strength of a signal at a connection.

[0121] Linear regression is one type of supervised ML algorithm that is used for classification, stock market analysis, weather prediction, and the like. Gradient descent (GD) algorithms may be used in linear regression. Given a function defined by a set of parameters, a GD algorithm starts with an initial set of parameter values, and iteratively moves toward a set of parameter values that minimize the function. This iterative minimization is achieved by taking steps in the negative direction of the function gradient. In some GD implementations, a model is updated iteratively, where multiplication of large matrices and vectors is performed in each epoch. An epoch may refer to a round of machine learning that is performed in the iterative process of updating a model. Since the training phase for GD algorithms may involve a large amount of iterative computations, running GD algorithms can be computationally intensive. Additionally, computation time bottlenecks rapidly as the model order grows in size.

[0122] Distributed computing has been used to reduce training time by offloading GD computations to multiple secondary computing nodes. However, distributing GD computations to heterogeneous computing environments, such as those comprising multiple client or edge
devices is difficult because, in most cases, the available edge devices have different configurations, capabilities, and operate under different conditions. Additionally, many of the edge devices communicate using wireless links, which have lower reliability (i.e., in terms of link quality and achievable data rates) when compared to wired links used in server farms. The heterogeneous nature of these computing environments may result in longer lag times at each round of training (or "epoch") due to slower computing devices and/or computing devices with low quality radio links. For these reasons, the conventional distributed ML training approach cannot be straightforwardly applied to heterogeneous computing environments. Recently, federated learning has been proposed for distributed GD computation, where learning takes place by a federation of client computing nodes (which may also be referred to herein as "client devices") that are coordinated by a central server (which may be referred to herein as a MEC server or controller node).

Federated learning, where a global model is trained with coordination with a federation of client computing nodes/client nodes/clients while keeping the training data local at the clients is one of the problems under consideration herein. The federated learning protocol iteratively allows clients to download a centrally trained artificial intelligence/machine-learning model (or model) from a server, such as a MEC server, an edge server or a cloud server, update it with their own data and upload the model updates (such as a gradient update) back to the server. The model updates may include updates weight values for nodes of the NN model, for instance. The server then aggregates updates from multiple clients to update the global model. Federated learning over wireless edge networks is highly desired since data can be maintained local at the clients while the edge server can utilize the compute capabilities of clients to speed up training.

In federated learning, training may be performed via a supervised machine learning problem (e.g., a GD algorithm) based on a dataset \( \{(X_k, y_k)\}_{k=1,...,m} \) to learn underlying model parameters \( \beta \in \mathbb{R}^d \), wherein \( X_k \) is the total training data, \( k \) is a number of data points (or training symbols) in \( X_k \) where \( k = k \) to \( m \), and \( y_k \) is an associated model level related to each of the data in \( X_k \) (e.g., where the underlying model is a single or multi-level model). Each training label is a row vector of training symbols \( X_k = [x_{k,1}, ..., x_{k,d}] \in \mathbb{R}^{1 \times d} \), and \( y_k \in \mathbb{R} \) is an associated scalar measurement. Under a linear model, the training data can be represented by Equation (A0).

\[
Y = X \beta + n \tag{A0}
\]
In Equation (A0), $\beta$ is the model to be created, $X$ is the input data, and $Y$ is/are the output variables. In addition, for Equation (A0),

$$X \triangleq \begin{pmatrix} X_1 \\ \vdots \\ X_m \end{pmatrix} \text{ is an } m \times d \text{ training symbol matrix},$$

$$\beta \triangleq \begin{pmatrix} \beta_1 \\ \vdots \\ \beta_d \end{pmatrix} \text{ is a } d \times 1 \text{ unknown model parameter matrix},$$

$$n \triangleq \begin{pmatrix} n_1 \\ \vdots \\ n_m \end{pmatrix} \text{ is an } m \times 1 \text{ measurement noise (e.g., Gaussian) matrix, and}$$

$$Y \triangleq \begin{pmatrix} Y_1 \\ \vdots \\ Y_m \end{pmatrix} \text{ is an } m \times 1 \text{ measurement vector collected for training.}$$

GD is an optimization algorithm used to minimize a target function by iteratively moving in the direction of a steepest descent as defined by a negative of the gradient. An objective of GD in ML is to utilize a training dataset $D$ in order to accurately estimate the unknown model $\beta$ over one or more epochs $r$. In ML, GD is used to update the parameters of the unknown model $\beta$. Parameters refer to coefficients in linear regression and weights in an NN. These objectives are realized in an iterative fashion by computing $\beta^{(r)}$ at the $r$-th epoch, and evaluating a gradient associated with the squared-error cost function defined by $f(\beta^{(r)}) = \| X \beta^{(r)} - Y \|^2$. The cost function indicates how accurate the model $\beta$ is at making predictions for a given set of parameters. The cost function has a corresponding curve and corresponding gradients, where the slope of the cost function curve indicates how the parameters should be changed to make the model $\beta$ more accurate. In other words, the model $\beta$ is used to make predictions, and the cost function is used to update the parameters for the model $\beta$. The gradient of the aforementioned squared-error cost function is given by Equation (A1), and $\beta^{(r)}$ is updated at each epoch $r$ according to Equation (A2).

$$\nabla_\beta f(\beta^{(r)}) = X'(X \beta^{(r)} - Y) \quad (A1)$$

$$\beta^{(r+1)} = \beta^{(r)} - \frac{\mu}{m} \nabla_\beta f(\beta^{(r)}) \quad (A2)$$

In Equation (A2), $m$ is the total number of observations (i.e., data points), $\mu$ is a learning rate (also referred to as an update parameter or step size) for moving down a particular gradient, where $0 < \mu \leq 1$, and $\nabla_\beta f(\beta^{(r)})$ is a prediction based on the model $\beta^{(r)}$. GD involves computing Equations (A1) and (A2) in tandem until the model parameters converge
sufficiently. The gradient in Equation (A1) involves multiplications involving matrices and vectors of large sizes. Therefore, GD becomes computationally prohibitive as dataset and model parameters become massive.

[0128] In order to meet computation demand of Equation (A1), edge computing nodes can locally compute partial gradients from their respective local data sets and communicate the computed partial gradients back to a central node for aggregation. Fig. 12 depicts an example of federated learning in an edge computing environment 1200. In the example shown, each client computing node 1202 fetches or otherwise obtains a global model 1204 from a central server 1208 (e.g., a MEC server) coupled to an access point 1210 (e.g., a base station), updates aspects of the global model (e.g., model parameters or weights used in the global model, e.g., NN node weights) using its local data or data provided by the central server (e.g., a subset of a large training dataset D), and communicates the updates to the global model to the central server 1208. The central server 1208 then aggregates (e.g., averages) the received updates and obtains a final global model based on the aggregated updates (e.g., updates the model weight values based on an average of the weight values received from the clients). Federated learning may be more efficient than asynchronous update methods as it avoids the prohibitive number of model updates both at the central server and worker computing nodes.

[0129] Model updates or updates to a global model, as described herein, may include a set of values that are used to construct the global model. For example, where the global model is a NN model, a client or server may perform machine learning to obtain updated values for various nodes of the NN. The values may be aggregated by a node, e.g., averaged by the server, and the aggregated node weight values may be used for future implementations of the NN.

[0130] A central server as described herein may refer to an edge compute node that acts as a server to other edge compute notes of an edge computing environment. In some embodiments, functions or operations described herein as being performed by a central server may be performed by multiple servers. For instance, some example embodiments described herein include clients providing capability data, model updates or other parameters to a central server, but such capability data, model updates, or parameters may be provided by the clients to different central servers. The central server(s) may be structurally formed as described further herein. For instance, the central server(s) may be configured to fit within a unit of a server rack (e.g., a 1U or multiple unit rack device), or may be configured to fit within a sled. In some instances, the central server as described herein may be implemented as a “MEC server”.
However, it is to be understood that any type of server, such as an edge server, a cloud server, an on-premise server, etc. may be used in the alternative. A server, e.g., a MEC server, as described herein may be constructed to fit within any of the structural embodiments described herein. For example, a server such as a MEC server may be configured fit within a server rack or sled, e.g., as described in greater detail herein.

[0131] Further, a client (or client compute node) as described herein may refer to an edge compute node that is served, controlled, or otherwise commanded by one or more other edge compute nodes (e.g., central server(s) as described above). For instance, as described herein, the clients perform machine learning based on information and/or commands from another node(s) (i.e., a central server(s)). A client device may include a server device, such as a device structurally configured as described herein (e.g., to fit within a server rack or sled), a mobile computing device (e.g., tablet, smartphone, etc.), or may include another type of computing device.

[0132] With this technique, Equation (A1) can be decomposed into m partial sums as shown by Equation (A3).

\[ \nabla_{\beta} f(\beta^{(r)}) = \sum_{k=1}^{m} X_k'(X_k \beta^{(r)} - y_k) \] #(A3)

[0133] More particularly, the training dataset \(X^{(i)}\) and the associated label vector \(y^{(i)}\) for the i-th device may be given by

\[ X^{(i)} = \begin{bmatrix} X_1^{(i)} \\ \vdots \\ X_{l_{i_{initial}}}^{(i)} \end{bmatrix}, \text{ and } y^{(i)} = \begin{bmatrix} y_1^{(i)} \\ \vdots \\ y_{l_{i_{initial}}}^{(i)} \end{bmatrix}, \]

where \(l_{i_{initial}}\) is the number of training data points available at the i-th device. Note that the dimension of \(X^{(i)}\) is \(l_{i_{initial}} \times d\), where \(d\) is the dimension of feature space. Each device may locally compute partial gradients in each epoch, say the r-th epoch, such as by

\[ \nabla_{\beta} f_i(\beta^{(r)}) = \sum_{k=1}^{l_{i_{initial}}} X_k^{(i)}'(X_k^{(i)} \beta^{(r)} - y_k^{(i)}) \] #(A4)

where \(\beta^{(r)}\) is the estimate of the global model. The partial gradient is communicated to the central node for aggregation, and the global gradient may be given by

\[ \nabla_{\beta} f(\beta^{(r)}) = \sum_{i=1}^{n} \nabla_{\beta} f_i(\beta^{(r)}) \] #(A5)

[0134] The model may be updated by the central server as
\( \beta^{(r+1)} = \beta^{(r)} - \frac{\mu}{m} \nabla f(\beta^{(r)}) \)  \( \#(A6) \)

where \( m = \sum_{i=1}^{n} l_i^{\text{initial}} \) is the totality of training data points and \( \mu \) is the learning rate.

[0135] In Sections I.-S below, the client computing node corresponds to any edge computing node that is to train a model with the data available to it, such as data that the client computing node may wish to keep private.

[0136] In Sections I.-S. below, according to some embodiments, a message or communication between a first edge computing node and a second edge computing node, or between a client computing node and a central server, may be transmitted/received on an application programming interface (API), embedded in L1/L2/L3 layers of the protocol stack depending on the application, on a Physical (PHY) layer, or on a Medium Access Control (MAC) layer as set forth in wireless standards, such as the 802.11 family of standards, or the Third Generation Partnership Project (3GPP) Long Term Evolution (LTE) or New Radio (NR or 5G) family of technical specifications, by way of example only. The message or communication, according to some embodiments, may involve a parameter exchange to allow an estimation of wireless spectrum efficiency, and in such a case it may be transmitted/received on a L1 layer of a protocol stack. The message or communication, according to some embodiments, may involve a prediction of edge computing node sleep patterns, and in such a case it may be transmitted/received on a L2 layer of a protocol stack. The message or communication, according to some embodiments, may be transmitted or received on a transport network layer, an Internet Protocol (IP) transport layer, a General Radio Packet Service Tunneling Protocol User Plane (GTP-U) layer, a User Datagram Protocol (UDP) layer, an IP layer, on a layer of a control plane protocol stack (e.g. NAS, RRC, PDCP, RLC, MAC, and PHY), on a layer of a user plane protocol stack (e.g. SDAP, PDCP, RLC, MAC, and PHY).

I. NON-LINEAR CODING TECHNIQUES FOR USE IN CODED FEDERATED LEARNING

[0137] In certain instances, coded labels may not be linearly related to the corresponding training data. Thus, certain embodiments may generate training labels associated with coded data by first approximating the local non-linearity between the training data \( \mathbf{X}_{k}^{(i)} \) and label set \( \mathbf{y}_{k}^{(i)} \) using a Kernel-based technique, and then applying the learnt local Kernel to the generated coded data set \( \mathbf{\tilde{X}}_{i} \). In particular, the training data set stored at the \( i \)-th device may be referred to
as \((X_k^{(i)}, y_k^{(i)})\). The overall objective of the learning method is to utilize the training data set from all client devices, \(i = 1, \ldots, n\) in order to accurately estimate a non-linear model \(\beta\) that can be used for future inference. Typically, a NN is used for approximating \(\beta\).

**Backpropagation based on gradient descent.** The output of a NN is compared to the true label to calculate the error from that training sample given by equation AQ1.

\[
e = y_o - y \quad \# Eq. (AQ1)
\]

and the gradient of the squared error is calculated with respect to all the weights and the biases involved. In this example, the gradients are given by equations AQ2a, AQ2b, AQ2c, and AQ2d.

\[
\nabla w^{(2)} e^2 = \begin{cases} z^T e & \text{if } |y_o| > 0 \\ 0 & \text{else} \end{cases} \quad \# Eq. (AQ2a)
\]

\[
\nabla b^{(2)} e^2 = \begin{cases} e & \text{if } |y_o| > 0 \\ 0 & \text{else} \end{cases} \quad \# Eq. (AQ2b)
\]

\[
\nabla w_k^{(1)} e^2 = \begin{cases} x^T g_k & \text{if } |z_k| > 0 \\ 0 & \text{else} \end{cases} \quad \# Eq. (AQ2c)
\]

\[
\nabla b_k^{(1)} e^2 = \begin{cases} g_k & \text{if } |z_k| > 0 \\ 0 & \text{else} \end{cases} \quad \# Eq. (AQ2d)
\]

where the gradient backpropagation is explicitly given by equation AQ3.

\[
g_k = \begin{cases} w_k^{(2)} e & \text{if } |y_o| > 0 \\ 0 & \text{else} \end{cases} \quad \# Eq. (AQ3)
\]

**[0139]** In a mini-batch gradient descent algorithm, the gradients are accumulated over all the training data points in the mini-batch, and then NN weights and biases are updated as equations AQ4 and AQ5, where \(B\) is the mini-batch size.

\[
w^{(2)} = w^{(2)} - \frac{\mu}{B} \sum \nabla w^{(2)} e^2, \quad b^{(2)} = b^{(2)} - \frac{\mu}{B} \sum \nabla b^{(2)} e^2 \quad \# Eq. (AQ4)
\]

\[
w_k^{(1)} = w_k^{(1)} - \frac{\mu}{B} \sum \nabla w_k^{(1)} e^2, \quad b_k^{(1)} = b_k^{(1)} - \frac{\mu}{B} \sum \nabla b_k^{(1)} e^2 \quad \# Eq. (AQ5)
\]

**[0140]** Coding the local training data involves performing a random linear coding disjointly on the decentralized training data set available at each client device. Like in the linear case, the i-th device, uses a random generator matrix \(G_i\) (which may also be referred to as a “coding matrix”) of dimension \(c \times i_{\text{initial}}\) with elements drawn independently from standard normal distribution or a Bernoulli \((\frac{1}{2})\) distribution, applies on the local training data
set $X^{(i)}$ to obtain a coded training data set $\tilde{X}^{(i)}$, expressed by equation AQ6.

$$\tilde{X}^{(i)} = G_i X^{(i)} \ #Eq. \ (AQ6)$$

[0141] For purposes of discussion, the coding redundancy $c$ is heuristically chosen in certain examples described. In addition, use of random linear codes is for simplicity of exposition to the benefits of coded computing in DNNs.

[0142] Coding the labels. Coding for labels may be quite challenging in the non-linear scenarios. As the raw training data set $X^{(i)}$ and its associated label set $Y^{(i)}$ have a non-linear relation, coded label set may not be generated by directly applying $G_i$ on the raw label set. This is one key difference from coding for linear models. To overcome this challenge, embodiments herein may implement a technique wherein the local non-linear function at each device is approximated using a Kernel based method. In particular, given a raw data set $(X^{(i)}, Y^{(i)})$, where there are $l_i^{\text{initial}}$ training data points, and a Kernel function $K(x_k, x_j)$, Kernel coefficients may be computed as given by equation AQ7.

$$\alpha_i^* = \min_{\alpha_i} \sum_{k=1}^{l_i^{\text{initial}}} \frac{1}{2} \left( y_k^{(i)} - \sum_{j=1}^{l_i^{\text{initial}}} \alpha_{i,j} K(x_k, x_j) \right)^2 \ #Eq. \ (AQ7)$$

where a Kernel function may be, for example a Gaussian function as shown by equation AQ8.

$$K(x_k, x_j) = \exp \left( -\frac{\|x_k - x_j\|^2}{2 \sigma^2} \right) \ #Eq. \ (AQ8)$$

[0143] The above minimization can be reduced to equation AQ9.

$$\alpha_i^* = \min_{\alpha_i} \left\| K_i \alpha_i - Y^{(i)} \right\|^2 \ #Eq. \ (AQ9)$$

where $K_i$ is a $l_i^{\text{initial}} \times l_i^{\text{initial}}$ Kernel matrix with its $(k,j)$-th element given as $K(x_k^{(i)}, x_j^{(i)})$. This can be solved using a gradient descent method where the gradient of the loss function is equation AQ10.

$$K_i(K_i \alpha_i - Y^{(i)}) \ #Eq. \ (AQ10)$$

[0144] Once the Kernel coefficients are obtained, the coded label for the $k$-th coded data point at the $i$-th devices is generated by equation AQ11.

$$\tilde{y}_k^{(i)} = \sum_{j=1}^{l_i^{\text{initial}}} \alpha_{i,j}^* K(\tilde{x}_k^{(i)}, x_j^{(i)}) \ #Eq. \ (AQ11)$$
Finally, the coded data set $(\tilde{X}^{(i)}, \tilde{Y}^{(i)})$ is communicated to the central server. The raw data, the generator matrix and the Kernel coefficients are not shared with the central server, thereby preserving security of the raw data.

In any of the embodiments discussed herein, exchange of partial gradient parameters can be intercepted from the protocol exchange involving any-preprocessing of the data across edge computing nodes. Computation of gradients (e.g., training data) at the central edge server/controller node can also be used for practicing the embodiments discussed herein, which is different than traditional ML techniques. In some implementations, dedicated hardware can be utilized to run training algorithms at the edge servers and/or the edge computing nodes. Further, the edge computing nodes may perform additional kernel-based based embedding on their local data, which may involve additional and/or alternative computations as compared to standard ML techniques. Training on coded data may also be done with MSE loss (e.g., coded labels can have negative entries) rather than cross-entropy loss (coded labels have to have positive entries).

In any of the embodiments discussed herein, the exchange of data between edge computing nodes and edge servers can be communicated according to the implemented edge system and/or communication protocols. Such communications and/or ML training techniques can be standardized or otherwise specified in a suitable edge computing standard, such as ETSI MEC or the like. Additionally or alternatively, the information (e.g., capability info) needed to utilize the embodiments discussed herein can also be inspected/intercepted from respective edge computing nodes and/or respective edge servers. In any of the embodiments discussed herein, computation of gradients (e.g., training) may take place at edge server, which is different than conventional/traditional federated learning approaches. In some implementations, dedicated hardware at the edge computing nodes and/or the edge servers can be utilized to run the training algorithms discussed herein.

Fig. 13 is a flow diagram showing an example process 1300 of performing coded federated learning in accordance with certain embodiments. The example process may be implemented in software, firmware, hardware, or a combination thereof. For example, in some embodiments, operations in the example process shown may be performed by one or more components of an edge computing node, such as processor(s) of a client device similar to client computing nodes 1202 of Fig. 12. In some embodiments, one or more computer-readable media may be encoded with instructions that implement one or more of the operations in the example process below when executed by a machine (e.g., a processor of a computing node).
The example process may include additional or different operations, and the operations may be performed in the order shown or in another order. In some cases, one or more of the operations shown in Fig. 13 are implemented as processes that include multiple operations, sub-processes, or other types of routines. In some cases, operations can be combined, performed in another order, performed in parallel, iterated, or otherwise repeated or performed another manner.

[0149] At 1302, kernel coefficients are computed at a client computing node 1350. The kernel coefficients may be computed based on a kernel function as well as the raw training data set $X^{(i)}$ and its associated label set $Y^{(i)}$ as described above. In some instances, the kernel coefficients may be computed via a gradient descent method. The kernel function may be a Gaussian function. In some embodiments, the client computing node may obtain, from the central server 1360, a global mean and standard deviation for training data of all client computing nodes of the edge computing environment in which they reside. The client computing node may use the global mean and standard deviation information to normalize its local training data set, and may determine the kernel coefficients based on the normalized local training data set.

[0150] At 1304, a random coding matrix is generated, e.g., as described above. The coding matrix may be used to generate a coded training data set at 1306. For example, the coded training data set may be computed by multiplying the coding matrix with the local raw training data set. The coding matrix may be generated based on a standard or Bernoulli (1/2) distribution as described above. At 1308, a coded label set is generated based on the kernel coefficients computed at 1302, the kernel function, and the local raw label set. The client computing node 1350 then sends the coded training data set and coded label set to the central server 1360, and CFL techniques may be implemented from there.

[0151] In particular, at 1310, the client computing node 1350 computes a model update (e.g., partial gradients for the global ML model via a backpropagation technique as described above), and sends the model update to the central server. The central server 1360 uses the coded training data and label data to compute a model update (e.g., partial gradients) at 1312, and then aggregates the different model updates at 1314 to update the global ML model. The aggregation may include an averaging, e.g., a straight or weighted averaging, of the model updates. For example, where the model updates include model weight values, the aggregation may include averaging of the model weight values.

J. PRIVACY PRESERVING NON-LINEAR MODEL ESTIMATION
Neural networks (NNs) have been used to learn the relationship between features and labels. Although NNs have been quite successful in estimating these non-linear relationships, they may involve non-linearities in training, making the training procedure computation intensive. Furthermore, the size of NNs is quite large which results in high memory footprint as well as high communication overhead for transmitting the model within an edge computing environment (e.g., environment 1200 of Fig. 12).

Accordingly, in certain embodiments, random feature mapping-based kernel embedding may be used for linearizing the training process, resulting in a drastic reduction in parameter count as well as communication overhead. Furthermore, training on the transformed features is a linear regression, which is simpler to carry out in comparison to NN based training. In particular, embodiments herein provide a novel distributed strategy to linearize the federated learning problem via data transformation using a kernel embedding method for speeding up federated learning from decentralized non-IID data available at the edge nodes. The central server sends the hyperparameter for kernel embedding and a common seed for random number generator. Each client device transforms the local data features using random feature mapping-based kernel embedding. Thereafter, in each communication round / epoch, the central server may sample a set of client computing nodes, send the current model to the selected client nodes, and each of the selected client computing nodes may independently run linear regression over its transformed data using the updated model and send the updated model to the central server. The central server then aggregates and averages the received models from the selected clients.

These techniques may provide one or more advantages. For example, because only model updates are shared by the client computing nodes, data privacy is preserved. In addition, the convergence rate for test accuracy may speed up significantly in comparison to NN training. Further, the model size may be reduced significantly in comparison to NN training, resulting in a lower memory footprint, and the linear regression over the transformed data results in faster processing than the complex non-linear operations in NN training, thus, providing superior performance to NNs in convergence vs time.

Data Pre-processing via Random Feature Mapping Based Kernel Embedding. In many instances, the relationship between a training data point $x_i$ at an $i$-th client computing node and the corresponding label $y_i$ is denoted as follows: $g(x_i) \approx y_i$, where $g(\cdot)$ is typically a non-linear function of $x_i$. In certain embodiments, the function $g(\cdot)$ is estimated using a linear function in higher dimension. To achieve this, each client computing node may map its
input training data (e.g., \( x_i \)) to a higher dimension using Random Fourier Features Mapping (RFFM). RFFM maps an input vector \( x_i \in R^{1 \times d} \) to \( \hat{x}_i \in R^{1 \times s} \) using the following mapping:

\[
RFFM(\cdot): R^{1 \times d} \rightarrow R^{1 \times s}, \quad RFFM(x_i) = \cos(x_i \Omega + b) \quad # Eq. (AR1)
\]

where \( \Omega \in R^{d \times s}, b \in R^{1 \times s} \) and the cosine is applied element-wise. The entries for \( \Omega \) and \( b \) are sampled from distributions such that the following property is satisfied:

\[
RFFM(x_i) RFFM(x_j)^T \approx K(x_i, x_j) = \exp \left( -\frac{||x_i - x_j||^2}{2 \sigma^2} \right) \quad # Eq. (AR2)
\]

where \( \exp \left( -\frac{||x_i - x_j||^2}{2 \sigma^2} \right) \) denotes the Gaussian kernel function with bandwidth parameter \( \sigma^2 \).

[0156] The Gaussian kernel function implicitly measures the similarity between the input data points in an infinite dimensional space, thus providing the capability to approximate any non-linear function. The above approximation holds if the columns in \( \Omega \) are drawn IID from \( N \left( 0, \frac{1}{2 \sigma^2} I_d \right) \) and the elements in \( b \) are drawn IID from Uniform(0,2\pi]. The label vectors are not modified.

[0157] The supervised learning problem is thus done with the modified training data set:

\( \bar{D} = \{ (\hat{x}_k, y_k) \}_{k=1,...,m} \)

where

\( \hat{X} = \begin{pmatrix} \hat{x}_1 \\ \vdots \\ \hat{x}_m \end{pmatrix} \)

is the \( m \times s \) modified training symbol matrix.

[0158] A linear regression model may be learned over \( \bar{D} \) to approximate the non-linear function \( g(\cdot) \) described above. Specifically, model parameters \( \beta \in R^{s} \) may be learned such that the following objective function shown in equation AR3 is minimized iteratively:

\[
f(\beta^{(r)}) = \left\| \hat{X} \beta^{(r)} - Y \right\|^2_F \quad # Eq. (AR3)
\]

where \( \| \cdot \|_F \) denotes the Frobenius norm. We use gradient descent for iterative minimization of the loss function above. The objective of gradient descent method is to utilize the training data set \( \bar{D} \) in order to accurately estimate the unknown model \( \beta \). This objective is realized in an iterative fashion by computing \( \beta^{(r)} \) at the r-th epoch, evaluating a gradient associated to the squared-error cost function defined as follows. The gradient of the above cost function is given by equation AR4.
\[ \nabla_{\beta} f(\beta^{(r)}) = \hat{X}^T (\hat{X} \beta^{(r)} - y) \] #Eq. (AR4)

[0160] \( \beta^{(r)} \) is updated at each epoch according to the equation AR5.

\[ \beta^{(r+1)} = \beta^{(r)} - \frac{\mu}{m} \nabla_{\beta} f(\beta^{(r)}) \] #Eq. (AR5)

[0161] where \( \mu \) is an update parameter and \( \beta^{(0)} \) may be initialized arbitrarily.

[0162] Distributed Computation Methodology.

[0163] When training data set is distributed across edge devices, each device can locally compute partial gradients and communicate those to a central server that aggregates the received partial gradients to update the model and communicates the updated model back to the edge devices. More specifically, it is straightforward to observe that equation (1) can be decomposed into \( n \) partial sums as shown by equation AR6.

\[ \nabla_{\beta} f(\beta^{(r)}) = \sum_{i=1}^{n} \sum_{k=1}^{l_i^{\text{initial}}} \hat{x}_k^{(i)} (\hat{x}_k \beta^{(r)} - y_k^{(i)}) \] #Eq. (AR6)

where, \( (\hat{x}_k^{(i)}, y_k^{(i)}) \) is the \( k \)-th element of the pre-processed training data set stored at the \( i \)-th device, \( l_i^{\text{initial}} \) is the number of training data elements available at the \( i \)-th device,

\[ \hat{X}^{(i)} = \begin{bmatrix} \hat{x}_1^{(i)} \\ \vdots \\ \hat{x}_{l_i^{\text{initial}}}^{(i)} \end{bmatrix}, \quad \text{and} \quad Y^{(i)} = \begin{bmatrix} y_1^{(i)} \\ \vdots \\ y_{l_i^{\text{initial}}}^{(i)} \end{bmatrix}, \]

where \( \sum_{i=1}^{n} l_i^{\text{initial}} = m \) is the total training data elements, and \( \hat{X} = \begin{bmatrix} \hat{x}^{(1)} \\ \vdots \\ \hat{x}^{(n)} \end{bmatrix}, \quad y = \begin{bmatrix} y^{(1)} \\ \vdots \\ y^{(n)} \end{bmatrix} \) approximates \( D \) is the entire pre-processed training data set distributed across \( n \) devices.

[0164] In light of the above data allocation, the update in equation AR5 can be re-written as equation AR7 as follows.

\[ \beta^{(r+1)} = \beta^{(r)} - \frac{\mu}{m} \nabla_{\beta} f(\beta^{(r)}) \]

\[ = \beta^{(r)} - \frac{\mu}{m} \sum_{i=1}^{n} \hat{x}^{(i)} (\hat{x}^{(i)} \beta^{(r)} - y^{(i)}) \]

\[ = \frac{1}{m} \sum_{i=1}^{n} l_i \left( \beta^{(r)} - \frac{\mu}{l_i} \hat{x}^{(i)} (\hat{x}^{(i)} \beta^{(r)} - y^{(i)}) \right) \]

\[ = \sum_{i=1}^{n} \frac{l_i}{m} \beta^{(r+1)^{(i)}} \] #Eq. (AR7)
Equation AR7 shows that the updated global model is effectively a weighted sum of the updated local models at the client computing nodes. This indicates a motivation behind one of the approaches in federated learning, where the central server randomly selects a subset of client nodes, which make multiple local updates using their local datasets, while the central server aggregates the local model updates to obtain a global update on the model. This helps in reducing the communication load as each of the clients can take multiple local steps before communicating the update to the central server. Furthermore, the training procedure may be performed via SGD due to large data set size, in which the process iterates over the entire data set in batches.

Fig. 14 illustrates a flow diagram of an example process 1400 for feature mapping, local training, and global aggregation in accordance with certain embodiments. The process 1400 involves exchange of link adaptation information, computing parameters, random feature mapping parameters, as well as local model updates and global model update between the infrastructure servers and wireless edge devices. The process 1400 may be integrated into the mobile/edge network architecture standards and/or specification development such ETSI MEC. Additionally or alternatively, process 1400 could also be an application-level exchange between the devices and servers. In some embodiments, operations in the example process shown may be performed by one or more components of an edge computing node, such as processor(s) of a client device similar to client computing nodes 1202 of Fig. 12. In some embodiments, one or more computer-readable media may be encoded with instructions that implement one or more of the operations in the example process below when executed by a machine (e.g., a processor of a computing node). The example process may include additional or different operations, and the operations may be performed in the order shown or in another order. In some cases, one or more of the operations shown in Fig. 14 are implemented as processes that include multiple operations, sub-processes, or other types of routines. In some cases, operations can be combined, performed in another order, performed in parallel, iterated, or otherwise repeated or performed another manner.

The example process 1400 begins at operation 1403 where the client computing nodes 1491 provide operational parameters to the central server 1493. The operational parameters may be the same or similar to the operational parameters discussed previously, and may be provided to the central server 1493 in a same or similar manner as discussed previously. The operational parameters are periodically updated at operation 1406. Operations
1403 and 1406 may repeat as necessary, for example, on a periodic basis, during procedure 1400 including during operation of the other operations of procedure 1400 discussed infra.

[0168] At operation 1409, the central server 1493 determines various ML compute parameters, such as the frequencies of local updates and global aggregation, local batchsize, bandwidth parameters, random number generator for random feature mapping, random feature dimensions, and/or other like parameters. At operation 1412, the central server 1493 provides the ML compute parameters to the client computing nodes 1491. At operation 1415, the client computing nodes 1491 embed the raw training data into a higher dimension using random feature mapping (e.g., by applying a Random Fourier Feature Mapping (RFFM) transform to the data). At operation 1418, the client computing nodes 1491 report respective times for generating the random features. At operation 1421, the central server 1493 initializes the global model, and at operation 1424, the central server 1493 sends the global model to the participating computing nodes 1491. At operation 1427, the client computing nodes 1491 compute model updates by training over the embedded training data $\hat{X}^{(i)}$ and raw labels $Y^{(i)}$. At operation 1430, the client computing nodes 1491 return the updated weights to the central server 1493. At operation 1433, the central server 1493 aggregates the received weights to obtain a new global weight. At operation 1436, the local weights and aggregated weights are shared between the client computing nodes 1491 and the central server 1493. Operations 1427-1436 are repeated until the model converges.

[0169] In embodiments, the exchange of kernel embedding parameters can be intercepted from the protocol exchange involving pre-processing of the data across computing nodes 1491. Additionally, computation of gradients (e.g., training) may be done at an edge server (e.g., central server/host), which is different than traditional federated learning techniques. In some implementations, dedicated hardware may be utilized to run training algorithm(s) as training with kernel embedding has no non-linearities as those involved in NN training. Further, computing nodes 1491 may perform additional kernel-methods based embedding on their local data. Training on coded data is done with MSE loss (e.g., coded labels can have negative entries) rather than cross-entropy loss (e.g., coded labels having positive entries).

[0170] In any of the embodiments discussed herein, exchange of kernel embedding parameters can be intercepted from the protocol exchange involving any-preprocessing of the data across client computing nodes. Computation of gradients (e.g., training data) at the central server can also be used for practicing the embodiments discussed herein, which is different than traditional federated learning techniques. In some implementations, dedicated hardware
can be utilized to run training algorithms at the edge servers and/or the client computing nodes, as training with kernel embedding has no non-linearities as those involved in NN training. Further, the client computing nodes may perform additional kernel-method based embedding on their local data, which may involve additional and/or alternative computations as compared to standard federated learning approaches. Training on coded data may also be done with MSE loss (e.g., where coded labels can have negative entries) rather than cross-entropy loss (e.g., where coded labels have to have positive entries).

K. DATA ENCODING TECHNIQUES FOR FAILURE MITIGATION

[0171] As described above, the relationship between a training data point \( x_i \) and the corresponding label \( y_i \) may be denoted as shown in Equation AS1

\[
g(x_i) \approx y_i \quad \text{(#AS1)}
\]

where \( g(\cdot) \) is typically a non-linear function of \( x_i \). DNNs are commonly used to approximate \( g(\cdot) \). In embodiments herein, a coded training data set may be generated based on a kernel embedding technique, and corresponding labels may be generated for the coded training data that can be used by a central server to compute model updates in coded federated learning (CFL).

[0172] Random Feature Mapping Based Coded Data Generation. Consider the \( i^{th} \) edge device, where \( i \in \{1, ..., n\} \) having \( l_i \) input-output pairs:

\[
X^{(i)} = \begin{bmatrix} x_1^{(i)} \\ \vdots \\ x_{l_i}^{(i)} \end{bmatrix}, \quad \text{and} \quad Y^{(i)} = \begin{bmatrix} y_1^{(i)} \\ \vdots \\ y_{l_i}^{(i)} \end{bmatrix}
\]

[0173] The amount of coded data generated by the \( i^{th} \) device is controlled by \( \delta_i \) (which may be specified by the central server), which is the number of coded data points that the \( i^{th} \) device should generate. Embodiments herein may perform a linear random coding on the local training data set \( X^{(i)} \) to obtain the encoded training data set \( \tilde{X}^{(i)} \). In certain embodiments, the \( i^{th} \) device uses a random generator matrix \( G_i \) (which may also be referred to as a coding matrix) of dimension \( \delta_i \times l_i \) with elements drawn independently from the uniform \( U(0,1) \) distribution and each row is normalized to have a sum equal to 1 so that each encoded feature is in the convex hull of the raw features. Thus, we have the following for the encoded training data:

\[
\tilde{X}^{(i)} = G_i X^{(i)} \quad \text{(#AS2)}
\]

[0174] For obtaining the corresponding coded labels for the coded training data, a kernel
embedding approach may be used in which the raw and encoded training data are mapped to a higher dimension using Random Fourier Feature Mapping (RFFM), learning a linear model on kernel embedded raw features and labels, then using the learnt model to generate the labels for the encoded features. The details of each step are presented next.

The $i^{th}$ edge device maps its input features to a higher dimension using Random Fourier Feature Mapping (RFFM), which maps an input vector $x_k \in R^{1 \times d}$ to $\tilde{x}_k \in R^{1 \times s}$ using the following mapping:

$$RFFM(\cdot): R^{1 \times d} \rightarrow R^{1 \times s}, \quad RFFM(x_k) = \cos(x_k \Omega + b)$$

where $\Omega \in R^{d \times s}, b \in R^{1 \times s}$ and the cosine is applied element-wise. The entries for $\Omega$ and $b$ are sampled from distributions such that the following property is satisfied:

$$RFFM(x_i) RFFM(x_j)^T \approx K(x_i, x_j) = \exp \left( -\frac{||x_i - x_j||^2}{2 \sigma^2} \right)$$

where $\exp \left( -\frac{||x_i - x_j||^2}{2 \sigma^2} \right)$ denotes the Gaussian kernel function with bandwidth parameter $\sigma^2$. The Gaussian kernel function implicitly measures the similarity between the input data points in a higher dimensional space. The above approximation holds if the columns in $\Omega$ are drawn IID from $N \left( 0, \frac{1}{(2\sigma^2)} I_d \right)$ and the elements in $b$ are drawn IID from Uniform(0,2\pi]. The label vectors are not modified. Another approach is to use random kitchen sinks.

The following represents the random feature map of the raw features:

$$\tilde{X}^{(i)} = RFFM(X^{(i)})$$

Thereafter, the $i^{th}$ edge device carries out linear regression via gradient descent to estimate the model over its random features set and corresponding labels. Specifically, we learn model parameters $\beta^{(i)} \in R^s$ such that the following objective function is minimized iteratively:

$$f(\beta^{(r)}) = \left\| \tilde{X}^{(i)} \beta^{(r)} - Y^{(i)} \right\|_F^2$$

where $\|\cdot\|_F$ denotes the Frobenius norm. We use gradient descent for iterative minimization of the loss function above. The objective of gradient descent method is to utilize the training data set $\tilde{D}^{(i)} = (\tilde{X}^{(i)}, Y^{(i)})$ in order to accurately estimate the unknown model $\beta^{(i)}$. This objective is realized in an iterative fashion by computing $\beta^{(r)}$ at the $r$-th epoch, evaluating a gradient associated to the squared-error cost function defined by equation AS7.
\( \nabla_{\beta} f(\beta^{(r)}(i)) = \hat{X}^{(i)} (\hat{X}^{(i)} \beta^{(r)}(i) - Y^{(i)}) \) #(AS7)

[0180] The iterative process is carried out until a pre-defined convergence criteria is met. Typical criteria include gradient norm reducing to a small value, the squared loss for the current model falling below a small value, among others. Let us refer to the final model as \( \beta^{(i)}_f \).

[0181] Next the random feature mapping is carried out over the encoded data to obtain the kernel embedding for the encoded features:

\( \hat{X}^{(i)} = RFFM(\hat{X}^{(i)}) \) #(AS8)

[0182] Where the Fourier basis for \( RFFM \) is same as that for raw features. To obtain the labels for \( \hat{X}^{(i)} \), the \( i^{th} \) edge device uses the trained model \( \beta^{(i)}_f \) as follows:

\( \tilde{Y}^{(i)} = \hat{X}^{(i)} \beta^{(i)}_f \) #(AS9)

[0183] The coded data set \( (\hat{X}^{(i)}, \tilde{Y}^{(i)}) \) is sent to the central server, which can use it to approximate the NN update from \( (X^{(i)}, Y^{(i)}) \) whenever the local update from the \( i^{th} \) edge device is not at the central server. The coded data set may then be used by the central server to compute global model updates as described herein, while maintaining data privacy for the training data of the client computing nodes.

[0184] **Distributed Computation Methodology.**

[0185] Implementation of the distributed NN training in the presence of edge device failures may assume that \( w \) represents the trainable parameters (e.g., weights, biases, etc.) in the NN that we are interested in learning. As is common in NN training, updates are made to the NN using gradient descent, where the partial gradient on each data point is obtained using a forward pass on the data followed by a backward pass. Additionally, we use the standard mean squared error (MSE) loss for training. Furthermore, a common strategy in NN training is stochastic gradient descent (SGD), where training is performed in batches of data and for each batch, the model is updated after a forward-backward pass on the batch.

[0186] At the start of training, each of the edge devices finds an encoded data set and sends to the controller central server using kernel embedding. During training, for a given global epoch \( r \), only a subset of edge devices participate in the \( r^{th} \) global epoch, which can, for example, be selected by the controller node at random to minimize bandwidth overhead. The controller node communicates the current global model to the clients and the clients carry out multiple local epochs of training on their local raw data. As mentioned earlier, the clients use SGD for local training by making one update to the model for each mini-batch. One local
epoch at each client constitutes the full coverage of the local data at the edge node. Let \( w^{(r)}_{\{i\}} \) denote the model obtained by the local NN training at the \( i^{th} \) edge device after the \( r^{th} \) global epoch. The MEC receives the locally updated models. However, some of the updates may not be received at the MEC due to channel failures or nodes exiting the training process. As the data across the edge devices is non-IID, it is important to account for the missing updates.

Let \( A^{(r)} \subseteq \{1, ..., n\} \) be the set of client nodes from which the central server receives the updates. For each of the client devices in the remainder set \( B^{(r)} = \{1, ..., n\} \setminus A^{(r)} \), the central server mimics the local training at the edge device by running the NN training on the corresponding coded data.

To obtain the global model \( w^{(r)} \), the controller aggregates the model updates received from the edge devices with the model updates generated at the central server as shown by equation D2:

\[
\hat{w}^{(r)} = \frac{\sum_{i \in A^{(r)}} l_i w^{(r)}_{\{i\}} + \sum_{i \in B^{(r)}} \bar{l}_i \hat{w}^{(r)}_{\{i\}}}{\left( \sum_{i \in A^{(r)}} l_i + \sum_{i \in B^{(r)}} \bar{l}_i \right)}
\]

\[(\text{AS10})\]

where \( \hat{w}^{(r)}_{\{i\}} \) denotes the model obtained by mimicking the local training at the missing \( i^{th} \) device by training over the coded data set \((\bar{x}^{(i)}, \bar{y}^{(i)})\). Here \( \bar{l}_i \) is the normalization factor for \( \hat{w}^{(r)}_{\{i\}} \) during global weight aggregation. A larger \( \bar{l}_i \) denotes larger influence of updates from coded data while a smaller \( \bar{l}_i \) denotes a larger influence of updates from the raw data. As a heuristic, for our experiments, we take \( \bar{l}_i = \delta_i \).

Equation AS10 shows that the updated global model is effectively a weighted sum of the updated local models at the workers and the model updates at the edge system. Note that the edge system directly combines the update from the coded data, and no additional decoding complexity is present.

FIG. 15 illustrates a flow diagram of an example process 1500 for coding, load balancing and distributed computation of gradients in accordance with certain embodiments. The procedure 1500 involves exchange of link adaptation information, encoding parameters, computing parameters, coded dataset, as well as partial gradients and model updates between the edge system controller node 1593 and edge nodes 1591. The procedure 1500 may be integrated into the mobile/edge network architecture standards and/or specification development such ETSI MEC. Additionally or alternatively, procedure 1500 could also be an application-level exchange between the devices and servers. in some embodiments, operations
in the example process shown may be performed by one or more components of an edge computing node, such as processor(s) of a client device similar to client computing nodes 1202 of FIG. 12. In some embodiments, one or more computer-readable media may be encoded with instructions that implement one or more of the operations in the example process below when executed by a machine (e.g., a processor of a computing node). The example process may include additional or different operations, and the operations may be performed in the order shown or in another order. In some cases, one or more of the operations shown in FIG. 15 are implemented as processes that include multiple operations, sub-processes, or other types of routines. In some cases, operations can be combined, performed in another order, performed in parallel, iterated, or otherwise repeated or performed another manner.

[0192] The example process 1500 begins at operation 1503 where the client computing nodes 1591 provide operational parameters to the controller node 1593. The operational parameters may be the same or similar to the operational parameters discussed previously, and may be provided to the controller node 1593 in a same or similar manner as discussed previously. The operational parameters are periodically updated at operation 1506. Operations 1503 and 1506 may repeat as necessary, for example, on a periodic basis, during procedure 1500 including during operation of the other operations of procedure 1500 discussed infra.

[0193] At operation 1509, the controller node 1593 determines various ML compute parameters, such as the frequencies of local updates and global aggregation, local batchsize, bandwidth parameters, random number generator for random feature mapping, random feature dimensions, coded data set size for each client computing node 1591, and/or other like parameters. At operation 1512, the controller node 1593 provides the ML compute parameters to the client computing nodes 1591 (e.g., assigning compute parameters).

[0194] At operation 1515, the client computing nodes 1591 privately encode their local training data using kernel embedding for label generation. At operation 1518, the client computing nodes 1591 transmit respective encoded data to the controller node 1593. At operation 1521, the controller node 1593 initializes the global model. At operation 1524, the controller node 1593 sends the global model (global updates) to the participating computing nodes 1591. At operation 1527, the client computing nodes 1591 compute model updates by training over the embedded features and raw labels. At operation 1530, the client computing nodes 1591 transmit the locally updated models to the controller node 1593.

[0195] At operation 1533, the controller node 1593 computes updates from the coded data for the missing client computing nodes 1591 (e.g., client computing nodes 1591 that were
unable to provide updates, or for whose updates are otherwise missing). At operation 1533, the controller node 1593 also aggregates the received local updates and the updates from the coded data, and refines the model. At operation 1536, the controller node 1593 sends the refined model back to the client computing nodes 1591, and at operation 1539, the local weights and aggregated weights are shared between the client computing nodes 1591 and the controller node 1593. Operations 1527-1539 are repeated until the model converges.

[0196] In any of the embodiments discussed herein, utilizing the locally learnt kernel to generate labels for the local encoded data at devices is unique in comparison to existing ML techniques. In embodiments, the labels for the coded data may match when applying a learnt kernel on the coded feature data. Further, edge nodes may perform additional kernel-based training on their local data to obtain $\beta_f$. This involves additional or alternative computations compared to standard/conventional federated learning approaches. In embodiments, training on coded data is done with MSE loss (e.g., where coded labels can have negative entries) rather than cross-entropy loss (e.g., where coded labels can have positive entries).

[0197] In any of the embodiments discussed herein, the exchange of data between client computing nodes and central servers can be communicated according to the implemented edge system and/or communication protocols. Such communications and/or ML training techniques can be standardized or otherwise specified in a suitable edge computing standard, such as ETSI MEC or the like. Additionally or alternatively, the information (e.g., capability info) needed to utilize the embodiments discussed herein can also be inspected/intercepted from respective client computing nodes and/or respective central servers. In any of the embodiments discussed herein, computation of gradients (e.g., training) may take place at central server, which is different than conventional/traditional federated learning approaches. In some implementations, dedicated hardware at the client computing nodes and/or the central servers can be utilized to run the training algorithms discussed herein.

L. CODED FEDERATED LEARNING WITH NON-LINEAR MODELS

[0198] Embodiments herein may consider the problem of distributed implementation of mini-batch GD algorithms for non-linear regression problems in heterogeneous computing environments, such as edge computing environments, where compute and storage resources are available at numerous edge computing nodes, while keeping the data at the nodes private. Specifically, embodiments herein may relate to the problem of non-linear regression over data with vector labels generated locally at edge or client devices.
One major challenge in implementing distributed ML using data available at different computing nodes is to ensure privacy, as users who collaborate for model computation want to keep their raw data secure on their device. Furthermore, wireless networks, such as edge computing networks, are inherently heterogeneous as computing nodes have disparate processing speeds, radio capabilities, and experience different channel qualities. Additionally, the wireless communication is characterized with time-varying link qualities that need to be taken into account in the design of distributed implementation of ML algorithms in edge computing environments. Unlike in cloud computing at server farms, the edge nodes in an edge network are non-dedicated computing devices running multiple processes concurrently. This leads to non-deterministic behavior of processing times for different tasks. Therefore, in order to minimize the overall training time, a data distribution policy should account for communication overhead associated with wireless data transmission as well as computing capabilities of the devices. Various edge computing usages are under consideration that may target usages with dense wireless infrastructure (e.g. V2X, ad-hoc drone/vehicular networks, IoT networks, Wireless Sensor Networks, etc.).

GD is a building block for many ML computations. The training phase proceeds iteratively, where in each epoch, processing of large data sets takes place to learn an underlying model. Model estimation for non-linear regression and classification problems have been widely used in modeling complex relationships between features and labels in problems such as text classification and image recognition. GD is used in many other ML algorithms, such as collaborative path planning via reinforcement learning and deep learning. Furthermore, due to compute limitations and for improving convergence, training in each epoch proceeds in mini-batches sequentially, where one model update takes place after GD on one mini-batch of data. Thus, in each epoch, there are as many model updates as the number of mini-batches. In a distributed setting, one global mini-batch constitutes the aggregate of the local mini-batches at the edge devices.

Embodiments herein provide an efficient strategy that efficiently transforms the distributed non-linear machine learning problem into a distributed linear regression problem using kernel embedding via Random Fourier Feature Mapping (RFFM) as described previously. In particular, dedicated computing capability available at central server’s disposal may be utilized in the edge computing environment by offloading a part of computation for each mini-batch to the central server, while using coding to preserve privacy and also improve reliability. The proposed scheme is also efficient in estimating the near optimal size of the
subset of local data that an edge node should process in each mini-batch of training, which builds on the embodiments discussed infra.

[0202] Embodiments herein include training a non-linear model over distributed data with vector labels across individual edge devices via mini-batch GD algorithm trained from decentralized data available at the edge devices. The embodiments exploit the statistical knowledge of operational parameters including, for example, link and processing delays. In embodiments, the problem is linearized via distributed kernel embedding. Linearization of the training procedure distributes federated learning over decentralized non-IID data. Transformation of the non-linear problem to linear regression enables efficient load balancing and coding schemes to speed up training in MEC environments.

[0203] Embodiments also include transformation of local data with vector labels via random Fourier feature mapping-based kernel embedding as previously described. Each edge device creates coded data and sends the coded data to the controller node for each mini-batch. In embodiments, a random coding method is used to encode the training data for mini-batch training disjointly by each edge device at near-optimal coding redundancy, and upload the coded training data to the edge server. Disjoint encoding of training data with vector labels at each edge device for each mini-batch, and sharing of only the coded training data to the edge server(s) ensures some level of data protection and alleviates privacy concerns. In each epoch, the edge nodes locally compute partial gradients from uncoded training data in mini-batches and upload the partial gradients to the MEC node after each mini-batch. In embodiments, the edge nodes do not share their coding coefficients with each other or with the edge server.

[0204] For each mini-batch in each epoch, the central server node aggregates partial gradients received from respective edge nodes and partial gradients computed from coded training data for the corresponding mini-batch available at the central server without incurring any decoding complexity. In embodiments, part of gradient computation is performed by a helper (secondary) edge server on coded data points received from edge devices, while majority of gradient computation is done privately by each edge device on its local uncoded data points and only corresponding partial gradients are shared to the edge server for each mini-batch. Here, the global mini-batch size can be selected depending on the local compute resources such as memory resources, processor resources, and/or other operational parameters. Generally, a smaller mini-batch helps to overcome the local minima and increases the chance to reach a better convergence, but a larger mini-batch can be useful to reduce the variance in convergence during model updates. The central server combines the partial gradient obtained
from coded data points to the partial gradient obtained from uncoded data points iteratively until the underlying model converges. The procedure is repeated until convergence.

[0205] In certain embodiments, the computation(s) is/are balanced across edge devices based on statistical knowledge of link quality, processing speed, battery life, and/or other operational parameters. The embodiments exploit the heterogeneity and stochastic behavior of computing and communication in edge/wireless environments to allocate near-optimal gradient computation tasks to edge devices. Training time may be significantly reduced compared to uncoded federated learning, while raw data is never shared which alleviates privacy concerns. The embodiments provide reduced parameter counts leading to lower memory footprint, processor resource efficiencies, and higher bandwidth utilization (e.g., lower signaling overhead) in comparison to conventional NN based training. In embodiments, coded training data at each edge node is weighted based on expected computing delay, signal quality of raw data, computing power budget, and/or other operational parameters, which enables the controller node to combat straggler effects. The embodiments herein may outperform uncoded systems in all heterogeneity regions without incurring decoding complexity.

[0206] According to various embodiments, a supervised learning problem in which training is performed based on a data set \( D = \{(x_k, y_k)\}_{k=1}^m \) is considered, where \( m \) is the total number of training data points, \( X = \begin{pmatrix} x_1 \\ \vdots \\ x_m \end{pmatrix} \) is a \( m \times d \) training symbol matrix, and \( Y = \begin{pmatrix} y_1 \\ \vdots \\ y_m \end{pmatrix} \) is a \( m \times c \) matrix containing the one-hot label vectors for \( c \) classes, corresponding to the training symbol matrix \( X \).

[0207] The distribution of the data sets is non-IID across edge computing nodes. The relationship between a training data point \( x_i \) and the corresponding label \( y_i \) is denoted as follows: \( g(x_i) \approx y_i \), where \( g(\cdot) \) is typically a non-linear function of \( x_i \).

[0208] **Data Pre-processing via Random Feature Mapping Based Kernel Embedding.** The function \( g(\cdot) \) may be estimated using a linear function in higher dimension. To achieve this, each client computing node may map its input features / training data to a higher dimension using Random Fourier Features Mapping (RFFM). RFFM maps an input vector \( x_i \in R^{1 \times d} \) to \( \tilde{x}_i \in R^{1 \times s} \) using the following mapping: \( RFFM(\cdot): R^{1 \times d} \rightarrow R^{1 \times s}, \ RFFM(x_i) = \cos(x_i \Omega + b) \), where \( \Omega \in R^{d \times s}, b \in R^{1 \times s} \) and the cosine is applied element-wise. The entries for \( \Omega \) and \( b \) are sampled from distributions such that the following property is satisfied:
\[ \text{RFFM}(x_i)^T \text{RFFM}(x_j) \approx K(x_i, x_j) = \exp \left( -\frac{||x_i - x_j||^2}{2 \sigma^2} \right) \] \text{Eq. (AT1)}

In the above equation, \( \exp \left( -\frac{||x_i - x_j||^2}{2 \sigma^2} \right) \) denotes the Gaussian kernel function with bandwidth parameter \( \sigma^2 \) which is specified by the controller node based on domain knowledge and transfer learning. The Gaussian kernel function implicitly measures the similarity between the input data points in an infinite dimensional space, thus providing the capability to approximate any non-linear function. The above approximation holds if the columns in \( \Omega \) are drawn IID from \( \mathcal{N} \left( 0, \frac{1}{(2\sigma^2)} I_d \right) \) and the elements in \( b \) are drawn IID from Uniform\((0,2\pi]\). The label vectors are not modified. Another approach for RFFM is called ‘random kitchen sinks’, where the supervised learning problem is done with the modified data set:

\[ \bar{D} = \{ (\hat{x}_k, y_k) \}_{k=1,...,m} \] \text{Eq. (AT2)}

where \( \hat{X} = \begin{pmatrix} \hat{x}_1 \\ \vdots \\ \hat{x}_m \end{pmatrix} \) is the \( m \times s \) modified training symbol matrix.

A goal is to learn a linear regression model over \( \bar{D} \) to approximate the non-linear function \( g(\cdot) \). Specifically, model parameters \( \beta \in \mathbb{R}^s \) are learned such that the following objective function is minimized iteratively:

\[ f(\beta^{(r)}) = ||\hat{X}\beta^{(r)} - Y||_F^2 \] \text{Eq. (AT3)}

In the above equation, \( ||\cdot||_F \) denotes the Frobenius norm, and \( \lambda \) is a regularization parameter to avoid overfitting. Gradient descent may be used for iterative minimization of the loss function above. Typically, the data set is quite large due to which the procedure is carried out via SGD, in which the process iterates over the entire data set in batches.

An objective of mini-batch gradient descent method is to utilize the training data set \( \bar{D} \) in order to accurately estimate the unknown model \( \beta \). Assume that the data set is partitioned into \( B \) batches, with batches indexed using \( b \in \{1, \ldots, B\} \). This objective is realized in an iterative fashion by computing \( \beta^{(r,b)} \) at for the \( b^{th} \) mini-batch in the \( r^{th} \) epoch, evaluating a gradient associated to the squared-error cost function defined as follows:

\[ f^{(b)}(\beta^{(r,b-1)}) = ||\hat{X}^{(b)} \beta^{(r,b-1)} - Y^{(b)}||^2 \] \text{Eq. (AT4)}

In the above equation, \( (\hat{X}^{(b)}, Y^{(b)}) \) denotes the data subset in the \( b^{th} \) mini-batch, and
\( \beta^{(r,b-1)} \) denotes the model at the end of \((b-1)^{th}\) mini-batch update for the \(r^{th}\) epoch with \( \beta^{(r,0)} \) denoting the estimated model at the end of \(B^{th}\) mini-batch update of the \((r-1)^{th}\) epoch. The gradient of the above cost function is given by equation AT5, and \( \beta^{(r,b)} \) is obtained according to equation AT6.

\[
\nabla_{\beta} f^{(b)}(\beta^{(r,b-1)}) = \bar{X}^{(b)} (\beta^{(r,b)} - Y^{(b)}) \quad \#Eq. \text{ (AT5)}
\]

\[
\beta^{(r,b)} = \beta^{(r,b-1)} - \frac{\mu}{m} \nabla_{\beta} f^{(b)}(\beta^{(r,b-1)}) \quad \#Eq. \text{ (AT6)}
\]

[0214] In equations AT5 and AT6, \( \mu \) is an update parameter and \( \beta^{(1,0)} \) may be initialized arbitrarily. Mini-batch gradient descent method involves computing equations AT5 and AT6 in tandem for a sufficient number of epochs \( r \) until the model parameters converge sufficiently. Clearly, the gradient in equation AT5 involves multiplications involving large matrices and vectors. Thus, GD becomes computationally prohibitive as data set and model parameters become massive.

[0215] **Distributed Computation Methodology.** When training data set is distributed across edge devices, the \( i^{th} \) device with \( t^\text{initial}_i \) data points can locally compute partial gradients on its \( B \) mini-batches, with the \( b^{th} \) mini-batch being of size \( t^\text{initial}_{i(b)} \) such that

\[
\sum_{b=1}^{B} t^\text{initial}_{i(b)} = t^\text{initial}_i,
\]

and communicate those to a central edge server/controller node that aggregates the received partial gradients to update the model to emulate the mini-batch training globally on the entire data set across the edge devices, and communicates the updated model back to the edge devices. Motivated by this observation, we can re-write equation AT5 as an aggregate of \( n \) partial sums as equation AT7.

\[
\nabla_{\beta} f^{(b)}(\beta^{(r,b-1)}) = \sum_{i=1}^{n} \sum_{k=1}^{t^\text{initial}_{i(b)}} \hat{x}^{(i,b)} \left( \hat{x}^{(i,b)} \beta^{(r,b)} - y^{(i,b)} \right) \quad \#Eq. \text{ (AT7)}
\]

In equation AT7, \( \left( \hat{x}^{(i,b)}, y^{(i,b)} \right) \) is the \( k^{th} \) element of the \( b^{th} \) mini-batch at the \( i^{th} \) edge device,

\[
\hat{X}^{(i,b)} = \begin{bmatrix} \hat{x}^{(i,b)}_1 \\
\vdots \\
\hat{x}^{(i,b)}_{t^\text{initial}_{i(b)}} \end{bmatrix}, \quad \text{and} \quad Y^{(i,b)} = \begin{bmatrix} y^{(i,b)}_1 \\
\vdots \\
\hat{y}^{(i,b)}_{t^\text{initial}_{i(b)}} \end{bmatrix}, \quad \sum_{i=1}^{n} t^\text{initial}_i = m \text{ is the total training data elements},
\]

and \( \left( \hat{X}^{(b)}, Y^{(b)} \right) \equiv D^{(b)} \) is training data in the \( b^{th} \) global mini-batch.
distributed across n devices.

[0216] In an uncoded distributed mini-batch gradient computing, the client computing nodes compute the partial sums corresponding to their respective data subsets in equation AT7 to evaluate partial gradients and send them back to the controller device for combining. The controller device can then use equation AT6 to update the model and communicate the updated model back to the working devices. The process is repeated until sufficient convergence is achieved.

[0217] In heterogeneous computing environments, such as edge computing systems/networks (e.g., MEC environments), non-dedicated computing devices are used for on-demand distributed gradient computing. Therefore, each device may have different processing rates, memory constraints, and active processes running on them. One way to statistically represent this heterogeneity is to model the computation time at each device for a given mini-batch as a shifted exponential random variable $T^{(b)}_k$ given as: $T^{(b)}_i = T^{(b)}_{i,1} + T^{(b)}_{i,2}$, where the deterministic component $T^{(b)}_{i,1}$ depends on the processing rate and the number of data points assigned to the $i^{th}$ device, and the random component $T^{(b)}_{i,2}$ models the randomness coming from memory read/write cycles involved during multiply-accumulate operations for computing the partial gradient at the $i^{th}$ device.

[0218] In addition, the wireless communication links between the controller node and edge (worker) nodes have stochastic fluctuations in link quality. In order to maintain reliable service, link adaptation becomes imperative where wireless links are periodically measured and achievable data rates are adjusted. In particular, the wireless link between the controller node and the $i^{th}$ worker device for the $b^{th}$ mini-batch update is given by: $(r^{(b)}_i, q^{(b)}_i)$, where $r^{(b)}_i$ is the achievable bits per channel use in order to have an erasure probability smaller than $q^{(b)}_i$. The rate $r^{(b)}_i$ may be dynamically adapted with respect to the changing link quality in order to maintain a constant erasure probability $q$ during the entire gradient computation.

[0219] Uncoded gradient computation methods carried out according to equation AT7 performs poorly due to the straggler effect coming from either the computation time or the link quality or both. As the data distributed across the nodes are non-IID, it may be necessary to combine the updates from all the workers for more accurate results. Next, a coding method to tackle this straggler effect with the use of a dedicated edge server and limiting the computation at the workers is provided. Such embodiments leverage the concepts discussed, e.g., in U.S.
Patent Application No. 16/235,682, which is hereby incorporated by reference in its entirety.

[0220] **Encoding the training data.** In embodiments, edge server(s) with large processing and communication capabilities is/are used to aid the execution of the GD algorithm by executing partial gradient from encoded training data for each mini-batch to combat the straggling effects. For each mini-batch \( b \in \{1, ..., B \} \), linear random coding is performed on the global mini-batch training data set \( D^{(b)} \) that is distributed across all devices. For this, the \( i^{th} \) device uses a random generator matrix \( G^{(i,b)} \) of dimension \( \delta^{(b)} \times l^{(i,initial)}_{(i,b)} \) with elements drawn independently from standard normal distribution, and applies on the weighted local training data set to obtain a coded mini-batch training data set \( (\bar{X}^{(i,b)}, \bar{Y}^{(i,b)}) \), where \( \bar{X}^{(i,b)} = G^{(i,b)} W^{(i,b)} \bar{X}^{(i,b)} \) and \( \bar{Y}^{(i,b)} = G^{(i,b)} W^{(i,b)} Y^{(i,b)} \).

[0221] The coding redundancy \( \delta^{(b)} \) depends on heterogeneity in computing, communication and power budget observed across all the edge nodes and edge servers for the \( b^{th} \) global mini-batch, and can be explicitly computed using load balancing algorithm discussed below. The matrix \( W^{(i,b)} \) is a \( l^{(i,initial)}_{(i,b)} \times l^{(i,initial)}_{(i,b)} \) diagonal matrix that weighs each training data point in \( (\bar{X}^{(i,b)}, Y^{(i,b)}) \) differently. The weight computation is also discussed infra.

[0222] The locally coded training data set \( (\bar{X}^{(i,b)}, \bar{Y}^{(i,b)}) \) is transmitted to the edge server, while the generator coefficients are not shared. Therefore, the encoding embodiments herein preserve the security of training data at each edge device. At the central server, the locally coded training data set received from all edge devices are combined to obtain the overall coded data set \( (\bar{X}^{(b)}, \bar{Y}^{(b)}) \), for example, according to equation AT8.

\[
\bar{X}^{(b)} = \sum_{i=1}^{n} \bar{X}^{(i,b)} = \sum_{i=1}^{n} G^{(i,b)} W^{(i,b)} \bar{X}^{(i,b)} = G^{(b)} W^{(b)} \bar{X}^{(b)} \tag{AT8}
\]

where, \( G^{(b)} = [G^{(1,b)}, ..., G^{(n,b)}] \), and \( W^{(b)} = \begin{bmatrix} W^{(1,b)} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & W^{(n,b)} \end{bmatrix} \).

[0223] In equation AT8, \( G^{(b)} \) and \( W^{(b)} \) are unknown at the edge system. Similarly, the overall coded label set for the \( b^{th} \) mini-batch is expressed as equation AT9.

\[
\bar{Y}^{(b)} = \sum_{i=1}^{n} \bar{Y}^{(i,b)} = G^{(b)} W^{(b)} Y^{(b)} \tag{AT9}
\]
From equations AT8 and AT9, it can be observed that the distributed encoding across the entire global mini-batch $b$ has been achieved. As this holds for any $b \in \{1, ..., B\}$, the distributed encoding across the entire data set has been achieved.

During every training epoch, for each global mini-batch $b$, each edge device computes a partial gradient from a subset of its uncoded $b^{th}$ mini-batch data set. The size of the data subset is obtained from the optimization embodiments discussed herein. Specifically, a given edge device $i$ computes partial gradients from $l_{i,(b)}^e$ number of uncoded data points that is available locally, where $l_{i,(b)}^e \leq l_{i,(b)}^{initial}$. The partial gradients are then sent to the edge server.

The edge server also computes partial gradients from $\delta^{(b)}$ coded data points, which is always available assuming computing power at the edge servers is much larger than at the edge nodes. Therefore, in each training epoch, the controller node needs to wait for partial gradients corresponding to the first arriving $(m^{(b)} - \delta^{(b)})$ number of uncoded data points received from the edge devices, where $m^{(b)} = \sum_{i=1}^{n} l_{i,(b)}^{initial}$ denotes the size of the global mini-batch data set.

**Encoding complexity.** The encoding complexity is in the order of $\delta^{(b)}$, where it has been observed during simulations that at extreme heterogeneity, a large $\delta^{(b)}$ of the size around 30% of the global mini-batch data size can significantly improve the convergence time. For low complexity encoding using random linear codes, generator matrix coefficients may be taken from equi-probable Bernoulli distribution of +1 and -1, thereby avoiding multiplications during the encoding process. In recent years, research on sparse generator matrix has been an active field of study in itself.

What is next is a discussion of computation of near optimal coding redundancy $\delta^{(b)}$ for the global mini-batch $b$, load partitioning, weight matrix, and combining of the partial gradient computed from coded portion of the data to the partial gradient computed from uncoded portion of the data.

**Coding redundancy computation and load partitioning.** For a fixed time $t^{(b)}$, the aggregate return received from all edge devices including those computed at edge server till $t^{(b)}$ in any epoch is a random variable defined according to equation AT10.

$$R^{(b)}(t^{(b)}; t^{(b)}) = \sum_{i=1}^{n+1} R_{i,(b)}(t^{(b)}; l_{i,(b)}) = \sum_{i=1}^{n+1} l_{i,(b)} \mathbb{1}_{\{t^{(b)} \leq t^{(b)}\}} \quad \#Eq. (AT10)$$
In equation AT10, \( l_{(n+1,b)} \) is the partial gradients locally computed by the edge server using the coded training data. For a load allocation \( t^{(b)} \), the expectation of the return \( R_{(i,b)}(t^{(b)}; l_{(i,b)}) \), \( i = 1, \ldots, n \), denotes the average number of uncoded data points that have been processed at the \( i \)-th edge device and corresponding partial gradient have been received by the controller till \( t^{(b)} \). Note that during each aggregation instance, partial gradient computed from the coded data is always available at the edge server(s), which means \( T_{n+1}^{(b)} < \min(T_1^{(b)}, \ldots, T_n^{(b)}) \).

For each edge device, \( i = 1, \ldots, n \), \( l_{(i,b)}^{(b)}(t^{(b)}) \) is found according to equation AT11.

\[
l_{(i,b)}^{(b)}(t^{(b)}) = \arg_{l_{(i,b)} \leq s_{(i,b)}^{\text{initial}}} \max \mathbb{E}(R_{(i,b)}(t^{(b)}, l_{(i,b)})) \]  

#Eq. (AT11)

Similarly, the coding redundancy required for a given time \( t^{(b)} \) is given by equation AT12.

\[
l_{(n+1,b)}^{(b)}(t^{(b)}) = \arg_{t_{(n+1,b)} \leq s_{\text{up}}} \max \mathbb{E}(R_{(n+1,b)}(t^{(b)}, l_{(n+1,b)})) \]  

#Eq. (AT12)

In equation AT12, \( s_{\text{up}} \) denotes the maximum coded load the central server(s) is/are willing to receive from the client computing nodes for any global mini-batch. The above two steps maximize the expectation of the aggregate return defined in equation AT10.

The maximum expected aggregate return until time \( t^{(b)} \) is denoted according to equation AT13.

\[
\mathbb{E}(R^{(b)}(t^{(b)}; l^{(b)}; t^{(b)})) = \sum_{i=1}^{n+1} \mathbb{E}(R_{(i,b)}(t^{(b)}; l_{(i,b)}^{(b)}(t^{(b)})))  

#Eq. (AT13)

Finally, \( t^{(b)^*} \) is obtained, which is the solution to the optimization problem of equation AT14.

\[
\min t^{(b)} \]  

#Eq. (AT14)

such that \( m^{(b)} \leq \mathbb{E}(R^{(b)}(t^{(b)}; l^{(b)}; t^{(b)})) \leq m^{(b)} + \epsilon \)

In equation AT14, \( \epsilon \) is a tolerance parameter. The near optimal load partitions are given by \( l^{(b)^*}(t^{(b)^*}) \). Clearly, the minimal coding redundancy is \( \delta^{(b)} = l_{(n+1,b)}^{(b)}(t^{(b)^*}) \).

**Weight Matrix Computation.** The weight matrix \( W^{(i,b)} \) applied at each edge
device is a $i_{(i,b)}^{initial} \times i_{(i,b)}^{initial}$ diagonal matrix. The $k^{th}$ diagonal coefficients is given by:

$$w_k^{(i,b)} = \sqrt{p_i^{(b)}}$$

where $p_i^{(b)}$ is the probability of not returning the partial gradients associated to the $l_t^{(t^{(b)})}$ uncoded data points processed at the $i^{th}$ edge device for $k = 1, \ldots, l_{(i,b)}^{(t^{(b)})}$.

In particular, $p_i^{(b)} = \Pr\{T_i^{(b)} \leq t^{(b)*}\}$.

For a given load partition $l_{(i,b)}^{(t^{(b)})}$, this probability can be directly computed by the $i^{th}$ edge device using the statistical property of computation time and communication links. Further, note that there are $(i_{(i,b)}^{initial} - l_{(i,b)}^{(t^{(b)})})$ uncoded data points that are never processed at the $i^{th}$ edge device. The diagonal coefficients corresponding to such data points are given by $w_k^{(i,b)} = 1$, for $k = 1, \ldots, (i_{(i,b)}^{initial} - l_{(i,b)}^{(t^{(b)})})$. The $i^{th}$ edge device can decide any subset of uncoded initial data for the mini-batch $b$ to process locally and correspondingly apply the weights before encoding. This gives another layer of data security as well.

**Aggregation of partial gradients.** In each epoch, there is a mixture of partial gradients available at the edge server. One set of partial gradients are computed entirely by the edge server from $\delta^{(b)}$ coded training data set $(\bar{X}^{(b)}, \bar{Y}^{(b)})$ given by equations AT8 and AT9. The edge node computes the partial gradient from the coded data set as follows:

$$\bar{X}^{(b)} \cdot (\bar{X}^{(b)} \beta^{(r,b-1)} - \bar{Y}^{(b)}) \#Eq.(AT15)$$

The other set of partial gradients are computed by the edge devices on their local uncoded data and transmitted to the controller node. The controller node only waits for receiving partial gradients corresponding to the first $(m^{(b)} - \delta^{(b)})$ data points. In particular, the controller node waits for the first $N$ worker devices such that the allocated load satisfy

$$\sum_{i=1}^{N} l_{(i,b)}^{(t^{(b)})} \geq (m^{(b)} - \delta^{(b)})$$. The aggregated partial gradient from uncoded data set is given by:

$$\sum_{i=1}^{N} \bar{X}^{(i,b)} \cdot (\bar{X}^{(i,b)} \beta^{(r,b-1)} - \bar{Y}^{(i,b)}) \#Eq.(AT16)$$

The controller node then combines the two sets of partial gradients using equation AT17.
\[
\frac{1}{\delta(b)} \ddot{X}^{(b)'} (\ddot{X}^{(b)} \beta^{(r,b-1)} - \ddot{Y}^{(b)}) + \sum_{i=1}^{N} \ddot{X}^{(i,b)'} (\ddot{X}^{(i,b)} \beta^{(r,b-1)} - Y^{(i,b)}) \quad \#Eq. (AT17)
\]

[0242] The normalized partial gradient corresponding to the coded data for sufficiently large \( \delta(b) \) can be approximated (using weak law of large numbers) as:

\[
\frac{1}{\delta(b)} \ddot{X}^{(b)'} (\ddot{X}^{(b)} \beta^{(r,b-1)} - \ddot{Y}^{(b)}) = \ddot{X}^{(b)'} W^{(b)'} \left( \frac{1}{\delta(b)} G^{(b)'} G^{(b)} \right) W^{(b)} (\ddot{X} \beta^{(r,b-1)} - Y^{(b)}) \quad Eq. #(AT18)
\]

\[
\approx \ddot{X}^{(b)'} W^{(b)'} W^{(b)} (\ddot{X}^{(b)} \beta^{(r,b-1)} - Y^{(b)})
\]

\[
= \sum_{i=1}^{n} \sum_{k=1}^{n_{initial}} \left( W_{k}^{(i,b)} \right)^2 x_{k}^{(i,b)'} (x_{k}^{(i,b)} \beta^{(r,b-1)} - y_{k}^{(i,b)}) \quad \#Eq. (AT19)
\]

[0243] The above relation shows that for sufficiently large \( \delta(b) \), the aggregate gradient from the coded data points probabilistically weighs equation AT7 that provides the full gradient over the entire distributed \( b^{th} \) global mini-batch.

[0244] Basically incorporating the partial gradients computed over uncoded training data by edge devices along with the partial gradients computed over coded training data by edge servers as presented in equation AT15 can effectively be viewed as using a systematic code to encode the entire set of data, where the generator matrix is \( [1^{(b)} G^{(b)} W^{(b)}] \), and performing full gradient computation on the entire coded set for the mini-batch \( b \). The probabilistic weighing of the coded portion of the training data compensates for the probability of systematic portion of the data being unavailable at the edge server(s) by time \( t^{(b)} \) in each epoch. Due to the link delay and computing delays, each partial gradient computed from the uncoded dataset is available at time \( t^{(b)} \) only with probability \( 1 - \left( W_{k}^{(i,b)} \right)^2 \). Therefore, the weight matrix ensures, on average, that the aggregated gradients converges to the full gradient of uncoded data in the \( b^{th} \) global mini-batch. Further, there is zero decoding complexity using the embodiments discussed herein.

[0245] FIG. 16 illustrates a flow diagram of an example process 1600 of coding, load balancing and distributed computation of gradients in accordance with certain embodiments. The procedure 1600 involves exchange of link adaptation information, encoding parameters, computing parameters, coded dataset, as well as partial gradients and model updates between the edge system controller node 1693 and edge nodes 1691. The procedure 1600 may be
integrated into the mobile/edge network architecture standards and/or specification development such ETSI MEC. Additionally or alternatively, procedure 1600 could also be an application-level exchange between the devices and servers. In some embodiments, operations in the example process shown may be performed by one or more components of an edge computing node, such as processor(s) of a client device similar to client computing nodes 1202 of FIG. 12. In some embodiments, one or more computer-readable media may be encoded with instructions that implement one or more of the operations in the example process below when executed by a machine (e.g., a processor of a computing node). The example process may include additional or different operations, and the operations may be performed in the order shown or in another order. In some cases, one or more of the operations shown in FIG. 16 are implemented as processes that include multiple operations, sub-processes, or other types of routines. In some cases, operations can be combined, performed in another order, performed in parallel, iterated, or otherwise repeated or performed another manner.

[0246] The example process 1600 begins at operation 1603 where the edge computing nodes 1691 provide operational parameters to the controller node 1693. The operational parameters may be the same or similar to the operational parameters discussed previously, and may be provided to the controller node 1693 in a same or similar manner as discussed previously. The operational parameters are periodically updated at operation 1606. Operations 1603 and 1606 may repeat as necessary, for example, on a periodic basis, during procedure 1600 including during operation of the other operations of procedure 1600 discussed infra.

[0247] At operation 1609, the controller node 1693 determines various ML compute parameters, such as the frequencies of local updates and global aggregation, local batchsize, bandwidth parameters, random number generator for random feature mapping, random feature dimensions, coded data set size for each edge computing node 1691, and/or other like parameters such as those discussed herein. At operation 5612, the controller node 1693 provides the ML compute parameters to the edge computing nodes 5691 (e.g., assigning compute parameters). At operation 1615, the edge computing nodes 1691 privately embed the raw features into a higher dimension using random feature mapping, and privately encode local training data in mini-batches. At operation 1618, the edge computing nodes 1691 transmit respective coded data to the controller node 1693. At operation 1621, the controller node 1693 computes partial gradients from the received coded private data.

[0248] At operation 1624, the edge computing nodes 1691 compute partial gradients from uncoded private data, and operation 1627, the edge computing nodes 1691 transmit the partial
gradient updates to the controller node 1693. At operation 1630, the controller node 1693 aggregates the received partial updates to the locally computed gradients, when sufficient number are available to refine the model estimate. At operation 1633, the controller node 1693 sends the refined model update(s) to the edge computing nodes 1691. At operation 1636, the partial gradient and refined model are shared between the edge computing nodes 1691 and the controller node 1693 for global mini-batch training. Operations 1624-1639 are repeated until the model converges.

[0249] In any of the embodiments discussed herein, the exchange of coded redundancy from edge devices 1691 to edge server 1693 can be communicated according to the implemented edge system and/or communication protocols. Such communications can be standardized or otherwise specified in a suitable edge computing standard, such as ETSI MEC or the like. Additionally or alternatively, the information (e.g., capability info) needed to utilize the embodiments discussed herein can also be inspected/intercepted from respective edge computing nodes and/or respective edge servers. In any of the embodiments discussed herein, computation of gradients (e.g., training) may take place at edge server 1691, which is different than conventional/traditional federated learning approaches. This could be done using dedicated hardware utilized to run the training algorithm.

M. JOINT COMPUTING AND COMMUNICATION AWARE CLIENT SELECTION FOR FEDERATED LEARNING

[0250] Federated learning over wireless edge networks can face the following constraints:
   a) compute rates and memory cycles available for federated learning can be heterogeneous across clients as well as over time;
   b) the number of training examples at each client can be widely different leading to different compute requirements among clients; and
   c) communication rate/bandwidth available at clients can be heterogeneous and time-varying.

[0251] All the above constraints can lead to the following challenges:
A) when collecting weight updates with respect to the model from multiple clients, the time for a single update of the global model at the server is determined by the slowest client (or “straggler”, based on an aggregate of compute time and upload time);
B) subsequent epochs need to stay on hold until all clients in the previous epoch have reported their weight updates. Asynchronous updates have been proposed
to overcome this issue, but they have their own shortcomings. Therefore, asynchronous federated learning is not within the scope of embodiments; and C) there is a lack of adaptive approaches to address the straggler problem that can be varying with time.

[0252] Some embodiments propose methods and protocols that will ensure the server and clients can jointly determine the best set of clients to report weight updates in each epoch.
[0253] Methods to reduce the uplink communication costs have been proposed such as using structured updates and sketched updates. Control algorithms that determine the optimal schedules for performing parameter update to the global model have been proposed. These methods, however, do not regulate the users that participate in the global update in order to make the training process more efficient. A client selection approach was proposed in Nishio et al, Client Selection for Federated Learning with Heterogeneous Resources in Mobile Edge, arXiv: 1804.08333, 2018 (hereinafter “Client Selection for FL”) that aimed to only select clients based on their resource capability and clients that can satisfy a certain delay deadline.

[0254] One major challenge in sub-sampling only the fast clients (in terms of upload time and compute time) is the issue of model divergence. The convergence of the global model is empirically conditioned on the clients’ data being independently and identically distributed (i.i.d) from one client to the other. A dataset may be i.i.d. if each random variable has the same probability distribution as the others and all are mutually independent. In the absence of such distribution of data, skipping updates from several clients, such as from straggler clients, can lead to skewed updates and lead to model divergence/overfitting for only certain data distributions.

[0255] Instead, some embodiments provide a method that is flexible and achieves reduction in convergence time even in the presence of non-i.i.d data. An aspect of some embodiments concerns a set of protocols and algorithms to select a set of clients for each round of a global training epoch based on their computation and communication capabilities.

[0256] Some embodiments propose both a light-weight protocol exchange between a MEC server and clients, as well as adaptive algorithms that may significantly speed up the total training time of federated learning without impacting the training accuracy.

[0257] According to a first aspect of some embodiments, at the beginning of training, the server may poll all the clients to have the clients share the number of training examples available to them. This is a one-time transaction which allows the MEC server to estimate the time needed for the clients to compute and upload the model parameters.
Further, periodically, the MEC server may request the clients to share their respective compute rates and communication times in order to estimate the total update time from each client. Based on the above, the MEC server may perform a client set selection procedure by grouping the clients into sets for each training round. In a preferred embodiment, the group of client in a set is determined based on the time taken to return the computation, such that clients with similar return times are scheduled together, to avoid waiting on straggling computations. Also, some embodiments propose an adaptive mechanism wherein the statistical characteristic of the data (e.g. whether it is independent and identically distributed), and/or required accuracy are used to switch the algorithm to a more aggressive mode (e.g. picking clients with fastest response time), which can significantly reduce the convergence time.

Some contributions of embodiments are as follows:

a) compute-communication time aware client set and client selection such that the impact of the slow (or straggler) clients on the training time may be mitigated;

b) an adaptive client set selection algorithm that can adjust to variations in the computational and communication rates of the clients and reduce the overall training time with low overhead - as a preferred embodiment some embodiments propose a grouping procedure such that clients with similar completion times are scheduled together to avoid waiting for straggling nodes at each epoch; and/or

c) a method to adapt the selection algorithm to a more aggressive client selection algorithm based on the statistical characteristic of the data and/or required accuracy of the computation - here, as one embodiment, a client selection algorithm based on the fastest completion time is proposed that can significantly speed up training; this feature can be turned on or off depending on the required training accuracy and statistical knowledge of client data.

The heterogeneity of compute, communication and availability of training data among the different clients participating in the distributed training requires an intelligent and adaptive approach to group the clients into sets that minimize the overall training time while not impacting the training accuracy performance.

According to some embodiments, we utilize information reported from clients to group the clients such that the overall update time for the training duration is minimized significantly. Further, we can achieve this without affecting the training accuracy of the federated learning. In addition, if the statistical property of client data is known, the MEC
server is able to perform a more aggressive client selection that can reduce the convergence time. This approach can be turned on/off depending on the training accuracy requirement as well as the availability of statistical knowledge of client data.

[0262] Some embodiments are enabled even by way of a low-cost communication of client capabilities to MEC server. The MEC server may collect a one-time capability report from each client while implicitly estimating current client capabilities from previous reports. Further, we introduce periodic updates as needed.

[0263] According to some embodiments, the protocol exchange between the MEC server and the clients may be intercepted over the air and analyzed using tools such as Wireshark.

[0264] Federated learning may be summarized as follows:

- federated learning may involve an MEC server that learns a global machine learning model from multiple clients each of which learn a local machine learning model from the dataset available to them;
- instead of the clients sending all the data to a central MEC server to train a machine learning algorithm (such as a deep neural network, RNN, etc.), federated learning allows the clients to train a model on their data locally and share only the model weights (and not necessarily the data) to the MEC server;
- the MEC server receives model updates from several clients and calculates the average of the model weights to form the global model; and
- for the next round of client training, the MEC server propagates the global model weights to clients as the current model.

[0265] An example of a federated learning process may be described in relation to the edge cloud configuration 2600 of in Fig. 26. Here, he MEC server 2608 is to select K clients/client devices 2604 from a pool of N clients 2604 to perform federated learning in a next training round. The selection of K clients plays an important role in the overall federated learning performance.

[0266] This is because of the following:

1) **Heterogeneous Computational capabilities:** Each client device 2604 may have different computational capacities in terms of hardware and software with respect to one or more other client devices 2604. Further, the computational resources available may also be time-varying depending on the workloads at different times. This can result in different clients completing their local training at different times during each round.
2) **Heterogeneous Communication rates:** Each client may be connected to the MEC server differently (such as through WiFi, LTE, 5G in the case of wireless). The bandwidth available to users and their data rate can be dependent on the technology as well as their signal-to-noise ratio. The data rate and bandwidths are also time varying which can lead to different model upload times from different clients in each round.

3) **Heterogeneous number of training examples:** Each client may contain a different number of local training examples as compared with another client. This further leads to variability in the computing time of the local model weights at each client.

[0267] Due to the above challenges, some embodiments propose methods and apparatuses to enable the MEC server and clients to perform a light-weight exchange of information about their computational capability and communication rates periodically and utilize this information to lead to an intelligent grouping of the clients into sets and to minimize total training time.

[0268] **Communication and Computing aware Client Selection:**

[0269] The overall protocol flow according to some embodiments is described in relation to Figs. 17 and 18, and may involve the following, referring first to Fig. 17:

1) At the beginning of training, the MEC server 1704 may send a *Client Capability Request* notification to all the clients 1702 that are part of the federated learning process.

2) The clients 1702 may respond with the following information:
   a. **Their Compute rate** \(r_c\) – for example measured by the number of multi-and-add (MAC) operations the client can perform in one second.
   b. **Communication Time** \(T_{up}\) – for example measured by the ratio of the bandwidth available to the client to the uplink communication rate \(r_{up}\).
   c. **Number of training examples** \(n_t\) – for example by measuring the size of the training set available at each client.

3) The MEC server may collect the above information and compute the total upload time for all the clients as set forth in Equation (BQ1) as follows:

\[
T_{tot,n} = T_{up,n} + n_{tr,n} \times \frac{1}{r_{c,n}}
\]

(BQ1)

According to an embodiment, the MEC server may collect this information only periodically. However, it must be noted that this is a coarse estimate of the total update time from each client. To get a more accurate estimate of this update time,
the MEC server may simply monitor the time between sending the global model and the time when model updates are received from each client. This can serve two purposes:

a) Adjust for any stale updates from clients; and/or
b) Account for false updates from clients.

4) The MEC server may run a Client Selection algorithm to pick the client set for each training epoch. The algorithm is described as follows:

   a. Greedy Client Set Selection Algorithm at operation 1706:
      i. Sort clients in the increasing order of their update times;
      ii. Cluster clients into N/K groups from the sorted list, with N being the number of clients 1702, and K being the number of client sets.

   b. Greedy Client Selection Algorithm at operation 1708: if the MEC server has statistical knowledge of client data (such as their probability mass function of examples, or other statistics), the MEC server may select only the clients with the shortest completion times. Even when the clients may possess non-i.i.d data, this may be performed, for example, after the global model has reached a certain minimum accuracy threshold. The algorithm in such a case may be as follows:
      i. Sort clients in the increasing order of their update times;
      ii. Pick the K best clients from the list as the clients for each training epoch at operation 1712.

5) For each training epoch, the MEC server may select from one of the \([N/K]\) client sets in a round-robin fashion at operation 1710 as candidates for the epoch.

6) The selected clients in each client set may then respond with their local update.

7) The MEC server may also update the update time for the clients in the set to get a better estimate of the upload times at operation 1714.

[0270] Typically, the number of training examples (ntr) is unchanged over the training period. Hence, this may be a one-time report from the clients. Further, as noted above, the compute rates \((rc,n)\) and upload time \((Tup, n)\) can be computed indirectly from the actual reports received from clients. Further, an exponentially weighted filter may be utilized at the MEC server to update the average values of \(rc,n\) and \(Tup,n\) over time. Hence, this overhead is mainly significant at the beginning of training and minimal after.

[0271] Nevertheless, according to some embodiments, care must be taken to ensure that
certain clients do not go for long time periods without model updates/capability reports. We ensure this as follows (also shown in Figure 3).

[0272] **Client Capability Update Procedure:**

[0273] The MEC Server keeps a record of the client model/capability update time stamp (T_last,n). If a client has exceeded the threshold for update, i.e., T_last,n > T_threshold, the server initiates a client capability update request command to the client. The client responds with the parameters T_up and r_c. If necessary, the MEC server can re-compute at operation 1816 the client set selection algorithm to determine the new groups of clients as shown in protocol flow 1800 of Fig. 18.

[0274] **Experiments and Performance Evaluation:**

[0275] We have demonstrated the performance gain of our Client Set selection approach for a Federated Training problem on MNIST dataset for handwritten digit recognition. We are training a DNN with 2 hidden layers with 200 nodes each. Our environment contains N = 100 clients with K = 10 clients participating in each global training epoch. The training examples are equally split across the N clients (600 examples each). In each epoch, each of the K clients run 5 local training iterations.

[0276] The computational rates (r_c) and communication rate (r_comm) of the clients are modeled using shifted exponential distributions. Further, in order to deal with federated learning on non-i.i.d. data, we have utilized a weight regularization term to the local loss functions at each client as proposed in A.K. Sahu, T. Li, M. Sanjabi, M. Zaheer, A. Talwalkar, V. Smith, “Federated Optimization for Heterogeneous Networks”, arXiv:1812.06127 (hereinafter “FO for HetNets”).

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Test Accuracy</th>
<th>Test Accuracy Improvement</th>
<th>Training Time for 1000 Epochs (in seconds)</th>
<th>Training Time Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>i.i.d. Data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random Client Selection</td>
<td>98.53%</td>
<td>-</td>
<td>2.12e+11</td>
<td></td>
</tr>
<tr>
<td>Greedy Client Set Selection</td>
<td>98.58%</td>
<td>-</td>
<td>6.881e+10</td>
<td>3.15x</td>
</tr>
<tr>
<td>Greedy Client Selection</td>
<td>96.46%</td>
<td>-2%</td>
<td>6.883e+3</td>
<td>6 orders of magnitude</td>
</tr>
</tbody>
</table>
N. Table TBQ1

Some embodiments in this Section M concern compute and communication aware selection in a federated learning environment. An objective of federated learning is the training of a global model based on a fleet of clients while keeping data local to the clients. The clients can download a central model as an initialization for model parameters. Clients can perform updates on the model, e.g., using a gradient based model, and in this way update the model locally. They can then send the updated model weights to the server, which can aggregate these model parameter updates through policies such as averaging or weighted averaging.

Challenges with respect to federated learning arise on the one hand, based on the heterogeneity in the network, where memory cycles, compute rates, form factors if the various clients may be different. On the other hand, the amount of data can vary from client to client, which results in differing local training times, as well as resulting in disparate qualities of training. Connectivity can also be heterogeneous such as through 5G and WiFi, or one or more clients may be on or off. Therefore, the time required for each training epoch can be usually delayed for certain clients, which can lead to longer training time at the client and at the server, which can lead to poor performance.

One approach is to select the clients that have better compute and communication rates. Some embodiments in this Section M contemplate the latter, but also aim to take into account non-i.i.d. data (data not drawn from the same distribution as the overall data or target data). Non-i.i.d. data can lead to divergence in the global model at the server.

According to some embodiments, at each training round, the MEC server may schedule K out of N available clients, which perform the model weight updates in an iterative manner until convergence.
According to one aspect, a capability request may be caused to be sent from the server to the clients in terms of compute and communication rates. These rates can have a deterministic component or they can have a random component, with the deterministic option being preferred at least for being more practical to implement.

The MEC server may sort clients into sets based on their similar times to upload, which time to upload takes into consideration compute time and time to communicate the updated model weights back to the server. The MEC could therefore sort the clients based on the time to upload parameter for each client.

According to an optional embodiment, the MEC server may implement a more aggressive selection of clients after the clients have been sorted into sets. The MEC server may select for training only those clients with fastest upload times that also exhibit an i.i.d. data distribution. The MEC server may have information regarding the data distribution at each client based on statistics (e.g. probability mass function, other divergence parameters of the probability distribution of the data set at the client and the overall test data of interest (target data) at the server), or based on data distribution information sent to the MEC by the client. In such a case, the MEC server may ignore the non-i.i.d. clients for training. Thus, if the divergence between the data distribution at clients in a given set and the target data distribution is high, the MEC server may determine that it cannot perform fast client selection (the selection of only the fastest clients in terms of upload time). With low divergence, the distribution of the clients within a given set and the target data are closer to each other, in which case the MEC server can be more aggressive and schedule the fastest clients with the low divergence.

In the alternative, the MEC server may, after sorting the clients into sets based on their upload times, select the sets in a round robin fashion, such as based on upload times. Training using either of the above two approaches (aggressive or round robin) may involve an iterative process. The MEC server may further receive updated reports from clients regarding communication and compute rates and other information. For example, the MEC server may monitor to determine last instance of receipt of reports from clients and request additional reports based on the above, or may request additional reports based on training performance.

N. DATA QUALITY AND COMPUTER COMMUNICATION AWARE CLIENT SELECTION FOR FEDERATED LEARNING

Federated learning over wireless edge networks can face the following constraints:
a) heterogeneity of client data quality/characteristics—some clients contribute larger data sets to the learning compared to other clients. The importance of client data can also vary across the training iterations;

b) the number of training examples at each client can be widely different leading to different compute requirements;

c) compute rates and memory cycles available for federated learning can be heterogeneous across clients as well as over time;

d) communication rate/bandwidth available at clients can be heterogeneous and time-varying, such as by way of wireless or wired communication.

[0286] All the above constraints can lead to the following challenges:

A) random sub-sampling or the use of other approaches without considering client data quality can lead to poor training performance;

B) the compute and/or communication rates ("compute-communication rates") of clients can also affect the time to convergence of the global model at the MEC server.

[0287] Some embodiments in this Section N aim to account for the heterogeneity in data quality/characteristics including its time variability and propose methods to improve the speed-up of the convergence of the global model and accuracy of the same. At the same time, we also build on our solution in Section N above to simultaneously account for compute-communication rates in addition to the data quality/characteristics to reduce convergence time.

[0288] Some embodiments in this Section N propose a client selection approach in order to reduce the convergence time of the global model as explained in Section N above.

[0289] Referring to Y.Zhao et al, "Federated Learning with Non-i.i.d. Data" arXiv:1806.00582 (hereinafter "FL with Non-i.i.d Data," in order to deal with some clients having highly-skewed data for example in terms of the distribution of the data and/or its importance, it was proposed to share a small amount of training data with the central server and train a warm-up global model before clients perform federated learning. In "FO for HetNets," it has been proposed to have each client utilize a regularization parameter in their local loss functions that tries to reduce the impact of weight update from each client in each round.

[0290] One major challenge in sub-sampling only the fast clients, in terms of upload time and compute time, is the issue of model divergence. The convergence of the global model is empirically conditioned on the clients’ data being independently and identically distributed ("i.i.d"). In the absence of such distribution of data, skipping updates from several clients, such
as from straggler clients, can lead to skewed updates and lead to model divergence/overfitting for only certain data distribution profiles.

[0291] Further, the solution proposed in “FL with Non-i.i.d Data,” depends on sharing training data with the server which may not always be possible due to privacy concerns (e.g., patient healthcare data, such as one of the use cases presented above). The regularization approach in “FO for HetNets” referred to above helps improve accuracy in the presence of non-i.i.d. data, but still hits a training accuracy performance ceiling while also resulting in slower convergence of the global model at the central server.

[0292] Some embodiments propose a robust method to improve training accuracy and convergence of a global machine-learning model at a MEC server when performing client selection for federated learning. One fundamental idea is the realization that the contribution of each client (i.e. each client owning a subset of the overall dataset) is different during each global federated training epoch and is time-varying. Given this, in order to maximize training speedup and reach higher training accuracy, a non-uniform sampling of clients is needed during each round according to some embodiments.

[0293] Some embodiments in this Section N present methods to sample clients at each federated client selection stage by observing the training loss incurred by the clients. The training loss may be a scalar quantity that can be reported by the clients at different time scales depending on the tradeoff for accuracy and efficiency. Experiments have to validated the above approach and show that observing the training loss at each epoch and performing client selection results provide higher accuracy than state-of-the-art solutions for federated learning under non-i.i.d. data conditions. Some embodiments may further account for the communication and compute rates at clients in order to achieve a tradeoff between training accuracy and convergence time.

[0294] Some contributions for some embodiments in this Section N are as follows:

1) clients may report their training losses to the MEC server;
2) the MEC server may select large loss clients at each training round;
3) in order to balance training accuracy and total training time, the training losses, client compute rates and communication rates may be jointly accounted for during client selection.

[0295] By selecting larger loss clients at each training round, some proposed embodiments herein achieve convergence in a smaller number of training rounds as compared with selecting all clients, while also reaching higher accuracy over state-of-the-art approaches. Further, by
additionally accounting for the client compute rates and communication rates, the convergence time according to some embodiments herein may be reduced due to efficient communication rounds. By selecting clients based on larger losses, a solution according to some embodiments herein is sensitive against overfitting the model towards any single client.

[0296] Some embodiments in this Section N may use a light-weight exchange of scalar quantity from clients to server used towards client selection.

[0297] Exchanging training loss information between clients and MEC server may be needed for some embodiments. The exchange of this message may be intercepted over the air and analyzed using packet inspection tools.

[0298] New clients may be spawned and their loss function evolution may be observed over time. The algorithm will result in larger loss clients being scheduled. “Larger loss clients” refers to a subset of all clients exhibiting loss functions within any given epoch that are larger than loss functions of another different subset of said all clients.

[0299] In some federated learning setups, a subset of clients may be scheduled in each global training round. The most common approach is to sample the clients from a uniform distribution.

[0300] However, some embodiments in this Section N highlight that the training speed-up is not the same for all the clients, and also varies over different epochs. Consider the simpler case where a single client is selected in each round according to Equation (BR1):

\[
h_{t+1} - h_t = \|w^{t+1} - w^*\|_2^2 - \|w^t - w^*\|_2^2 = -2\eta_t(w^t - w^*)\nabla \psi(D_t) + \eta_t^2 \left(\nabla \psi_w(D_t)\right)^2
\]

(BR1)

where \( h_t \) denotes the distance of model weights at time \( t \) to optimal weights \( w^* \), \( \psi \) is the loss objective, \( D \) represents the entire dataset, \( D_t \) represents the dataset corresponding to the client selected at time \( t \), and \( \eta_t \) is the learning rate at time \( t \). Equation (BR1) above shows at least that a change in the distance of model weights for a given client from one epoch to the next is a function of the client’s data distribution and loss objective within each epoch.

[0301] The variance of the speed up is given as by Equation (BR2):

\[
VAR\{h_{t+1} - h_t\} = 4\eta_t^2(w^t - w^*)^2VAR\{(\nabla \psi_w(D_t))\} + \eta_t^2VAR\{\left((\nabla \psi_w(D_t))^2\right)\} - 2\eta_t^2(w^t - w^*)COV\{(\nabla \psi_w(D_t)), \nabla \psi_w(D_t)^2\}
\]

(BR2)

[0302] We can note that the variance of the speed up is non-zero, implying that the weight updates from different clients is non-uniform, at least as a function of varying data
distributions per client at each epoch. As a result, to increase the speed up, we have found that it is important to sample the clients non-uniformly from the client pool.

Equations (BR1) and (BR2) show among other things that the variance of training speed up is a function of data distribution D at each client. If you do uniform selection/sampling of data across clients, and the data is non-i.i.d., the training loss as a function of training time of each of the clients will be different, where training losses will all decrease, but at different rates. Therefore, uniform sampling where non-i.i.d. data is concerned does not address an overall goal to minimize expected loss across all clients in a uniform manner. Some embodiments in this Section N contemplate, in addition to clients sending compute rates and communication rate, the clients sending training losses to the MEC server.

If we define the federated learning as a stochastic process that gradually reduces the mean of the overall training loss, then we can redefine the goal of federated learning as to minimize $E[\psi_w(D_n)]$ where $D_n$ is the dataset (of a certain client $n$) sampled from the client pool. Therefore, it follows that for speed up, we sample at each epoch $t$, the client $n^*$ that minimizes the $E[\psi_w(D_n)]$. This can be easily extended for the case where the MEC server selects $k$ clients for each epoch where $n^*$ is given by Equation (BR3):

$$n^* = \arg\min_n E[\psi_w(D_n)] \quad (BR3)$$

Heuristic Approach for Client selection:

In order to avoid solving the above optimization at each federated learning epoch for scheduling clients, some embodiments for this Section N use a simple heuristic that can empirically show higher training accuracy over other state-of-the-art approaches, particularly for the challenging case of non-i.i.d. data. We define our heuristic approach as shown by the flow 1900 of Fig. 19, which shows a joint loss and computer/communication time based client selection process.

Approach 1 - Loss-based Client Selection:

According to Approach 1 of some embodiments in this Section N:

1) the MEC server 1904 may disseminate the global model to the clients 1902;

2) during the capability exchange phase, the clients 1902 may respond with their communication rates and an estimate of their compute rates; in addition, each client $i$ may report a scalar quantity indicating their training loss $\psi_t^i$ corresponding to the model using global weights at epoch $t$;
3) the MEC server 1904 during each epoch may rank orders the clients based on their training loss on the global model at time t;

4) the MEC server may perform scheduling of clients as follows:
   a. in one embodiment (not shown), the server may schedule the top K out of the total N clients based on their training loss where K is a design choice;
   b. in another embodiment, as shown in flow 1900, the MEC server may first select a first subset N_1 (K <= N_1 < N) with the highest losses for consideration; as in the previous case a. immediately above, N_1 can be a design choice that can determine the tradeoff between the accuracy and convergence time; in a second step, the server may select K out of N_1 clients based on client upload times, which can minimize the total upload time from clients.

5) the scheduled K clients may run E local epochs before reporting their updated model weights;

6) for the next training epoch with the MEC server, the clients may again report their loss values to the most recent global weights to aid with client selection; during each epoch, the K clients can simply piggyback the loss values along with their model updates.

[0309] In an ideal setting, the MEC server requires the loss values $\psi_t$ from each client at each training round to schedule the next set of clients. Alternatively, it is possible that the MEC server can utilize the past training loss values from clients. Through experiments, we have observed that utilizing $\psi_{t-1}$ instead of $\psi_t$ does not degrade the training performance by any significant margin.

[0310] It is also possible that the clients only report their loss information periodically (not every round), this can lead to longer convergence time, however.

[0311] The MEC Server keeps a record of the client model/capability update time stamp ($T_{last,n}$). If a client has exceeded the threshold for update, i.e., $T_{last,n} > T_{threshold}$, the server initiates a client capability update request command to the clients. The clients respond with the parameters $T_{up}$ and $r_c$. If necessary, the MEC server can re-run the Client selection algorithm.

[0312] According to this approach, each client has the model provided by the server for each training round. The client may compute the loss and share it with the MEC server. The server therefore has the loss across all the clients at each training round of the model to be trained. The MEC server may then select only clients with larger losses for the next round of iterations/training. More iterations for larger loss clients can bring losses of those clients lower, and then the MEC server can move onto the next set of larger loss clients.
Approach 2: Data-distribution based client selection:

Since clients can have different training data distributions with respect to one another as noted above, according to one embodiment, we utilize this information to determine the clients in the training rounds. According to this approach, Approach 2:

a) the MEC server may provide the target data distribution to the clients; the target data distribution may correspond to the cumulative density function \( P(y \leq i) \) or the probability mass function \( P(y = i) \) for all \( i \); and

b) the data distribution at client \( k \) (i.e. the local data distribution at client \( k \)) may be given by \( Q_k(y = i) \); the client may use the target distribution from the MEC server and local data distribution to compute the distance between the two distributions; this can be done in many ways and provided as below:

a. The Kullback–Leibler (KL) divergence which measures the directed divergence between two distributions and is given by Equation (BR4):

\[
D_{KL,k}(P, Q_k) = -\sum_{y \in Y} P(y) \log \left( \frac{Q_k(y)}{P(y)} \right)
\]

or

b. L2 distance of the probability distributions given by Equation (BR5):

\[
D_{L2,k} = \| P(y) - Q(y) \|_2
\]

Each of the clients may report their distances \( D_k \) to the MEC server at the beginning of training.

The MEC server may perform weighted round-robin client selection where higher weights are given to clients with larger \( D_k \) to allow the MEC server to train more for the more highly skewed clients.

This approach represents a weighted scheduling of training for clients by the server, with higher priority to clients with a larger distance of data distribution to the target distribution at the MEC server.

Approach 3 - Gradient norm based Client Selection:

It is also possible and even more reliable to utilize the gradient norm as an indicator on the “importance” of each client during the client selection process. We have found that clients with the largest norm of their gradients carry higher importance compared to the clients with a smaller norm.

Computing the norm of the gradient for each client on the model is expensive and involves both forward and backward propagation at the clients before the actual training.
Instead, the paper in A. Katharopoulos, F. Fleuret, “Not All Samples Are Created Equal: Deep Learning with Importance Sampling”, ICML 2018, arXiv:1803.00942.s (hereinafter “DL with IS”) derives an upper-bound for the gradient norm as the gradient of the loss with respect to the pre-activation outputs of a neural network (NN). This upper bound limits the gradient computation to only the last layer and avoids computing the gradients for each of the NN layers.

[0321] The client selection flow according to an embodiment of the third approach, Approach 3, may be as follows:

a) the MEC server may send the global model to the clients;

b) each client may compute their gradient with respect to their pre-activation outputs indicated by \( \tilde{G}_k(t) \) and may return this to the MEC server; and

c) the server may determine the clients with the K largest \( \tilde{G}_k(t) \) as the clients for federated training with K being implementation-based.

[0322] The above method may incurs additional overhead due to the computation of partial gradients at the clients compared for example to Approach 1 or Approach 2, because here, the client is to calculate not only the loss function, but only the gradient for training before the training even begins for a given training round. However, the gradient calculation may be performed only at the last layer of the NN, and not for all layers of the NN.

[0323] Experiments and Performance Evaluation:

[0324] Approach 1:

[0325] We have demonstrated the performance gain of our Client Set selection Approach 1 described above or a Federated Training problem on MNIST (Modified National Institute of Standards and Technology database) dataset for handwritten digit recognition. We are training a deep neural network (DNN) with 2 hidden layers with 200 nodes each. Our environment contains N = 100 clients with K =10 clients participating in each global training epoch. We split the training data into i.i.d. and non-i.i.d. sets and assigned each batch of 600 examples to each client. In our setup, 20% of the clients have i.i.d. data while the other 80% clients have non-i.i.d. datasets where each client has examples from 1-6 labels. In each epoch, each of the K clients run 5 local training iterations.

[0326] The computational rates (\( r_c \)) and communication rate (\( r_{\text{comm}} \)) of the clients are modeled using shifted exponential distributions. We compared the performance of the proposed heuristic against the approach in Reference [3] where weight regularization component representing the L2 distance of the local weights from the global weights is utilized
in the local loss objective.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Test Accuracy</th>
<th>Test Accuracy Improvement</th>
<th>Training Time Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Client Selection (with regularization)</td>
<td>94.39%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loss-based Client Selection (without regularization)</td>
<td>97.65%</td>
<td>3.26%</td>
<td>-</td>
</tr>
<tr>
<td>Loss and Time based Client Selection (select K clients from top 25% loss clients)</td>
<td>97.58%</td>
<td>3.19%</td>
<td>2 orders of magnitude</td>
</tr>
<tr>
<td>Joint Loss and Time based Client Selection (select K clients from top 50% loss clients)</td>
<td>97.26%</td>
<td>2.87%</td>
<td>4 orders of magnitude</td>
</tr>
<tr>
<td>Joint Loss and Time based Client Selection (select K clients from top 50% client loss at t-1)</td>
<td>97.13%</td>
<td>2.74%</td>
<td>4 orders of magnitude</td>
</tr>
</tbody>
</table>

Table TBR1

[0327] Referring to some embodiments described in Section N above, where the data is not i.i.d. as between the given client sets, and the round robin selection approach is used to train the model, such a solution could lead to model divergence. This is because each gradient for the model is computed from clients with non-i.i.d. data, and therefore the updates are biased as opposed to the target data, and the MEC server may as a result be left with a bad model, even where clients of differing upload times are given equal opportunity for training purposes.

[0328] Some embodiments in this Section N are still aware of compute and communication heterogeneity as between clients, while also addressing of non-i.i.d. data issues.

O. IMPORTANCE SAMPLING METHODS FOR COMMUNICATION EFFICIENT LEARNING IN FEDERATED LEARNING
In this Section O, we provide new methods beyond our earlier proposed solutions, such as in Sections N and O above, on accounting for data importance awareness when selecting clients that participate in federated learning.

Some embodiments in this Section O may be applied to a case where federated learning is performed over clients that have the following characteristics:

a. clients have wireless connections and may face heterogeneity in terms of the bandwidths available to them;

b. clients may have different compute rates and therefore may complete their local training at different times with respect to each other; and

c. clients may have statistically differing datasets, i.e., not independent and identically distributed (i.i.d. or i.i.d.).

Our earlier solutions as set forth in Section M above proposed a set of methods to perform client selection, some embodiments of which include:

a) prioritizing clients with large weighted local losses on their data;

b) prioritizing clients with larger compute and communication time;

c) weighted round robin scheduling based on the divergence of client’s data distribution from the overall distribution, such as the KL divergence of their data distribution; and/or

d) prioritizing clients based on the norm of the local gradients computed with respect to the last layer.

In other work, for example in “FL with Non-i.i.d Data,” in order to deal with some clients having highly-skewed data, it was proposed to share a small amount of training data with the central server and train a warm-up global model before clients participate in federated learning.

The earlier proposed heuristic methods sample clients non-uniformly from the original distribution of data, and hence may introduce biased training. For the loss based client selection, it is possible the final trained global model may be skewed towards achieving a fair performance across clients at the expense of overall accuracy.

Some embodiments draw on principles from importance sampling theory to perform training by collecting gradient computations from a different data distribution q to the original distribution p, but with the ability to apply gradient correction to remove the bias.

Some embodiments according to this Section O may include the following:
a) some embodiments propose two importance sampling distributions that target accelerated training by focusing on importance regions in the client set based on statistically important data, clients’ communication rates and compute rates;

b) some embodiments propose correct ways to implement importance sampling and bias correction to remove bias in the gradient computations due to importance sampling; and/or

c) some embodiments propose a protocol to efficiently communicate this information between clients and the MEC server to achieve a) and b).

[0336] Some advantages of the proposed embodiments according to this Section O are provided below:

- new distributions to sample clients more efficiently and to achieve higher model accuracy and improve convergence time; and/or

- methods to unbiase the gradient estimates for federated learning when clients can run multiple local training epochs.

[0337] To compute the importance sampling distribution, the clients may report their weighted loss periodically to the MEC server which can be intercepted. Similarly, the MEC server, after computing the importance sampling distribution \( q \), may send it to the clients to allow clients to apply the bias correction. This may also be in the protocol according to some embodiments, and either be standardized or intercepted.

[0338] The clients may also send their compute times and communication times to the server in order to compute the importance sampling distribution.

[0339] The cross entropy loss \( L(x(i), y(i); w) \) for data \( (x(i), y(i)) \) using model weight \( w \) provides a measure of the dissimilarity of the classifier from the true label \( y \) and hence is utilized in approaches to accelerate learning. Specifically, sampling a training example based on the loss distribution of all examples has shown to provide training speed up in “PER” referred to above.

[0340] Some embodiments according to this Section O extend the above approach for the case of federated learning where, instead of looking at the loss over each example, we define a probability distribution \( q \) over the weighted loss function over the clients and sample clients from this distribution according to the below equation, which calculation at Equation (BS1) may be performed by each client \( k \), and which calculation at Equation (BS2) may be performed at each client \( k \) or at the MEC server as set forth in Equations (BS1) and (BS2):

\[
\bar{q}_k = n_k F_k(w_t) \quad \text{(BS1)}
\]
\[ q_k = \frac{q_k}{\sum_{k=1}^{N} q_k} \]  

(BS2)

where \( n_k \) refers to the amount of data at the client, \( F_k \) refers to the loss function average across all data for the client, and \( w_t \) is the weight parameter/matrix of a NN at the client.

[0341] However, the above introduces a sampling bias in the gradient estimates \( g_k \) from the client \( k \). Some embodiments propose correcting the gradient estimate for each client \( k \) before updating the weights to remove the bias. This may be performed by computing the importance sampling estimate according to one embodiment as set forth in Equation (BS3):

\[ g_{k,t+1} = p_k/q_k \]  

(BS3)

where \( p_k = \frac{n_k}{\sum_{k=1}^{N} n_k} \) is the original sampling distribution of client \( k \) based on a total of \( N \) clients and \( q \) is the importance distribution (here, stochastic loss based). Although, this approach adjusts bias for the weight after 1 round, when the number of local computations or local rounds \( \tau \) is greater than 1, the gradient estimate at each client after each local update is biased. Therefore, some embodiments propose to utilize stochastic loss based sampling and correction using the bias factor at the client after each local update. In other words, when each client performs \( \tau \) local updates before reporting the weight updates to the server, each client updates its local weight matrix as set forth in Equation (BS4):

\[ w_{k,t+\tau} = w_{k,t+\tau-1} - \eta * g_{k,t+\tau} * p_k/q_k \]  

(BS4)

where \( \eta \) is the learning rate. The local weight matrix of each client is therefore adjusted or biased based on the updated gradient estimate for each client \( k \).

[0342] After the server receives \( K \) updates from the \( K \) selected clients out of the total \( N \) clients, the server computes the global weight as the average of these weights as set forth in Equation (BS5):

\[ w_{t+\tau} = \frac{1}{\sum_{k=1}^{K} w_{k,t+\tau}} \]  

(BS5)

[0343] However, this approach alone cannot result in accelerated training as \( K \) clients sampled using \( q_k \) described above may have widely differing upload time given as set forth in Equation (BS6):

\[ T_{k}^{up} = T_{k}^{comp} + T_{k}^{comm} \]  

(BS6)

[0344] We define the compute model and communication model of the clients with respect to a wireless communication model or a compute model by way of example as described below.
[0345]  **Wireless Communication Model:**

[0346]  The clients may be wireless connected to their base stations (and assuming no additional latency from base stations to the MEC server). The uplink data rates of clients may be obtained with the help of the 5G deployment and channel model as described in the ITU-R M.2412 report in T. Li, A. K. Sahu, M. Zaheer, M. Sanjabi, A. Talwalkar, V. Smith, “Federated Optimization for Heterogeneous Networks”, Conference on Machine Learning and Systems (MLSys), 2020 (hereinafter “FO for HetNets”). Based on this, the average data rate \( r_k \) for user \( k \) may be computed which determines the communication time for communication by client \( k \) as set forth in Equation (BS7):

\[
T_k^{\text{comm}} = \frac{D_{\text{size}}}{r_k} \quad \text{(BS7)}
\]

where \( D_{\text{size}} \) can be computed as the size of all the weight matrices for the machine learning model and is the same for all clients for federated learning. For example, for the case of a fully connected neural network, \( D_{\text{size}} \) indicates the sum of the sizes of all the weight matrices of all the layers of the neural network.

[0347]  **Compute Model:**

[0348]  The compute time for each client is the time needed to compute \( \tau \) rounds of local gradient updates and is given by Equation (BS8):

\[
T_k^{\text{comp}} = \tau \times \text{num}_{k}^{\text{MAC}} \times T_k^{\text{MAC}} \quad \text{(BS8)}
\]

where \( \tau \) is the number local epochs required at the clients, \( \text{num}_{k}^{\text{MAC}} \) is the number of multiply and add operations required at client \( k \) and \( T_k^{\text{MAC}} \) is the average time required by client \( k \) to complete 1 MAC operation.

[0349]  **Importance Sampling with Compute Communication awareness:**

[0350]  The importance sampling distribution \( q_k \) is computed as the ratio of the normalized weighted losses to the normalized upload times and is given by Equation (BS9)

\[
q_k = \frac{\tilde{q}_k}{\tilde{r}_k} \quad \text{(BS9)}
\]

[0351]  This is due to the fact that the MEC server is not only interested in computing weight updates from the clients with large losses but also the ones with small upload times. The importance sampling bias correction may then be applied as \( g_{k,t+1} \ast p_k/q_k \) for each local gradient step at each client.

[0352]  The proposed algorithm is summarized in Algorithm 1 below.

[0353]  **Algorithm 1: Importance Sampling based Federated Learning.**

\[\text{S: MEC server, C: Clients}\]

1. Initialize \( N, K, \tau, \eta, w1 \), original client sampling distribution \( p \)
2: Clients report a) Communication Time $T_k^{comm}$, b) Compute Time $T_k^{comp}$
to allow computation of upload time for the client $T_k^{up}$
3: for all global epochs $t = 1, \tau, ..., \tau_T$ do
   S: Broadcasts global weight $w_t$
   C: Share scalar weighted loss information $n_h F_i(w_t)$ to S (In the absence of $F_i(w_t)$, S utilizes the most recently reported $F_i(w)$)
   S: Update $T_k^{comm}$ as well as receive any updated $T_k^{comp}$ from clients
   S: Compute $q_k$ for all $N$ clients using Equation (BS2) or Equation (BS9)
   S: Select $K$ clients from the $N$ clients using $q_k$ for weight update
      for each client $k = 1, 2, ..., K$ do
         for each local epochs $e = 1, 2, ..., \tau$ do
            Compute $w_{k_t+e} = w_{k_t+e-1} - \eta \ast g_{k_t+e} \ast p_k/q_k$
         end for
         Report $w_{k_t+\tau}$ to server and scalar $n_h F_i(w_{t+\tau})$
      end for
   S: Compute global weight at server as $w_{t+\tau} = \sum_{k=1}^{K} w_{k_t+\tau}/K$
4: end for

**Experiments and Performance Evaluation:**

We have demonstrated the performance gain of our importance sampling based federated learning approach on MNIST dataset for handwritten digit recognition. We are training a DNN with 2 hidden layers with 200 nodes each. Our environment contains $N = 100$ clients with $K = 10$ clients participating in each global training epoch.

In our evaluation, all clients have one of the 10 labels. Hence, the client data is statistically very different and non-i.i.d. The number of local epochs is 5.

The computational rates (rc) are modeled using shifted exponential distribution. We compare the performance of the proposed heuristic against the approach in “FO for HetNets” where weight regularization component representing the L2 distance of the local weights from the global weights is utilized in the local loss objective. The results are averaged over 3 simulation random seeds as shown in Table TBS1 below:
<table>
<thead>
<tr>
<th>Data Distribution</th>
<th>FL Algorithm</th>
<th>Test Accuracy (after 2000 epochs)</th>
<th>Time to complete 2000 epochs (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-i.i.d. Data</td>
<td>Random Client Selection</td>
<td>90.6%</td>
<td>2.2e4</td>
</tr>
<tr>
<td></td>
<td>Random Selection with Prox</td>
<td>90.7%</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Importance Sampling (eqn. 2) without bias correction</td>
<td>93.3%</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Importance Sampling (eqn. 2) with bias correction</td>
<td>93.8%</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Importance Sampling (eqn. 9) without bias correction</td>
<td>92.3%</td>
<td>1.45e3</td>
</tr>
<tr>
<td></td>
<td>Importance Sampling (eqn. 9) with bias correction</td>
<td>95.1%</td>
<td>1.5e3</td>
</tr>
</tbody>
</table>

Table TBS1

[0358] In Section M above, reports of the losses from clients were to be sent to the MEC server. In this Section O, some embodiments concern creating a new distribution for the sampling for the clients. If $p$ is taken as the distribution of data at a given client, it will be proportional to the amount of data that client has. If every client has the same amount of data, then the distribution as between clients is the same ($p$) for all clients. If not, $p$ will be different for each client. We know that loss is a function of the data at a given client, parameterized by the model weight at time $t$. Some embodiments in this Section O aim to form a distribution $\overline{q}_k$ (Equation (BS1)) based on the loss function at each client $k$, basically skewing the client’s data distribution as a function of its loss function within a given training period. The probability of selecting each client would be $q_k$ (Equation (BS2)). According to some embodiments, the MEC may compute the $q_k$ using the $\overline{q}_k$ of all the clients $k$. After sampling based on the new distribution $q_k$ within a training round, some embodiments contemplate applying a bias correction for computed gradients, which may be done by each client at each local training round before sending updated weights to the MEC server. The biasing correction corresponds to the multiplication by the $p_k/q_k$ factor in Equation (BS4).
P. DIFFERENTIALLY PRIVACY GUARANTEES IN CODED FEDERATED LEARNING

[0359] In heterogeneous computing environments, the client devices need to compute their partial gradients and communicate those partial gradients to a controller node. However, the wait time for each epoch at the controller node is dominated by the time needed to receive the partial gradients from computing nodes with relatively slow computational capabilities and/or with weak or low-quality links. For example, the wait time at the controller node for one or more training epochs may be prolonged by computing nodes with weak or low-quality links, which may require multiple retransmissions to overcome radio link failures. Computing nodes from which the controller node has to wait due to, for example, low quality links or slow processing capabilities, may be referred to as “stragglers.” The issue of straggler nodes is especially relevant for computations that are distributed over wireless networks, where dynamic variations in wireless link quality can lead to loss of data. Accounting for such variations in distributed computing tasks is not well addressed by existing solutions.

[0360] Accordingly, embodiments of the present disclosure may incorporate coding mechanisms to address the issue of stragglers in heterogeneous environments. The coding mechanisms may allow for data to be duplicated across computing nodes, e.g., for data located at client edge computing nodes (e.g., client computing nodes 1202 of Fig. 12) to be shared with a central server (e.g., central server 1208 of Fig. 12). However, when utilizing client device data, duplicating and sharing the data may involve user privacy issues. User privacy. Ensuring user privacy protections for users who collaborate in distributed ML model computations may be quite important since some of these users may want to keep their raw data secure on their device. Failure to account for privacy concerns may result in underutilization of the processing capabilities of edge networks, including MEC networks, since some users may not opt-in to allowing their data to be used for collaborative unless these concerns can be alleviated.

[0361] Thus, the client data may be coded according to one or more techniques, such as those as described herein, prior to sharing with the central server or with other computing nodes of the computing environment. The coded data set may be referred to as a parity data set or parity data, and may include a version of the client device data sets that have been coded in a way to obfuscate or partially-obfuscate the actual raw data. The coding mechanism may be known only to the client device, and is not shared with the central server, maintaining some privacy in the coded data that is shared. In this way, the coded data sets may help to protect the privacy of the client data sets.
A coding redundancy $c$ that indicates a number of coded data points to compute at each client device may be determined at the central server, and may be broadcast by the central server to each of the client devices. The coding redundancy $c$ may depend on heterogeneity in computing, communication and/or power budgets observed across the client devices and central server. In some instances, the client data may be weighted using a weight matrix $W_i$ that probabilistically punctures the raw training data. The weighting values of the weight matrix may, in some embodiments, be determined based on how often data is received at the central server from a client device. For example, the weighting values may be higher (i.e., greater weight given) for devices with a poor connection to the central server, and may be lower for devices with a good connection to the central server. This may ensure that data sets from devices with poor connectivity are considered in the gradient computations in a similar manner to those with better connectivity. In some cases, the computation of coding redundancy $c$ the weight matrix $W_i$ may be performed as described in U.S. Patent Application Public No. US 2019/0138934, which is hereby incorporated by reference in its entirety.

The client devices may use the coding redundancy $c$ and/or the weight matrix $W_i$ to generate the coded data. For example, in some embodiments, a linear random coding technique may be utilized and the coded data set may be constructed as follows. The $i$-th device may use a random generator matrix $G_i$ of dimension $c \times l_i^{initial}$ with elements drawn independently from a distribution (e.g., standard normal distribution or Bernoulli(1/2) distribution), and may apply the random generator matrix on a weighted raw data set to obtain a coded training data set $(\bar{X}_i, \bar{y}_i)$, such that

$$\bar{X}_i = G_i W_i X_i, \quad \text{and} \quad \bar{y}_i = G_i W_i y_i,$$

where the weight matrix $W_i$ is a $l_i^{initial} \times l_i^{initial}$ diagonal matrix that probabilistically punctures the raw training data. The coded training data $(\bar{X}_i, \bar{y}_i)$ may then be transmitted to the central server before training is performed, while the generator coefficients are kept private by each client device. At the central server, the locally-coded training data may be combined to obtain a composite coded data set given by

$$\bar{X} = \sum_{i=1}^{n} \bar{X}_i, \quad \bar{y} = \sum_{i=1}^{n} \bar{y}_i.$$

The central server may compute model updates (e.g., partial gradients in a gradient descent technique) based on the coded data shared by the client devices, and may use the
computed updates in addition to or in lieu of model updates performed by the client devices using the corresponding uncoded data. For instance, in some embodiments, an overall gradient for the global model may be computed at the central server based on two sets of gradients: (1) partial gradients computed at client devices using their uncoded data sets; and (2) a partial gradient computed by the MEC server using a coded data set (which is based on the client data sets). In certain embodiments, during every training epoch, the central server computes partial gradients from $c$ composite coded data set points, and waits for partial gradients corresponding to the first arriving $(m-c)$ number of uncoded data points sent by the client devices. Therefore, the central server might not have to wait for the partial gradients from straggler nodes and/or links. This technique may be referred to herein as coded federated learning (CFL).

[0365] In many instances, distributed learning methods such as CFL may allow for exchange of aggregate statistics/information without revealing the underlying “raw” data. This may be of great importance in areas where the datasets used hold private information of individuals, e.g., healthcare or other types of personal or private information. Embodiments of the present disclosure include techniques, which may be referred to herein as the Differentially Private Coded Federated Learning (DP-CFL), provide formal end-to-end Differential Privacy (DP) guarantees to all participating client computing nodes. In particular, embodiments of the present disclosure may generate the coded data in a differentially private way at each client computing node, while preserving the utility of the coded data for training the global model.

[0366] Coded data may be generated by compressing the raw data privately at each client device (e.g., client computing nodes 1202). The amount of compression may be known at the central server, or at any other device participating in the CFL. The second order statistics of the raw data can be estimated from the coded data, and using this public information, differentiating attacks on the coded data can be designed to reveal the raw data of any device.

[0367] Accordingly, embodiments may include differential privacy constraints during coding redundancy computations, which can guarantee privacy of the generated coded data at each client computing node (e.g., the underlying raw data upon which the coded data is based may not be obtainable, or may not be obtainable without extraordinary work). Furthermore, embodiments of the present disclosure may utilize distortion of a covariance matrix and injection of additive noise in combination with data compression to achieve any privacy requirement, while preserving the utility of the coded data in the learning algorithm(s). These techniques may provide one or more advantages. For instance, in some cases, privacy may be
included directly during the data encoding process along with heterogeneity in computing power, communication links, and data quality across devices. In addition, in some cases, each device can define its own privacy requirement. Further, in some cases, the utility of the coded data may be preserved, retaining faster convergence of the CFL-based model learning.

The coding mechanism used in CFL may be $(\epsilon_i, \delta_i)$-differentially private as:

$$\Pr\left\{ \left| \frac{\ln p_{X_i}(\tilde{X}_i)}{p_{X'_i}(\tilde{X}_i)} \right| \leq \epsilon_i \right\} \leq \delta_i \#(CQ1)$$

where $X'_i$ is a row-perturbed version of data matrix $X_i$ at the $i$-th row, and $p_{X_i}(\tilde{X}_i)$ is the probability density function of observing $\tilde{X}_i$ under data matrix $X_i$. The $\epsilon_i$ parameter may indicate a metric of privacy loss based on the perturbation of the data matrix. In certain instances, CFL embodiments may be designed with a coding mechanism that guarantees that the above equation is true, based on a certain selected value for $\delta_i$. In particular, some embodiments may utilize one of the following example methods to ensure that the coding mechanism used for CFL is $(\epsilon_i, \delta_i)$-differentially private. It will be noted that the $i$-th device has $t_i^{\text{initial}}$ number of raw data points. In order to maintain $(\epsilon_i, \delta_i)$-differential privacy, the $i$-th device can generate only up to $c_i$ number of coded data points. With this in mind, the following example processes may be implemented to ensure $(\epsilon_i, \delta_i)$-differential privacy. The example processes below may be implemented in software, firmware, hardware, or a combination thereof. For example, in some embodiments, operations in the example process shown may be performed by one or more components of edge computing nodes, such as processors of client computing nodes similar to client computing nodes 1202 of Fig. 12 and central servers similar to central server 1208 of Fig. 12. In some embodiments, one or more computer-readable media may be encoded with instructions that implement one or more of the operations in the example process below when executed by a machine (e.g., a processor of a computing node). The example process may include additional or different operations, and the operations may be performed in the order shown or in another order. In some cases, one or more of the operations shown in the corresponding Figs are implemented as processes that include multiple operations, sub-processes, or other types of routines. In some cases, operations can be combined, performed in another order, performed in parallel, iterated, or otherwise repeated or performed another manner.

Fig. 20 is a flow diagram showing an example process 2000 of ensuring differential
privacy in accordance with certain embodiments. At 2002, each \( i \)-th client computing node 2050 computes a maximum coding redundancy value \( c_i \), which represents the maximum number of coded data points the client computing node can generate, and sends the value \( c_i \) to the central server 2060. At 2004, the central server 2060 determines a coding redundancy value to be used in each epoch based on the \( c_i \) values received from the client computing nodes. In some cases, this may be the minimum or maximum of the \( c_i \) values received, according to (respectively):

\[
c_{up}^* = \min_i c_i \quad \text{(CQ2)}
\]

\[
c_{up}^* = \max_i c_i \quad \text{(CQ3)}
\]

[0371] At 2006, the central server 2060 determines, using the new constraint given by \( c_{up}^* \), an optimal coding redundancy \( c \), an optimal epoch time \( t^* \), and an optimal number of data points to be processed locally at each device \( l_i^*(t^*) \). In some embodiments, these values may be calculated using a load balancing algorithm, such as the one described in U.S. Patent Application Publication No. US 2019/0138934, which is hereby incorporated by reference in its entirety. The central server 2060 sends the values to each client computing node, and at 2008, the client computing nodes generate coded data sets based on the values (e.g., based on the coding redundancy \( c \)). The coded data sets may be sent thereafter to the central server 2060.

[0372] At 2008, the client computing nodes 2050 compute model updates based on their raw data sets (e.g., based on the epoch time \( t^* \), and the number of data points to be processed \( l_i^*(t^*) \)), and transmit the model updates to the central server 2060. The central server 2060, at 2010, computes model updates based on the coded data sets sent by the client computing nodes 2050, and at 2010, the central server 2060 aggregates the model updates.

[0373] Fig. 21 is a flow diagram showing an example process 2100 of ensuring differential privacy at a client computing node in accordance with certain embodiments. Aspects of the process 2100 may be combined with the process 2000 above. At 2102, the client computing node receives the values \( c_{up}^* \), \( l_i^*(t^*) \), and \( l_i^{initial} \) from a central server, and at 2104, determines whether the value \( c_{up}^* \) is greater than its maximum coding redundancy value \( c_i \). If not, then the client computing node generates the coded data set based on the value \( c_{up}^* \) at 2105.

[0374] However, if the value \( c_{up}^* \) is greater than its maximum coding redundancy value \( c_i \),
then the client computing node computes, at 2106, a differential privacy metric $\epsilon_i^{(0)}$ that would be achieved freely through coding based on the coding redundancy value $c_{\text{up}}$ selected by the central server. At 2108 computes its residual differential privacy requirement $\epsilon_i^{(\text{res})}$ as:

$$\epsilon_i^{(\text{res})} = \epsilon_i^{(0)} - \epsilon_i \#(CQ4)$$

**[0375]** The residual privacy may refer to an amount of privacy that is “leaked” over the overall requirement $\epsilon_i$ due to the selection of $c_{\text{up}}$ as the maximum value of all the $c_i$ values. This residual privacy may then be mitigated during the generation of coded data at 2110 by performing one or more of the following: (1) Distorting the raw data before encoding, e.g., by deleting one or more principal components of the raw data; (2) Distorting the coded data before sharing to the central server, e.g., by deleting one or more principal components of the coded data; (3) Injecting additive noise into the raw data before encoding; and (4) Injecting additive noise into the coded data before sharing to the central server.

**[0376]** Fig. 22 is a flow diagram showing an example process 2200 of ensuring differential privacy using a trusted server in accordance with certain embodiments. Aspects of the process 2200 may be combined with the process 2000 above. Although described below with respect to a trusted server 2255, aspects of the process 2200 may be used with a trusted execution environment in other embodiments. At 2202, after a secure channel is established between the client computing node 2250 and the trusted server 2255, the client computing node 2250 encrypts coded data it has generated (e.g., as described above) and sends the encrypted coded data to the trusted server 2255. At 2204, the trusted server 2255 decrypts the coded data and, at 2206, aggregates the decrypted coded data sets from each of the client computing nodes 2250. The trusted server 2255 then distorts the aggregated coded data at 2208. The distortion may be performed in one or more of the ways described above with respect to 2110 of Fig. 21. It should be noted that, to meet the same level of privacy, the amount of distortion performed on the aggregated coded data in the embodiment shown may be smaller than embodiments where the data is distorted at each client computing node. The trusted server 2255 then sends the distorted aggregated data to the central server 2260, which then computes model updates based on the distorted aggregated data (e.g., in the same manner as 2010 of Fig. 20) at 2210. The central server may then perform other steps in the CFL technique, e.g., other aspects of the process 2000 of Fig. 20.

**[0377]** Fig. 23 is a flow diagram showing another example process 2300 of ensuring
differential privacy using a trusted server or execution environment in accordance with certain embodiments. Aspects of the process 2300 may be combined with the process 2000 above. At 2302, after a secure channel is established between the client computing node 2350 and the trusted server 2355, the trusted server 2355 generates a generates pairwise-complimentary (i.e., opposite or cancelling) high power noise matrices \(N^{(p)}, \neg N^{(p)}\), where the dimension of \(N^{(p)}\) is \(c \times d\), for \(p = 0, 1, \ldots, \frac{n}{2}\), and sends the pairwise matrices to a pair of randomly selected client computing nodes 2350 (i.e., with \(N^{(p)}\) going to a first client computing node and \(\neg N^{(p)}\) going to a second client computing node). At 2304, each client computing node 2350 injects (e.g., adds) the noise matrix to its coded data set \(\tilde{X}_i = X_i + N_i\), where \(N_i\) is the noise matrix received by the i-th device) or to its raw data before generation of the coded data. At 2306, each client computing node further distorts the coded data \(\tilde{X}_i\), e.g., as described above with respect to 2110 of Fig. 21. The client computing nodes then send their coded data to the central server 2360, which then computes model updates based on the distorted aggregated data (e.g., in the same manner as 2010 of Fig. 20) at 2308. The central server may then perform other steps in the CFL technique, e.g., other aspects of the process 2000 of Fig. 20.

Q. CODED AND UNCODED PRIVACY BUDGETS TO GUARANTEE DIFFERENTIAL PRIVACY IN CODED FEDERATED LEARNING

[0378] In certain embodiments, privacy budgets may be partitioned between generating coded data and the uncoded gradient updates federated learning. In particular, client compute devices may inject noise into one or both of the coded data that is sent to the central server or into the model updates that are sent to the central server to ensure differential privacy. The client compute may adjust the amount of noise injected into either instance based on an overall privacy guarantee by the central server. Because the central server performs weighted aggregation of the model updates performed by the client computing node using raw data and the model updates performed by the central server using the coded data, the amount of noise (and thus, privacy) injected into either process can be adjusted so that data is considered/aggregated appropriately. For example, a client computing node with a poor connection to the central server may choose to place more of its privacy budget into the coded side versus the uncoded side (i.e., will inject more noise into the coded data than into the model updates), as the central server may weight the than the server’s updates performed using the coded data higher than the client’s model updates performed using raw data due to the poor
connection. The opposite may be true for a client with a good connection, i.e., the client may place more of its privacy budget into the uncoded side versus the coded side.

[0379] Fig. 24 is a flow diagram showing an example process 2400 of partitioning privacy budgets in accordance with certain embodiments. The example process may be implemented in software, firmware, hardware, or a combination thereof. For example, in some embodiments, operations in the example process shown may be performed by one or more components of an edge computing node, such as processor(s) of a client device similar to client computing nodes 1202 of Fig. 12. In some embodiments, one or more computer-readable media may be encoded with instructions that implement one or more of the operations in the example process below when executed by a machine (e.g., a processor of a computing node). The example process may include additional or different operations, and the operations may be performed in the order shown or in another order. In some cases, one or more of the operations shown in Fig. 24 are implemented as processes that include multiple operations, sub-processes, or other types of routines. In some cases, operations can be combined, performed in another order, performed in parallel, iterated, or otherwise repeated or performed another manner.

[0380] After the central server 2460 has sent a differential privacy guarantee \((\epsilon_{\text{total}}, \delta_{\text{total}})\) to the client computing node 2450 (e.g., by broadcasting the guarantee to the nodes) and a request for the client computing nodes 2450 to compute \(c\) coded data points, at 2402, the client computing nodes 2450 split their privacy budgets into coded \((\epsilon_{\text{coded}}, \delta_{\text{coded}})\) and uncoded \((\epsilon_{\text{uncoded}}, \delta_{\text{uncoded}})\) portions based on its communication and compute capabilities, ensuring that \((\epsilon_{\text{coded}}, \delta_{\text{coded}}) + (\epsilon_{\text{uncoded}}, \delta_{\text{uncoded}}) = (\epsilon_{\text{total}}, \delta_{\text{total}})\). The privacy splits determined/made by the client computing nodes 2450 are not shared with the central server 2460.

[0381] At 2404, the client computing nodes 2450 generate coded data based on the coded privacy budget determined at 2402. In particular, each client computing node 2450 generates and transmits coded data \(\tilde{X}_i = G_iX_i + N_i\) and \(\tilde{Y}_i = G_iY_i + N'_i\) where each entry of \(G_i\) is sampled from standard normal distribution \(N(0,1)\) and \(N_i\) and \(N'_i\) are sampled independently from a zero mean Gaussian distribution with \(\sigma_i^2\). The matrices \(G_i, N_i\), and \(N'_i\) are private and not shared with the central server 2460. The noise power \(\sigma_i^2\) that is added is also private and not shared with the central server. The noise matrices \(N_i\) and \(N'_i\) may be carefully calibrated such that the privacy leakage in generating the coded data is \((\epsilon_{\text{coded}}, \delta_{\text{coded}})\). The coded data is then sent to the central server 2460.

[0382] Thereafter, the central server 2460 sends a current model or current model parameter
\( \mathbf{\beta}(t) \) to the client computing nodes 2450. At 2406, the client computing nodes 2450 compute model updates using their raw, uncoded data. This may be done as described above. Then, at 2406 the client computing nodes 2450 perturb the model updates with noise based on their uncoded privacy budget. This may be done as follows:

\[
g_{i(t)} = X_i^T (X_i \mathbf{\beta}(t) - Y_i) + M_i(t)  \#(CR1)
\]

where \( M_i(t) \) in epoch is also zero mean Gaussian noise carefully calibrated by the standard Gaussian method for DP to ensure privacy leakage in \( T \) epochs is bounded by \((\epsilon_{\text{uncoded}}, \delta_{\text{uncoded}})\). The client computing nodes 2450 may then send their model updates to the central server 2460, which, at 2408, aggregates the model updates. In some instances, the central server 2460 may waits for a fixed duration \( T_{\text{epoch}} \) to collects all the model updates which it has received by that time. It assumes that all other model updates from the client computing nodes are lost. The central server may aggregate or combine the model updates as follows:

\[
g(t) = \left( \sum_i w_i \bar{X}_i \right)^T \left( \left( \sum_i w_i \bar{X}_i \right) \mathbf{\beta}(t) - \left( \sum_i w_i \bar{Y}_i \right) \right) + \sum_i l_i(t) g_{i(t)}  \#(CR2)
\]

where the first term is gradient generated from the coded data, and the second term is the gradient updates from uncoded data (where \( l_i(t) \) is one if client \( i \) successfully transmits the gradient in round \( t \) to the MEC server, and 0 otherwise). The \( w_i \) values may be chosen in such a manner that \( g(t) \) is an unbiased estimator or to minimize the variance of the gradient.

**R. SCALABLE METHODS FOR PERFORMING IMPORTANCE SAMPLING AND CODED FEDERATED LEARNING:**

[0383] In federated learning, a goal is to learn a global model using data, as well as computation power, from other client computing nodes (or clients), while the data of the clients *is* not shared. See for example H. B. McMahan, E. Moore, D. Ramage, S. Hampson, and B. A. y Arcas. "Communication-efficient learning of deep networks from decentralized data", In Conference on Artificial Intelligence and Statistics, 2017 (hereinafter “Communication-Efficient Learning”).

[0384] In federated learning, we might have a large number of clients, yet some may have more important data than others. Hence, some embodiments involve performing Importance Sampling (see for example Balakrishnan, R., Akdeniz, M., Dhakal, S., & Himayat, N. (2020,

[0385] In this Section, some embodiments provide new techniques, based on Importance Sampling and Coded Federated Learning. Some embodiments benefit from both solutions, while adding a few extra advantages: such as at least one of client scalability, reduction of computation complexity, or a smoother learning process.

[0386] “Resource Management in FL” showed how to perform Importance Sampling, while Coded Computing for FL” dealt with the coding part, which mitigates the effects of stragglers clients. However, neither the solution in “Resource Management in FL” nor the one in “Coded Computing for FL” deals with issues presented in the concurrent implementation of Importance Sample and the mitigation of stragglers through Coded Federated Learning.

[0387] Some embodiments provide a novel two-step sampling approach that allows for feasible sampling out of a large number of clients. Some embodiments provide Bernoulli encoding of data, which reduces the computation associated with encoding the clients’ data. Some further embodiments provide for per-client coding, which uses client-specific coded data, instead of a sum of coded data.

[0388] Advantageously, combining Importance Sampling with Coded Federated Learning allows for faster learning convergence, while reducing the learning time as well as wall clock time associated with the learning process. In addition, a novel sampling process according to some embodiments advantageously allows a feasible scaling of the number of clients involved in updating the global model. Some embodiments further advantageously reduce the complexity of encoding by reducing the number of floating-point multiplications to update a model. In addition, advantageously, embodiments involve the use of client-specific coded data reduce the learning gradient’s variance.
Some embodiments involve the use of key message exchanges between clients and a
MEC server, which can be intercepted using tools such as WireShark, etc. Some message
exchanges according to embodiments may include:
1. clients $i$ reporting the number of their data points $l_i$ to the MEC server;
2. clients $i$ periodically sharing the evaluated loss of their current model $q_i$;
3. the MEC server selecting both a subsampled set of $M$ clients, as well as $K$
clients (out of $M$) for each training epoch; this subsampling is different from
typical random sampling, and may, according to some embodiments, be
observed from analyzing message exchanges between the MEC server and
certain clients; and/or
4. some clients share their coded data with the MEC server periodically, where
current approaches either do no share any coded data or share from the entire set
of clients at the beginning of training.

Existing approaches utilize a fixed global epoch duration, and simply drop the client
updates that are received after the fixed global epoch duration has elapsed. However, some
embodiments implement a variable global epoch duration which may remain fixed for $E'$
epochs and then may be recomputed. The same may hold for the number of training data points
which may also change every $E'$ epochs. Such a periodic variation of epoch duration can be
tracked and attributed to the load balancing algorithm such as the one utilized according to
some embodiments. Load balancing refers to deciding how many data samples (training
examples) each client in the selected set is going to process (and for how long) at every epoch $t$
at every $E'$ epoch interval.

Embodiments advantageously eliminate the need for storing the coded data from all
N clients that may participate in learning with the MEC server. Hence, a smaller amount of
coded data (from M clients with $M < N$) may be stored at any time.

Some embodiments combine Importance Sampling and Coded Federated Learning.
Embodiments encompass the two approaches to learn a linear regression model. That is,
embodiments combine Importance Sampling (IS) and Coded Federated Learning (CFL) by
having as one goal to arrive at a model $\beta$ that minimizes loss expressed as $\|X\beta - Y\|_F^2$
corresponding to the Mean Squared Error (MSE), where $X, Y$ are the data points and their
labels, respectively, and where $\| \cdot \|_F$ denotes the Frobenius norm. Some embodiments focus
on learning the model using a Gradient Descent Algorithm (GDA) (see Ruder, S. (2016), An
(hereinafter “An Overview of GDOA”), a commonly used algorithm for optimization problems, and learning linear regression models in particular. In GDA, a model is learned by taking small steps in a direction opposite of the gradient, a method which leads to convergence to a local minimum. In other words, in a GDA, the update to the model is given by Equation (DQ1) below:

\[ \beta^{(t+1)} = \beta^{(t)} - \mu^{(t+1)} g^{(t+1)} \quad \text{Eq. (DQ1)} \]

where \( \mu^{(t+1)}, g^{(t+1)} \) are the gradient step, and the gradient at time \( t + 1 \), respectively. This algorithm is especially suitable for federated learning, as different clients can compute their local gradients, and the MEC server may then aggregate all local gradients to produce the global updated model, since the gradient for the loss function for all clients through their datasets may be given by Equation (DQ2) below:

\[ g = \frac{1}{m} \sum_i X_i^T (X_i^T \beta - Y_i) \quad \text{Eq. (DQ2)} \]

where \( X_i, Y_i \) are the data points and the labels available at client \( i \) respectively, and \( m \) is the total number of data points (across all clients).

[0393] In Importance Sampling, the clients evaluate the loss of the currently learned model based on the data they have, namely using Equation (DQ3) below:

\[ F_i(\beta) = \frac{1}{l_i} F(X(i), Y(i); \beta) \quad \text{Eq. (DQ3)} \]

where \( X(i), Y(i) \) are the data points and labels at the \( i \)-th client, \( l_i \) is the number of data points client \( i \) has, and \( \beta \) is the model or the global weight.

[0394] In linear regression, the loss function is the Mean Square Error (MSE) between the input and the predicted output. It was shown in “Resource Management and Fairness for FL” that clients should be sampled according to distribution given by Equation (DQ4):

\[ q_i = \frac{l_i F_i(\beta)}{\sum_j l_j F_j(\beta)} \quad \text{Eq. (DQ4)} \]

and later correct bias in the gradient update by multiplying the gradient update by \( \frac{p_i}{q_i} \), where \( p_i \) is given by Equation (DQ5):

\[ p_i = \frac{l_i}{\sum_j l_j} \quad \text{Eq. (DQ5)} \]

See for example Goodfellow, I., Bengio, Y., Courville, A., & Bengio, Y. (2016). Deep learning (Vol. 1). Cambridge: MIT press (hereinafter “Deep Learning”). In Equations (DQ4) and (DQ5) above, both \( j \) and \( i \) denote a client, with the difference being that \( j \) disappears due to the noted summations. Thus, \( q_i \) is a normalized value of \( l_i F_i \) across clients.
“Coded Computing for FL” showed how to learn a linear regression model, where all clients participate. According to some embodiments, instead of waiting for all clients, the MEC server may determine and implement a load-balancing policy, for example by deciding how much time is given for all clients to perform a GDA step (this time being referred to as $t^*$), and how many data points $l_i^*$ will be used by each client $i$. See “Coded Computing for FL.” The rationale behind the above approach is that, since some clients have better connectivity and computation power than others, a mechanism ought to be used to avoid waiting until the slowest client (“straggler”) of all clients $N$ finishes its calculation, delaying the learning process. By sending coded data, i.e. when each client $i$ sends to the MEC server coded data $(G_i, W_i, X_i, G_i, W_i, Y_i)$, noting that $G_i$ is the encoding matrix and $W_i$ the scaling matrix, prior to the learning process, the MEC server can compensate for straggling clients and missing data points, and arrive at an unbiased estimate of the true gradient at each step. The above mechanism can result in faster and more reliable learning. Note that $G_i$, the encoding matrix, and $W_i$, the scaling matrix, are, according to some embodiments, not to be shared with the MEC server. Furthermore, the above coding mechanism may also work for arriving at a kernel transformation, to allow learning linear models to data, which data is not linearly separable.

Some embodiments aim to benefit from Importance Sampling, as well as from Coded Federated Learning.

According to some embodiments, a baseline approach may involve having all $N$ clients send their coded data beforehand, and at each learning epoch, the MEC server would sample $K$ clients based on Importance Sampling. The learning epoch would then execute as a Coded Federated Learning epoch on those $K$ clients. That is, the MEC server would perform load-balancing, gather gradients from non-straggling clients, and compensate for the stragglers using the coded data. This baseline approach is illustrated in the Fig. 25.

Fig. 35 shows an edge learning environment 3500 including clients 3502 and a MEC server 3504. In Fig 35, the MEC server 3504 may sample $K$ clients 3502 based on Importance Sampling, and the learning epoch would then executed as a Coded Federated Learning epoch on the $K$ clients.

The baseline approach, an example of which is shown in Fig. 35, may present scalability problems. When the number of clients $N \gg K$, that is, when there are a large number of clients $N$ as compared with the sampled clients $K$, which is a common assumption
in learning environments, the baseline approach as outlined above may suffers from significant overheads, such as in computation, communication and storage.

[0400] To overcome the above issues with overhead, some embodiments propose a novel approach, based on subsampling, as depicted in Fig. 36.

[0401] Fig. 36 shows an edge learning environment X1800 similar to that of Fig. 35, with N clients 3602 and a MEC server 3604, where Importance Sampling and Coded Federated Learning are performed together with subsampling. In particular, some embodiments include sampling $M$ clients, where $K < M \ll N$ periodically (every $E'$ epochs), according to the Importance Sampling distribution. Then, at each learning epoch, the MEC server may samples $K$ clients (out of the $M$ subsampled clients) uniformly. It has been shown, both analytically and empirically, that the sampling strategy described in the context of Fig. 36 achieves similar results as the baseline, while significantly reducing the overheads associated with Coded Federated Learning.

[0402] According to some further embodiments, a reduction in computation complexity may be achieved by encoding the data at the clients using a Bernoulli encoding matrix, rather than a Gaussian one.

[0403] It was shown in “Coded Computing for FL” that clients should encode their data using an encoding matrix, whose elements are drawn in an independent and identically distributed manner (i.i.d.) from a distribution with a zero mean and a variance of $1/c$, with $c$ representing the number of coded data points. When the encoding matrix elements are drawn from a Gaussian distribution, a large amount of floating-point multiplications are necessary, which are known to be costly. Instead, embodiments suggest drawing the elements of the matrix from a distribution that picks $\{-1, 1\}$ with probability half, and scaling the elements by multiplying the matrices by $\sqrt{1/c}$ later, at the server side.

[0404] Some further embodiments include using per-client coded data. In current mechanisms for Coded Federated Learning, the server sums the coded data from all clients, and uses the sum to compensate for missing data. It has been shown in “Coded Computing for FL” that the above mechanism results in an unbiased estimate of the gradient. However, the variance of the estimated gradient can pose problems, such as with respect to the learning rate. Some embodiments propose using coded data only from missing data points to decrease such variance, advantageously resulting in faster learning process.

**Per Client Coded Data:**

[0405] The proposed algorithm of achieving per client coded data is summarized below in
the context of Algorithm 1 and Figs. 27-25.

[0406] Referring to Figs. 27-32, these figures are similar to Figs. 25 and 26 in that they show an edge learning environment 2700, with N clients 2702 and a MEC server 2704.

[0407] A process according to Algorithm 1 may include the following operations:

1. the server initializes $K, N, M, \mu^{(0)}, \beta^{(0)}, E, E'$ (see Fig. 27) where:
   a. $K$ is the subsampling number representing the number of clients to undergo training during each epoch;
   b. $N$ is the total number of clients;
   c. $M$ is the sampling number representing the number of clients to be sampled from which $K$ clients are to be subsequently subsampled;
   d. $\mu^{(0)}$ is the gradient step at time 0;
   e. $\beta^{(0)}$ is the gradient at time 0;
   f. $E$ is the maximum number of epochs the algorithm is running;
   g. $E'$ is the periodicity at which the operations 4.a.i to 4.a.v immediately below are performed, and thus operations 4.a.i to 4.a.v are not done at every epoch but once in $E'$ epochs;

2. The clients share $l_1, ..., l_N$ with the server (see Fig. 27), where $l_i$ corresponds to the number of data points at client $i$;

3. The server calculates $p_i = \frac{l_i}{\sum_j l_j}, \forall i = 1, ..., N$ where:
   a. $l_i$ is the number of data points at client $i$;
   b. $l_j$ is the number of data points at client $i$ with the understanding that it will disappear by virtue of the summation in the calculation of $p_i$; and
   c. $p_i$ is the ratio of the number of data points at client $i$ over the number of data points at all clients.

4. For all epochs (i.e. number of a specific epoch) $t = 0, ..., E - 1$ do:
   a. If $\text{mod}(t, E') == 0$ do:
      i. the server broadcasts global weight $\beta^{(t)}$ where $\beta^{(t)}$ is the global weight at epoch number $t$;
      ii. the clients share $q_1, ..., q_N$ with the server for example using Equation (DQ4) (see Fig. 28);
      iii. the server selects $M$ clients out of all $N$ clients using the $\tilde{q}$ distribution (see Fig. 29) – $\tilde{q}$ is similar to a look up and contains the
probability for each client to be included in the selection of subset that is to be polled in the next E’ epochs; it is also updated every E’ epochs at ii. above; clients calculate $l_i F_i$ and they send it to the server. The server normalizes these values with the summation of $l_i F_i$ for all clients and divides it per Equation (DQ4) over i to obtain $\bar{q}$ for each client;

iv. the server performs load-balancing by determining $t^*, l_i^* \forall i$, where $t^*$ denotes the time for all clients to perform a gradient descent algorithm step and $l_i^*$ is the number of data points to be used by client i (see Fig. 28) - $t^*$ is the duration of an epoch (versus t with denotes an epoch number), and refers to duration of time that the server is going to wait for clients to return their local gradients, in terms of seconds, corresponding to a time duration to be used by clients i to perform a gradient update operation as expected by the server. It is optimized once every E’ epochs and used for the next E’ epochs; it may pertain to all clients N or a sampling or subsampling of N;

v. the M clients share coded data $\tilde{X}_i = G_i W_i X_i, \tilde{Y}_i = G_i W_i Y_i$ with the server, where $G_i$ is the encoding matrix, $W_i$ the scaling matrix, $X_i$ the datapoints at client i, and $Y_i$ the labels at client i (see Fig. 30);

b. End if

5. the server selects K clients out of M uniformly (such as without consideration of importance sampling or other sampling criteria) (See Fig. 31);

6. the server sends the K clients $\beta^{(t)}$ (see Fig. 32);

7. the K clients send $g_i^{(t)} = (X_i)^T (X_i^* \beta^{(t)} - Y_i^*)$ to the server where $g_i^{(t)}$ is the gradient at client i at epoch number t (see Fig. 32); since $t^*$ is the time in seconds that the server is going to wait for this gradient update (a time duration to be used by clients i to perform a gradient update operation as expected by the server) and $l_i^*$ is the total number of datapoints client i is going to use to calculate this update. Therefore, $(X_i^*, Y_i^*)$ is a subset of data set with dimension $l_i^*$, sampled from the larger dataset $(X_i, Y_i)$.

8. the server calculates $g^{(t+1)} = \frac{1}{m} \sum_i \left( g_i^{(t)} + X_i^T (X_i \beta^{(t)} + \tilde{Y}_i) \right) \cdot p_i / q_i$ where $g^{(t+1)}$
is the global gradient at epoch number \( t+1 \) (see Fig. 32);

9. The server updates the global weight at epoch number \( t+1 \):
   \[
   \beta^{(t+1)} = \beta^{(t)} - \mu^{(t+1)} g^{(t+1)}
   \]
   (see Fig. 32); and

10. End for.

\[0408\]

One challenge in the above algorithm is the sub-optimality of the calculation of optimal epoch duration \( t^* \) and optimal number of datapoints \( l_i^* \) used by each client to calculate the local gradients, if \( K < M \). This is because \( t^*, l_i^* \) are calculated assuming all \( M \) clients will participate in federated learning in step 7 and that the expected return is maximized. When \( K < M \), the optimal \( t^*, l_i^* \) do not hold anymore. In such a case, we argue that if \( M \) is partitioned into subsets of size \( K \) such that each subset is statistically identical to the set \( M \), then the previously chosen \( t^*, l_i^* \) for the \( E \)’ epochs could still perform well.

\[0409\]

To this end, we propose to utilize a partitioning algorithm that can group the clients into clusters where each cluster contains “similar” clients, and where the similarity is determined by the clients’ data distribution, average compute time and communication times. For example, according to this embodiment, each client may be indicated by a point in an \( M \)-dimensional space where \( M \) represents the feature space for the clustering algorithm. The features may include the data dimension, number of data points at client, compute time and communication time. Then, a clustering algorithm can be utilized to partition the space into \( K \) clusters by grouping nearby clients into a cluster. The complexity of such an algorithm is typically dependent on the number of clients \( M \) (e.g., \( O(M^2) \)). However, since \( M \ll N \), this is not a major concern.

\[0410\]

According to this embodiment, in each training round, within \( E \), the MEC server may sample a client randomly from each of the \( K \) clusters to participate in federated learning with the pre-determined epoch duration \( t^* \) and number of training data points \( l_i^* \).

**Experiments and Performance Evaluation:**

\[0411\]

We simulated the performance of our Importance Sampling and Coded Federated Learning approach on a MNIST dataset. See LeCun, Y., Bottou, L., Bengio, Y., & Haffner, P. (1998). Gradient-based learning applied to document recognition. Proceedings of the IEEE, 86(11), 2278-2324 (hereinafter “Gradient-Based Learning”). MNIST dataset contains hand-written digits, and is commonly used for benchmarking in the area of machine learning. We learned a regression model with \( N = 100 \) clients, where every \( E \) epochs, \( M = 20 \) are selected according to Importance Sampling, and every epoch, \( K = 10 \) are selected uniformly out of the group of \( M \) subsampled clients. The learning rate is \( \mu^{(t+1)} = 0.999\mu^{(t)} \), with
\( \mu^{(0)} = 1 \) or \( \mu^{(0)} = 0.1 \). The encoding matrix is either Gaussian or Bernoulli. In order to simulate a non-i.i.d. case, each client contains different digits of (mostly) a single digit, e.g. some clients have (almost) only images of the digit 0, some of the digit 1, and so forth.

[0412] We compared the subsampling approach with the baseline approach, as well as to Coded Federated Learning without Importance Sampling. The results are shown in Figs. 33 and 34.

[0413] As shown in Fig. 33, graph 3300 plots number of epochs E against Mean Square Error (MSE). The graph 3300 shows among other things that while Importance Sampling has a measurable effect on reducing MSE for the same number of training epochs, combining Importance Sampling with Coded Federated Learning and using subsampling for example as noted in Algorithm 1 above has an even greater effect in reducing MSE for the same number of epochs, while, for the same sample size M, reducing the number of cycles E ‘of epoch duration change does not have a significant effect in reducing MSE.

[0414] As shown in Fig. 34, graph 3400 plots number of epochs E against percent accuracy. The graph 3400 shows among other things that Importance Sampling and subsampling according for example to Algorithm 1 are roughly on par with one another in terms of accuracy, and that they provide a significant improvement of the case of uniform sampling. In addition, reducing the number of cycles E’ of epoch duration appears to provide enhanced accuracy.

Generalized Algorithm:

[0415] In previous sections we have proposed and investigated an algorithm and a framework for a federated learning system that performs Importance Sampling in order to reduce communication and compute overhead and power for clients, along with coding in order to mitigate stragglers. The performance of the algorithm depends on selection of hyper parameter \( E' \), which correlates with the periodicity (integer number of epochs) of updating the subsampled clients. A smaller \( E' \) therefore means more frequent updating of the epochs, yielding better performance at the cost of more communication overhead for coded data exchange. However, we may tackle this issue by keeping the number of clients we are replacing at each \( E' \) epoch small. In other words, instead of deciding on a fresh set of \( M \) clients at each \( E' \) epoch, we can discard \( L \) out of \( M \) clients from that set and add new set of \( L \) clients out of remaining set of \( M - N \), resulting in \( N - M + L \) clients to form a new set of \( M \) clients that we perform coded learning. Discarding and resampling of these \( L \) clients may depend on the importance distribution \( \tilde{q} \). Note that this algorithm is the same as Algorithm 1 when \( L = \)
Even though we did not investigate the performance of this generalized algorithm, Algorithm 2 below, we do provide the framework as follows.

A process according to Algorithm 2 may include the following operations:

1. the server initializes $K, N, M, \mu^{(0)}, \beta^{(0)}, E, E'$ (see Fig. 27) where:
   a. $K$ is the subsampling number representing the number of clients to undergo training during each epoch;
   b. $N$ is the total number of clients;
   c. $M$ is the sampling number representing the number of clients to be sampled from which $K$ clients are to be subsequently subsampled;
   d. $\mu^{(0)}$ is the gradient step at time 0;
   e. $\beta^{(0)}$ is the gradient at time 0;
   f. $E$ is the maximum number of epochs the algorithm is running;
   g. $E'$ is the periodicity at which the operations 4.a.i to 4.a.v immediately below are performed, and thus operations 4.a.i to 4.a.v are not done at every epoch but once in $E'$ epochs;

2. The clients share $l_1, \ldots, l_N$ with the server (see Fig. 27), where $l_i$ corresponds to the number of data points at client $i$;

3. The server calculates $p_i = \frac{l_i}{\sum_i l_i}, \forall i = 1, \ldots, N$ where:
   a. $l_i$ is the number of data points at client $i$;
   b. $l_j$ is the number of data points at client $i$ with the understanding that it will disappear by virtue of the summation in the calculation of $p_i$; and
   c. $p_i$ is the ratio of the number of data points at client $i$ over the number of data points at all clients.

4. For all epochs (i.e. number of a specific epoch) $t = 0, \ldots, E - 1$, do:
   a. If $\text{mod}(t, E') == 0$, coded data shared with server from a subsampling of the $N$ clients:
      i. the server broadcasts global weight $\beta^{(t)}$ where $\beta^{(t)}$ is the global weight at epoch number $t$;
      ii. the clients share $q_1, \ldots, q_N$ with the server for example using Equation (DQ4) (see Fig. 28);
      iii. the server selects $L$ clients out of participating $M$ clients out of all $N$
clients using a function of the \( \tilde{q} \) distribution or using a uniform distribution, and discards them from the set of M clients;

iv. the server selects L clients out of the remaining N-M or out of the remaining N-M+L (the L that was discarded) clients using a function of the \( \tilde{q} \) distribution and adds them to the M-L (the L that was discarded) clients;

v. the server performs load-balancing for the newly determined L clients by determining \( t^*, l^*_i \) \( \forall i \) where \( t^* \) denotes the time for all clients in L to perform a gradient descent algorithm step and \( l^*_i \) is the number of data points to be used by client \( i \);

vi. the L clients share coded data \( \tilde{X}_i = G_i W_i X_i, \tilde{Y}_i = G_i W_i Y_i \) with the server, where \( G_i \) is the encoding matrix, \( W_i \) the scaling matrix, \( X_i \) the datapoints at client \( i \), and \( Y_i \) the labels at client \( i \);

b. End if

5. the server selects K clients uniformly out of M clients at epoch \( t = E-1 \) remaining from operation 4 above.

6. the server sends the K clients \( \beta^{(t)} \) where \( \beta^{(t)} \) is the global weight at epoch number \( t \);

7. the K clients send \( g_i^{(t)} = (X_i^* X_i^* \beta^{(t)} - Y_i^*) \) to the server where \( g_i^{(t)} \) is the gradient at client \( i \) at epoch number \( t \);

8. the server calculates \( g^{(t+1)} = \frac{1}{m} \sum_i \left( g_i^{(t)} + \tilde{X}_i^* (\tilde{X}_i \beta^{(t)} + \tilde{Y}_i) \right) \cdot p_i/q_i \) where \( g^{(t+1)} \) is the global gradient at epoch number \( t+1 \);

9. The server updates the global weight at epoch number \( t+1 \) \( \beta^{(t+1)} = \beta^{(t)} - \mu^{(t+1)} g^{(t+1)} \), and

10. End for.

S. SYSTEM AND METHODS FOR CODED FEDERATED LEARNING WITH DIFFERENT CODING REDUNDANCIES FOR CLIENTS

[0418] As noted previously, federated learning environments involve clients collaboratively learning an underlying model by periodically exchanging model parameters with a central server, such as a MEC server. The convergence behavior of federated learning algorithms
suffers from heterogeneities in computing power, communication links and data distribution across client devices. To mitigate the impact of these heterogeneities, some embodiments propose a coded computing method that enables each client to generate an optimal number of encoded data at a per-client redundancy level, and share the optimal number of encoded data with the MEC server.

[0419] In one previous coded computing solution a MEC server collects communication and compute parameters from clients and performs a global load balancing action that instructs all clients to share the equal number of encoded data to the server. See U.S. Patent Publication US-2019-0138934. In the latter solution, the server combines the received encoded data to form a composite encoded data. During training, the server computes a gradient from the composite encoded data in each epoch to probabilistically compensate for gradients sent by the clients that fail to arrive within an optimized epoch time, achieving model convergence up to four times faster than classical FL, while maintaining a certain level of privacy for clients by not exposing the raw data.

[0420] Some prior solutions however require all clients to generate an equal number of encoded data, and hence the global coding redundancy is dominated by the straggler clients. Therefore, it unfairly requires reliable clients to also generate and transmit large number of encoded data. This is an inefficient use of bandwidth and computation resources.

[0421] Some embodiments propose a coded federated learning framework, where the MEC performs load balancing to calculate: 1. optimal partitioning of each client’s data into raw data (for client-side processing) and encoded data (for server-side processing), and 2. the optimal epoch time global to all clients. Under this framework, some embodiments propose two coded computing schemes for encoded data generation at a per client redundancy, and gradient computation.

[0422] Embodiments in this section advantageously enable per-client coding redundancy based on network and compute parameters of each client. The above enables each client to have a trade-off for their own privacy and performance. Embodiments outperforms uncoded federated learning in heterogeneity regions, and do not require decoding overhead for gradient computation.

[0423] Some embodiments in this section involve an exchange of encoded data between clients and the server in a systematic way, which may likely be standardized for Mobile Edge Computing. In such a case, standard compliance can be invoked to detect infringement. Controlled experiments in a laboratory can also be performed to create different levels of
compute, communication and data heterogeneities to accurately predict the behavior of proposed algorithms herein.

**Background on Federated Learning for Linear Regression Workloads:**

[0424] Raw data is located at edge devices. More specifically, the data matrix $X^{(i)}$ and the associated label vector $y^{(i)}$ located at the i-th device (i.e. client) may be given by

$$X^{(i)} = \begin{bmatrix} X_1^{(i)} \\ \vdots \\ X_{l_i}^{(i)} \end{bmatrix}, \text{ and } \quad \quad \quad \quad \quad \quad \text{Eq. (DR1)}$$

$$y^{(i)} = \begin{bmatrix} y_1^{(i)} \\ \vdots \\ y_{l_i}^{(i)} \end{bmatrix}, \quad \quad \quad \quad \quad \quad \text{Eq. (DR2)}$$

where $l_i$ is the number of training data points available. Note that the dimension of $X^{(i)}$ is $l_i \times d$, where $d$ is the dimension of the feature space.

[0425] In federated learning, each client locally computes partial gradients in each epoch, say the $r$-th epoch, as follows in Equation (DR3):

$$\nabla_{\beta} f_i(\beta^{(r)}) = \sum_{k=1}^{l_i} X_k^{(i)} (X_k^{(i)} \beta^{(r)} - y_k^{(i)}) \quad \text{Eq. (DR3)}$$

where, $\beta^{(r)}$ is the estimate of the global model. The partial gradient is communicated to the master server for aggregation. The global gradient is given by Equation (DR4):

$$\nabla_{\beta} f(\beta^{(r)}) = \sum_{i=1}^{n} \nabla_{\beta} f_i(\beta^{(r)}) \quad \text{Eq. (DR4)}$$

and the model is updated as shown by way of Equation (DR5):

$$\beta^{(r+1)} = \beta^{(r)} - \frac{\mu}{M} \nabla_{\beta} f(\beta^{(r)}) \quad \text{Eq. (DR5)}$$

where $M = \sum_{i=1}^{n} l_i$ is the totality of training data points and $\mu \geq 0$ is the learning rate.
Coded Federated Learning with Per-Client Coding Redundancy:

Some embodiments propose coded federated learning with a per-client redundancy algorithm comprising the features noted below:

1. Load balancing,
2. Encoded data generation
3. Gradient computation

The first two features may be performed once at the beginning of the training process. The third step may be performed every epoch. Each step is described below in detail.

Load balancing:

In order to describe a load balancing module according to some embodiments, let us introduce a return metric $R_i(t; \bar{I})$ that represents the event that a gradient computed over $\bar{I} \geq 0$ data points by the i-th client is available at the server within the deadline time $t$. More precisely, the return metric $R_i$ may be given by Equation (DR6) below:

$$R_i(t; \bar{I}_i) = \bar{I}_i I_{[T_i \leq t]} \quad \text{Eq. (DR6)}$$

where, $I_{[A]}$ is an indicator function for event $A$, $T_i$ is the time taken by the i-th client to download a model, compute gradient and upload the computed gradient to the server.

Similarly, a return metric of MEC server is defined as given in Equation (DR7):

$$R_{MEC}(t; \bar{\epsilon}) = \bar{\epsilon} I_{[T_{MEC} \leq t]} \quad \text{Eq. (DR7)}$$

where $R_{MEC}(t; \bar{\epsilon})$ represents the event that a gradient computed over $\bar{\epsilon} \geq 0$ data points by the server is available at the server within the deadline time $t$, where $\bar{\epsilon} \geq 0$ is the number of encoded data points used for gradient computation by the MEC server.
Optimization Parameters:

Definition 1: Deadline time $t^*$:

The deadline time $t^*$ is the smallest epoch time window within which the MEC server and the i-th client can jointly compute gradient over, on average, $l_i$ number of data points for $i = 1, \ldots, n$ clients. Here $l_i$ is the number of raw data points available at the i-th client.

Definition 2: Optimal load for the client $l^*_i(t)$:

The optimal load $l^*_i(t) \leq l_i$ for an epoch time $t$ is the number of raw data points used by the client to maximize its average return metric for the epoch time. More precisely, as set forth in Equation (DR8):

$$l^*_i(t) = \operatorname{argmax}_{0 \leq l_i \leq l_i} E[R_i(t; \bar{l}_i)]$$ Eq. (DR8)

Observation 1:

Based on Definitions 1 and 2 above, the MEC server computes gradients from $(l_i - E[R_i(l^*_i(t'))])^+$ number of data points for $i = 1, \ldots, n$ clients. Therefore, each client must generate $(l_i - E[R_i(l^*_i(t'))])^+$ number of encoded data once at the beginning of training and share it to the MEC server.

We assume that the MEC server has storage constrained of $c_s$ number of data points.

Definition 3: Optimal load for the MEC server $c^*(t)$:

The optimal load $c^*(t) \leq c_s$ for an epoch time $t$ is the number of encoded data points used by the MEC server to maximize its average return metric for the epoch time. More precisely, $c^*(t)$ may be given by Equation (DR4):

$$c^*(t) = \operatorname{argmax}_{0 \leq c \leq c_s} E[R_{MEC}(t; \bar{c})]$$ Eq. (DR9)

Coded Federated Learning Schemes:

Based on Definitions 1-3 and Observation 1 above, we propose the following two embodiments herein:

A protocol according to a first embodiment may involve the following:

1. as a one stage procedure, each client generates $(l_i - E[R_i(l^*_i(t'))])^+$ number of coded data and uploads the data to the server;
2. the following operations may then be repeated every epoch:
   a. each client downloads the current model from the server, computes its local
      gradient from $l^*_i(t^*)$ raw data points and uploads the local gradient to the
      server;
   b. the server computes a gradient from the coded data of each client separately,
      and combines the computed per client gradients across all clients to obtain a
      global gradient;
   c. the server receives local gradients until the deadline time $t^*$; and combines
      all the received local gradients into the global gradient; and
   d. the server updates the model.

[0443] A protocol according to a second embodiment may involve the following:
1. as a one stage procedure:
   a. each client generates $(l_i - E[R_i(l^*_i(t^*)))^\dagger$ number of coded data and
      uploads the data to the server; and
   b. the server oversamples the coded data of each client and combines the
      oversampled coded data to create a composite coded data.
2. the following operations may then be repeated every epoch:
   a. each client downloads the current model from the server, computes its local
      gradient from $l^*_i(t^*)$ raw data points and uploads the local gradient to the
      server;
   b. the server computes a gradient from the composite coded data of each client
      separately, and combines the computed per client gradients across all clients
      to obtain a global gradient;
   c. the server receives local gradients until the deadline time $t^*$; and combines
      all the received local gradients into the global gradient; and
   d. the server updates the model.

[0444] Both of the protocols of embodiments one and two above are implemented by
finding $t^*$, $l^*_i(t^*)$, and $c^*(t^*)$ that satisfy the following inequality as provided by Equation
(DR.10) below:

$$\sum_{i=1}^{n}(l_i - E[R_i(l^*_i(t^*)))]^\dagger \leq c^*(t^*) \quad \text{Eq. (DR.10)}$$
Before the training starts, in either embodiment, each client may provide statistics of its compute and communication delays to the server. The server may perform load balancing to solve the inequality in Equation (DR10) using a two-stage optimization method outlined below:

1. initialize time $t = 0$;
2. operation 1: find an optimal load allocation $l_i'(t)$, $c'(t)$ by solving Eq. (DR8) and Eq. (DR9), respectively (note: it has been shown that for a shifted exponential distribution for compute delays and geometric distribution for communication delays, the average return metrics in Eq. (DR8) and Eq. (DR9) are piece-wise concave functions of $\bar{l}_i$ and $\bar{c}$. See “Coded Computing for FL”) - therefore, operation 1 may be solved with a standard convex optimization tool;
3. operation 2: check for the following condition:
   \[ \sum_{i=1}^{n} (l_i - E[R_i(l_i'(t))])^+ \leq c^*(t) \]
4. if the condition in operation 2 is satisfied, the deadline time $t^* = t$, and the end of the optimization method is reached;
5. but, if the condition in operation 2 is NOT satisfied, then set $t = t + \Delta t$, and go back to operation 1, and repeat.

Remark 1:

In Equation (DR10), the storage constraint at the MEC is applied on the total amount of coded data shared by all the clients. In another implementation, per-client storage constraints may be used by finding $t^*$, $l_i'(t*)$, and $c^*(t*)$ that satisfy the following set of inequalities as set forth in Equations (DR11a), (DR11b) and (DR11c):

\[ \sum_{i=1}^{n} (l_i - E[R_i(l_i'(t*))])^+ \leq c^*(t*) \quad \text{Eq. (DR11a)} \]
\[ (l_i - E[R_i(l_i'(t*))])^+ \leq c_s^{(i)} \quad \text{Eq. (DR11b)} \]
\[ c^*(t*) \leq \sum_{i=1}^{n} c_s^{(i)} \quad \text{Eq. (DR11c)} \]

where, $c_s^{(i)}$ is the storage constraint at the MEC for the $i$-th client.

Encoded data generation:
According to some embodiments, random linear coding may be utilized by each client to encode the data. The encoded data at the i-th client may then be given by Equation (DR12):

\[ \tilde{X}^{(i)} = G_i \, X^{(i)} , \text{ and } \tilde{Y}^{(i)} = G_i \, Y^{(i)} \quad \text{Eq. (DR12)} \]

where \( G_i \) is a generator matrix of dimension \( c_i^* \times l_i \), with elements drawn independently from a normal distribution with a mean of 0 and a variance \( \frac{w_i}{c_i^*} \), where, as per Equations (DR13) and (DR14) below:

\[ c_i^* = (l_i - E[R_i(l_i^*(t^*)))]^{+} \quad \text{Eq. (DR13)} \]

and

\[ w_i = 1 - \frac{l_i^*(t^*)}{l_i} \cdot \Pr[T_i \leq t^*] \quad \text{Eq. (DR14)} \]

where \( c_i^* \) is the number of coded data at each client, and where clearly, the scaling \( w_i \) is the probability that the raw gradients from the i-th client fail to arrive within the deadline time \( t^* \).

The encoded data \( (\tilde{X}^{(i)}, \tilde{Y}^{(i)}) \) may be transmitted to the server, while the generator matrix \( G_i \) is kept private. At the server, the encoded data may be stored in at least two different ways as set forth below.

Operations according to a first protocol scheme may involve storing encoded data \( (\tilde{X}^{(i)}, \tilde{Y}^{(i)}) \) from each client separately at the server.

Operations according to a second protocol scheme may involve the following:

1. composite encoded data is formed as follows: let Equation (DR15) below hold:

\[ l_{\text{max}}^* = \max_i (l_i - E[R_i(l_i^*(t^*)))]^{+} \quad \text{Eq. (DR15)} \]

2. for each client use a discrete Fourier transform (DFT) matrix \( F_i \) of dimension \( l_{\text{max}}^* \times c_i^* \) to construct a over-sampled encoded data given by Equations (DR16a) and (DR16b) as:

\[ \tilde{X}_{u}^{(i)} = F_i \tilde{X}^{(i)} \quad \text{Eq. (DR16a)} \]

and
\[
\hat{y}_u^{(l)} = F_l \hat{y}^{(l)} \quad \text{Eq. (DR16b)}
\]

3. form a composite encoded data \((\bar{X}, \bar{y})\) as per Equations (DR17a) and (DR17b) as follows:

\[
\bar{X} = \sum_{i=1}^{n} \bar{X}_u^{(i)} \quad \text{Eq. (DR17a)}
\]
and

\[
\bar{y} = \sum_{i=1}^{n} \bar{y}_u^{(i)} \quad \text{Eq. (DR17b)}
\]

**Gradient Computation:**

In each \(r\)-th epoch, there may be two types of gradients computed: a client-gradient or local gradient, and a server-gradient or global gradient, which may, according to some embodiments, be used together to update the global model \(\beta^{(r)}\).

**Client-gradient:**

Each client may compute a local gradient from \(l_i^t(t^*)\) number of raw data points. Therefore, in each epoch, each client randomly picks \(l_i^t(t^*)\) raw data points out of \(l_i\) raw data points available at the client, such that each data point has equal likelihood of selection given by \(\frac{l_i^t(t^*)}{l_i}\). The client computes its local gradient and uploads its local gradient to the server. The expected value of total local gradients received by the MEC server within the deadline time \(t^*\) is given by Equation (DR18):

\[
E[\nabla_{\beta}^{client}(t^*)] = \sum_{i=1}^{n} (1 - w_i) X^{(l)T} (X^{(l)} \beta^{(r)} - y^{(l)})
\quad \text{Eq. (DR18)}
\]

where \(w_i\) has been defined in Eq. (DR14) above.

According to a first scheme, Scheme 1, a server-gradient protocol is provided as described below. According to Scheme 1, in each epoch, the server computes a gradient from the encoded data. The server may compute this gradient from encoded data of each client \((\bar{X}^{(l)}, \bar{y}^{(l)})\) separately and add them together. The expected value of the server computed gradient in Scheme 1 may be given by Equation (DR19) below:

\[
E[\nabla_{\beta}^{server}(t^*)] = \sum_{i=1}^{n} \bar{X}^{(l)} (\bar{X}^{(l)} \beta^{(r)} - \bar{y}^{(l)}) \cdot \Pr\{T_{MEC} \leq t^*\} = \sum_{i=1}^{n} w_i X^{(l)T} (X^{(l)} \beta^{(r)} - y^{(l)}) \cdot \Pr\{T_{MEC} \leq t^*\}
\quad \text{Eq. (DR19)}
\]
Assuming the server has much more computing power than the clients, we can approximate the probability $\Pr\{T_{MEC} \leq t^*\} \approx 1$ to obtain the expected value of the server computed gradient in Scheme 1 as set forth in Equation (DR20):

$$E\left[\nabla_B^{server}(t^*)\right] = \sum_{i=1}^{n} w_i X^{(i)T}(X^{(i)} \beta^{(r)} - y^{(i)})$$  \hspace{1cm} \text{Eq. (DR20)}

The server may add the two types of gradients to obtain the overall gradient given by Equation (DR21) below:

$$\nabla_B^{scheme1}(t^*) = \frac{\nabla_B^{client}(t^*) + \nabla_B^{server}(t^*)}{M}$$  \hspace{1cm} \text{Eq. (DR21)}

where $M = \sum_{i=1}^{n} l_i$.

Based on Equations (DR18) and (DR20), it is straightforward to note that $\nabla_B^{scheme1}(t^*)$ is an unbiased estimate of the gradient computed from the entire $M$ data points distributed across all the clients.

According to a second scheme, Scheme 2, the server computes a gradient from composite encoded data $(\widetilde{X}, \widetilde{y})$. The expected value of the server computed gradient in the Scheme 2 protocol, assuming that $\Pr\{T_{MEC} \leq t^*\} \approx 1$, is given by Equation (DR22):

$$E[\nabla_B^{server}(t^*)] = \widetilde{X}^T(\widetilde{X} \beta^{(r)} - \widetilde{y})$$

$$= \sum_{i=1}^{n} X^T \mathbf{D}(X \beta^{(r)} - y)$$  \hspace{1cm} \text{Eq. (DR22)}

where, as set forth in Equations (DR23a), (DR23b) and (DR23c) below:

$$X = \begin{pmatrix} X^{(1)} \\ \vdots \\ X^{(n)} \end{pmatrix}$$  \hspace{1cm} \text{Eq. (DR23a)}

$$y = \begin{pmatrix} y^{(1)} \\ \vdots \\ y^{(n)} \end{pmatrix}$$  \hspace{1cm} \text{Eq. (DR23b)}

and
\[
D = \begin{pmatrix}
G_1^T F_1^T F_1 G_1 & \cdots & G_1^T F_1^T F_n G_n \\
\vdots & \ddots & \vdots \\
G_n^T F_n^T F_1 G_1 & \cdots & G_n^T F_n^T F_n G_n
\end{pmatrix}
\quad \text{Eq. (DR23c)}
\]

noting that, per Equation (DR23d):

\[
F_i^T F_i = I_{c_i^*}
\quad \text{Eq. (DR23d)}
\]

and

if \( c_i^* \geq c_j^* \): \( F_i^T F_j = \begin{pmatrix}
I_{c_j^*} \\
0_{(c_i^* - c_j^*) \times c_j^*}
\end{pmatrix} \), and if \( c_i^* < c_j^* \): \( F_i^T F_j = (I_{c_i^*} \ 0_{c_i^* \times (c_j^* - c_i^*)}) \).

[0462] Further, we invoke the weak law of large numbers to approximate as noted in Equations (DR24) and (DR25) below:

\[
G_i^T G_i \approx w_i I_{l_i}
\quad \text{Eq. (DR24)}
\]

and

\[
G_i^T G_j \approx 0_{l_i \times l_j}
\quad \text{Eq. (DR25)}
\]

[0463] Using the above identities, we obtain \( D \) as provided in Equation (DR26) below:

\[
D = \begin{pmatrix}
w_i I_{l_i} & \cdots & 0_{l_i \times l_n} \\
\vdots & \ddots & \vdots \\
0_{l_n \times l_i} & \cdots & w_n I_{l_n}
\end{pmatrix}
\quad \text{Eq. (DR26)}
\]

[0464] Therefore, the global gradient in the Scheme-2 protocol may be given by Equation (DR27):

\[
E[\nabla_\beta^{server}(t^*)] \approx \sum_{i=1}^{n} w_i X^{(i)T}(X^{(i)} \beta^{(r)} - y^{(i)})
\quad \text{Eq. (DR27)}
\]

[0465] The server adds the two types of gradients to obtain the overall gradient given by Equation (DR28) below:

\[
\nabla_\beta^{scheme2}(t^*) = \frac{\nabla_\beta^{client}(t^*) + \nabla_\beta^{server}(t^*)}{M}, \quad \text{where} \ M = \sum_{i=1}^{n} l_i
\quad \text{Eq. (DR28)}
\]

[0466] Remark 2

[0467] Based on equations (DR18) and (DR22), it is straightforward to note that

\[
\nabla_\beta^{scheme2}(t^*)
\]

is approximately an unbiased estimate of the gradient computed from the entire...
$M$ data points distributed across all the clients. The approximation comes from the fact that the matrix $D$ will have small non-diagonal values, which only vanishes asymptotically with the number of coded data points.

**Numerical Results**

We now present numerical results for a MEC setup consisting of 24 client nodes and 1 server node.

We use an LTE network, where each client is assigned 3 resource blocks. To model heterogeneity in communication links, link throughput coefficients are generated using $\{1, kFac1, kFac1^2, \ldots, kFac1^{23}\} \times a$, where $kFac1 = 0.8$, $a = 0.4$ bits per channel use, and a random permutation of these coefficients are assigned to the clients’ communication links. Both the uplink and downlink channels are modeled with 10% erasure probability.

Similarly, to model heterogeneity in computation power, the average processing rates are generated using $\{1, kFac2, kFac2^2, \ldots, kFac2^{23}\} \times b$, where $kFac2 = 0.8$, $b = 1536$ Kilo Multiply-Accumulate operations per second, and a random permutation of these coefficients are assigned to the clients’ computation power. A shifted exponential statistical model for computation time as described in “Coded Computing for FL” is used.

Each client has $l = 360$ training examples. The feature dimension $d = 500$. The total storage constraint at MEC server is $c = 720$.

The non-i.i.d. training examples at each client are generated using the following linear model as provided by Equation (DR29):

$$y^{(i)} = X^{(i)} \beta^{\text{true}} + n^{(i)} \quad \text{Eq. (DR29)}$$

Where each element of $X^{(i)}$ is independent and distributed as $\sim N \left(0, \frac{1}{l}\right)$, each element of additive noise $n^{(i)}$ is independent and distributed as $\sim N \left(0, \frac{1}{SNR}\right)$, SNR = 0 dB, and each element of model $\beta^{\text{true}}$ is independent and distributed as $\sim N(0,1)$.

We have utilized normalized mean squared error (NMSE) as a performance metric, defined in the $r$-th epoch as set forth in Equation (DR30):

$$\text{NMSE}^{(r)} = \frac{\|\beta^{(r)} - \beta^{\text{true}}\|^2}{\|\beta - \beta^{\text{true}}\|^2} \quad \text{Eq. (DR30)}$$

The numerical results provided herein compare the following algorithms:

1. The Scheme-1 protocol
2. The Scheme-2 protocol
3. Coded Federated Learning CFL with global coding redundancy
4. Baseline Federated Learning
5. Greedy Federated Learning

In Fig. 25, the NMSE performance is shown by way of graph 340 with respect to the total wall clock time. Clearly, proposed protocols-1 and 2, that is, Scheme 1 and Scheme 2, respectively, converge faster than the currently known global redundancy based Coded Federated Learning scheme. This is primarily due to a smaller initial cost incurred in encoding data at each client. Proposed protocol 2 has a slightly higher error floor due to coupling of coded data across the clients during composite data formation. Nonetheless, in proposed protocol 2 the MEC server computes gradient only once in each epoch whereas in proposed protocol 1, the MEC server needs to compute gradient from coded data of each client separately. Finally, all the methods converge much faster compared to the baseline federated learning solution that does not use any coding.

Next, in Fig. 252, we compare by way of graph 25200 the convergence rate of different algorithms in terms of number of epochs. To this end, we consider a greedy federated learning scheme that waits for the gradients from clients to arrive until the deadline time $t^*$ and updates the model. For reference, we have also shown an ideal federated learning scheme that waits for all the clients in each epoch. Therefore, all schemes except the ideal FL scheme consume the same amount of wall-clock time in each epoch. The ideal FL scheme will have variable epoch times based on variability of straggler effects in each epoch. Both the proposed protocols perform very close to ideal federated learning scheme, and significantly outperforms the greedy federated learning algorithm. In addition, the proposed embodiments converge faster than the global redundancy based coded federated learning scheme.

T. EXAMPLE EDGE COMPUTING IMPLEMENTATIONS

Additional examples of the presently described method, system, and device embodiments include the following, non-limiting implementations. Each of the following non-limiting examples may stand on its own or may be combined in any permutation or combination with any one or more of the other examples provided below or throughout the present disclosure.

As referred to below, an “apparatus of” an edge computing node is meant to refer to a “component’ of “node,” such as of a central node, central server, server, client node, client computing node, client device, client or user, as the component is defined above. A client, client node, or client compute/computing node may refer to an edge computing node that is
serving as a client device and, in the examples below, may perform training of a global model using local data, which the client may wish to keep private (e.g., from other nodes). The “apparatus” as referred to herein may refer, for example, to a processor such as processor 852 of edge computing node 950 Fig. 9, or to the processor 852 of Fig. 9 along with any other components of the edge computing node 950 of Fig. 9, or, for example to circuitry corresponding to a computing node 515 or 523 with virtualized processing capabilities as described in Fig. 5.

[0481] **Examples:**

[0482] Example AM1 includes a method to be performed at an apparatus of a client computing node in an edge computing environment to provide for coded federated learning (CFL) of a global machine learning (ML) model, the method comprising: accessing a local raw training data set of the client computing node and a raw label set corresponding to the local raw training data set; computing kernel coefficients based on a kernel function, the local raw training data set, and the raw label set; generating a coded training data set from the raw training data set; generating a coded label set based on the kernel coefficients, the kernel function, and the raw label set; and transmitting the coded training data set and coded label set to a central server of the edge computing environment.

[0483] Example AM2 includes the subject matter of Example AM1 and/or other Example(s) herein and, optionally, further comprising performing gradient descent to compute the kernel coefficients.

[0484] Example AM3 includes the subject matter of Example AM1 or AM2 and/or other Example(s) herein and, optionally, wherein the kernel function is a Gaussian function.

[0485] Example AM4 includes the subject matter of any one of Examples AM1-AM3 and/or other Example(s) herein and, optionally, wherein generating the coded training data set comprises generating a coding matrix based on a distribution, wherein the coded training data set is based on multiplying a matrix representing the raw training data set with the coding matrix.

[0486] Example AM5 includes the subject matter of Example AM4 and/or other Example(s) herein and, optionally, wherein the coding matrix is generated based on one of a standard normal distribution and a Bernoulli (1/2) distribution.

[0487] Example AM6 includes the subject matter of any one of Examples AM1-AM5 and/or other Example(s) herein and, optionally, further comprising: obtaining, from the central server, a global mean and standard deviation for training data of client computing nodes of the
edge computing environment; and normalizing the raw local training data set based on the
global mean and standard deviation.

[0488] Example AM7 includes the subject matter of Example AM6 and/or other Example(s)
herein and, optionally, wherein the kernel coefficients are computed based on the normalized
local training data set.

[0489] Example AM8 includes the subject matter of any one of Examples AM1-AM7
and/or other Example(s) herein and, optionally, further comprising: obtaining the global ML
model from the central server; computing an update to the global ML model using the raw
training data set and the raw label set; and transmitting the update to the global ML model to
the central server.

[0490] Example AM9 includes the subject matter of Example AM8 and/or other Example(s)
herein and, optionally, wherein computing the update to the global ML model comprises
computing partial gradients to the global ML model via a backpropagation technique, and
transmitting the update comprises transmitting the partial gradients to the central server.

[0491] Example AA1 includes an apparatus of an edge computing node, the apparatus
comprising an interconnect interface to connect the apparatus to one or more components of
the edge computing node, and a processor to: compute kernel coefficients based on a kernel
function, a local raw training data set of the client computing node and a raw label set
corresponding to the local raw training data set; generate a coded training data set from the raw
training data set; generate a coded label set based on the kernel coefficients, the kernel
function, and the raw label set; and cause the coded training data set and coded label set to be
transmitted a central server of the edge computing environment.

[0492] Example AA2 includes the subject matter of Example AA1 and/or other Example(s)
herein and, optionally, wherein the processor is to perform gradient descent to compute the
kernel coefficients.

[0493] Example AA3 includes the subject matter of any one of Examples AA1-AA2 and/or
other Example(s) herein and, optionally, wherein the kernel function is a Gaussian function.

[0494] Example AA4 includes the subject matter of any one of Examples AA1-AA3 and/or
other Example(s) herein and, optionally, wherein the processor is to generate the coded
training data set by generating a coding matrix based on a distribution, and wherein the coded
training data set is based on multiplying a matrix representing the raw training data set with the
coding matrix.

[0495] Example AA5 includes the subject matter of Example AA4 and/or other Example(s)
herein and, optionally, wherein the processor is to generate the coding matrix based on one of a standard normal distribution and a Bernoulli (1/2) distribution.

[0496] Example AA6 includes the subject matter of any one of Examples AA1-AA5 and/or other Example(s) herein and, optionally, wherein the processor is further to: obtain, from the central server, a global mean and standard deviation for training data of client computing nodes of the edge computing environment; and normalize the raw local training data set based on the global mean and standard deviation.

[0497] Example AA7 includes the subject matter of Example AA6 and/or other Example(s) herein and, optionally, wherein the processor is to compute the kernel coefficients based on the normalized local training data set.

[0498] Example AA8 includes the subject matter of any one of Examples AA1-AA7 and/or other Example(s) herein and, optionally, wherein the processor is further to: obtain the global ML model from a central server of the edge computing environment; compute an update to the global ML model using the raw training data set and the raw label set; and cause the update to the global ML model to be transmitted to the central server.

[0499] Example AA9 includes the subject matter of Example AA8 and/or other Example(s) herein and, optionally, wherein the processor is to compute the update to the global ML model by computing partial gradients to the global ML model via a backpropagation technique, and transmitting the update comprises transmitting the partial gradients to the central server.

[0500] Example AA10 includes the subject matter of any one of Examples AA1-AA9 and/or other Example(s) herein and, optionally, wherein the apparatus further comprises a transceiver to provide wireless communication between the apparatus and other edge computing nodes of a wireless edge network.

[0501] AMM1 includes a method comprising: obtaining, at a central server node from each of a set of client compute nodes, a coded training data set and a coded label set; computing a gradient update to a global machine learning (ML) model based on the coded training data set and coded label set; obtaining, from at least a portion of the set of client compute nodes, gradient updates to the global ML model computed by the client compute nodes on local training data; aggregating the gradient updates; and updating the global ML model based on the aggregated gradient updates.

[0502] AAA1 includes an apparatus of an edge computing node, the apparatus comprising an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to: obtain, at a central server node from each of a set of client
compute nodes, a coded training data set and a coded label set; compute a gradient update to a global machine learning (ML) model based on the coded training data set and coded label set; obtain, from at least a portion of the set of client compute nodes, gradient updates to the global ML model computed by the client compute nodes on local training data; aggregate the gradient updates; and update the global ML model based on the aggregated gradient updates.

[0503] Example BM1 includes a method to be performed at an apparatus of a client computing node in an edge computing environment to provide for coded federated learning (CFL) of a global machine learning (ML) model, the method comprising: accessing a local training data set of the client computing node; applying a Random Fourier Feature Mapping (RFFM) transform to the training data set to yield a transformed training data set; obtaining the global ML model from a central server of the edge computing environment; and iteratively, until the global ML model converges: computing an update to the global ML model using the transformed data set and a raw label set corresponding to the training data set; and transmitting the global ML model update to the central server.

[0504] Example BM2 includes the subject matter of Example BM1 and/or another Example and, optionally, wherein the global ML model update comprises a partial gradient obtained via gradient descent.

[0505] Example BM3 includes the subject matter of Example BM2 and/or another Example and, optionally, further comprising transmitting operational parameters of the client computing node to the central server.

[0506] Example BM4 includes the subject matter of Example BM3 and/or another Example and, optionally, wherein the operational parameters include one or more of: processing capabilities for the client computing node and link quality for a network connection between the client computing node and the central server.

[0507] Example BM5 includes the subject matter of any one of Examples BM1-BM3 and/or another Example and, optionally, wherein applying the RFFM transform comprises applying a cosine function element-wise to the training data set.

[0508] Example BM6 includes the subject matter of Example BM5 and/or another Example and, optionally, wherein applying the RFFM transform comprises applying the cosine function according to \( \cos(x_i;\Omega + b) \), where \( x_i \) represents the training data set, and \( \Omega \) and \( b \) comprise entries sampled from distributions.

[0509] Example BM7 includes the subject matter of Example BM6 and/or another Example and, optionally, wherein \( \Omega \) is sampled from the distribution \( N \left( 0, \frac{1}{(2\sigma^2)}I_d \right) \) and \( b \) is sampled
from \( \text{Uniform}(0, 2\pi) \).

[0510] Example BM8 includes the subject matter of any one of Examples BM1-BM7, further comprising receiving, from the central server node, a random number generator for random feature mapping and random feature dimensions, wherein the RFFM transform is based on the random number generator for random feature mapping and random feature dimensions.

[0511] Example BA1 includes an apparatus of an edge computing node, the apparatus comprising an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to: access a local training data set of the client computing node; apply a Random Fourier Feature Mapping (RFFM) transform to the training data set to yield a transformed training data set; obtain the global ML model from a central server of the edge computing environment, and iteratively, until the global ML model converges: compute an update to the global ML model using the transformed data set and a raw label set corresponding to the training data set; and cause the global ML model update to be transmitted to the central server.

[0512] Example BA2 includes the subject matter of Example BA1 and/or another Example and, optionally, wherein the global ML model update comprises a partial gradient obtained via gradient descent.

[0513] Example BA3 includes the subject matter of Example BA2 and/or another Example and, optionally, wherein the processor is further to cause operational parameters of the client computing node to be transmitted to the central server.

[0514] Example BA4 includes the subject matter of Example BA3 and/or another Example and, optionally, wherein the operational parameters include one or more of: processing capabilities for the client computing node and link quality for a network connection between the client computing node and the central server.

[0515] Example BA5 includes the subject matter of any one of Examples BA1-BA3 and/or another Example and, optionally, wherein the processor is to apply the RFFM transform by applying a cosine function element-wise to the training data set.

[0516] Example BA6 includes the subject matter of Example BA5 and/or another Example and, optionally, wherein the processor is to apply the cosine function according to \( \cos(x_i \Omega + b) \), where \( x_i \) represents the training data set, and \( \Omega \) and \( b \) comprise entries sampled from distributions.

[0517] Example BA7 includes the subject matter of Example BA6 and/or another Example
and, optionally, wherein $\Omega$ is sampled from the distribution $N \left( 0, \frac{1}{(2\sigma^2)} I_d \right)$ and $b$ is sampled from $\text{Uniform}(0, 2\pi)$.

[0518] Example BA8 includes the subject matter of any one of Examples BA1-BA7, wherein the processor is further to receive, from the central server node, a random number generator for random feature mapping and random feature dimensions, wherein the RFFM transform is based on the random number generator for random feature mapping and random feature dimensions.

[0519] BMM1 includes a method comprising: obtaining, from a set of client compute nodes, gradient updates to a global ML model computed by the client compute nodes on a dataset transformed via a Random Fourier Feature Mapping (RFFM) transform; aggregating the gradient updates; and updating the global ML model based on the aggregated gradient updates.

[0520] BAA1 includes an apparatus of an edge computing node, the apparatus comprising an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to: obtain, from a set of client compute nodes, gradient updates to a global ML model computed by the client compute nodes on a dataset transformed via a Random Fourier Feature Mapping (RFFM) transform; aggregate the gradient updates; and update the global ML model based on the aggregated gradient updates.

[0521] Example CM1 includes method to be performed at an apparatus of a client computing node in an edge computing environment to provide for coded federated learning (CFL) of a global machine learning (ML) model, the method comprising: accessing a local training data set of the client computing node and a label set corresponding to the local training data set; applying a Random Fourier Feature Mapping (RFFM) transform to the training data set to yield a transformed training data set; estimating a local machine learning (ML) model based on the transformed training data set and the label set; generating a coded training data set from the transformed training data set; generating a coded label set based on the coded training data set and the estimated local ML model; and transmitting the coded training data set and coded label set to a central server of the edge computing environment.

[0522] Example CM2 includes the subject matter of Example CM1 and/or another Example and, optionally, wherein estimating the local ML model comprises performing linear regression via gradient descent.

[0523] Example CM3 includes the subject matter of Example CM1 or CM2 and/or another Example and, optionally, wherein applying the RFFM transform comprises applying a cosine
function element-wise to the training data set.

Example CM4 includes the subject matter of Example CM3 and/or another Example and, optionally, wherein applying the RFFM transform comprises applying the cosine function according to $\cos(x_t \omega + b)$, where $x_t$ represents the training data set, and $\omega$ and $b$ comprise entries sampled from distributions.

Example CM5 includes the subject matter of Example CM4 and/or another Example and, optionally, wherein $\omega$ is sampled from the distribution $N\left(0, \frac{1}{(2\sigma^2)} I_d \right)$ and $b$ is sampled from Uniform(0,2\pi).

Example CM6 includes the subject matter of any one of Examples CM1-CM5 and/or another Example and, optionally, wherein generating the coded data set comprises generating a coding matrix based on a distribution, wherein the coded data set is based on multiplying a matrix representing the raw data set with the coding matrix.

Example CM7 includes the subject matter of Example CM6 and/or another Example and, optionally, wherein the coding matrix is generated by sampling a uniform distribution U(0, 1).

Example CM8 includes the subject matter of any one of Examples CM1-CM7 and/or another Example and, optionally, further comprising iteratively, until the global ML model converges: computing an update to the global ML model based on the local training data set; and transmitting the update to the global ML model to the central server.

Example CA1 includes an apparatus of an edge computing node, the apparatus comprising an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to: access a local training data set of the client computing node and a label set corresponding to the local training data set; apply a Random Fourier Feature Mapping (RFFM) transform to the training data set to yield a transformed training data set; estimate a local machine learning (ML) model based on the transformed training data set and the label set; generate a coded training data set from the transformed training data set; generate a coded label set based on the coded training data set and the estimated local ML model; and cause the coded training data set and coded label set to be transmitted to a central server of the edge computing environment.

Example CA2 includes the subject matter of Example CA1 and/or another Example and, optionally, wherein the processor is to estimate the local ML model comprises performing linear regression via gradient descent.

Example CA3 includes the subject matter of Example CA1 or CA2 and/or another
Example and, optionally, wherein the processor is to apply a cosine function element-wise to the training data set.

[0532] Example CA4 includes the subject matter of Example CA3 and/or another Example and, optionally, wherein the processor is to apply the cosine function according to \( \cos(x_i\Omega + b) \), where \( x_i \) represents the training data set, and \( \Omega \) and \( b \) comprise entries sampled from distributions.

[0533] Example CA5 includes the subject matter of Example CA4 and/or another Example and, optionally, wherein \( \Omega \) is sampled from the distribution \( N\left(0, \frac{1}{(2\sigma^2)}I_d\right) \) and \( b \) is sampled from \( \text{Uniform}(0, 2\pi) \).

[0534] Example CA6 includes the subject matter of any one of Examples CA1-CA5 and/or another Example and, optionally, wherein the processor is to generate the coded data set by generating a coding matrix based on a distribution, wherein the coded data set is based on multiplying a matrix representing the raw data set with the coding matrix.

[0535] Example CA7 includes the subject matter of Example CA6 and/or another Example and, optionally, wherein the coding matrix is generated by sampling a uniform distribution \( \text{U}(0, 1) \).

[0536] Example CA8 includes the subject matter of any one of Examples CA1-CA7 and/or another Example and, optionally, wherein the processor is further to iteratively, until the global ML model converges: compute an update to the global ML model based on the local training data set; and cause the update to the global ML model to be transmitted to the central server.

[0537] CMM1 includes a method comprising: obtaining, at a central server node from each of a set of client compute nodes, a coded training data set and a coded label set; computing a gradient update to a global machine learning (ML) model based on the coded training data set and coded label set; obtaining, from at least a portion of the set of client compute nodes, gradient updates to the global ML model computed by the client compute nodes on local training data; aggregating the gradient updates; and updating the global ML model based on the aggregated gradient updates.

[0538] CAA1 includes an apparatus of an edge computing node, the apparatus comprising an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to: obtain, at a central server node from each of a set of client compute nodes, a coded training data set and a coded label set; compute a gradient update to a global machine learning (ML) model based on the coded training data set and coded label set; obtain, from at least a portion of the set of client compute nodes, gradient updates to the global
ML model computed by the client compute nodes on local training data; aggregate the gradient updates; and update the global ML model based on the aggregated gradient updates.

[0539] Example DM1 includes a method to be performed at an apparatus of a client computing node in an edge computing environment to provide for coded federated learning (CFL) of a global machine learning (ML) model, the method comprising: accessing a subset of a local training data set of the client computing node; generating a transformed training data subset based on a Random Fourier Feature Mapping (RFFM) transform and the training data subset; generating a coding matrix based on a distribution; generating a weighting matrix; generating a coded training data mini-batch based on multiplying the transformed training data subset with the coding matrix and the weighting matrix; and transmitting the coded training data mini-batch to the central server; wherein the weighting matrix is based on a probability of whether the coded training data mini-batch will be received at the central server.

[0540] Example DM2 includes the subject matter of Example DM1 and/or another Example and, optionally, further comprising iteratively, until the global ML model converges: computing an update to the global ML model based on the training data subset; and transmitting the global ML model update to the central server.

[0541] Example DM3 includes the subject matter of Example DM1 and/or another Example and, optionally, wherein the coding matrix comprises elements drawn independently from a standard normal distribution or from an equi-probable Bernoulli distribution.

[0542] Example DM4 includes the subject matter of Example DM1 and/or another Example and, optionally, wherein a size of the coding matrix is based on a coding redundancy parameter obtained from the central server.

[0543] Example DM5 includes the subject matter of any one of Examples DM1-DM4 and/or another Example and, optionally, wherein applying the RFFM transform comprises applying a cosine function element-wise to the training data set.

[0544] Example DM6 includes the subject matter of Example DM5 and/or another Example and, optionally, wherein applying the RFFM transform comprises applying the cosine function according to \( \cos(x_t \Omega + b) \), where \( x_t \) represents the training data set, \( \Omega \) is sampled from the distribution \( N \left( 0, \frac{1}{(2\sigma^2)} I_d \right) \) and \( b \) is sampled from Uniform(0,2\pi).

[0545] Example DM7 includes the subject matter of any one of Examples DM1-DM6 and/or another Example and, optionally, wherein the probability is determined based on operational parameters of the client computing node.

[0546] Example DM8 includes the subject matter of Example DM7 and/or another Example
and, optionally, wherein the operational parameters include one or more of computational capabilities of the client computing node and a communication link quality for the client computing node.

[0547] Example DM9 includes the subject matter of any one of Examples DM1-DM8 and/or another Example and, optionally, further comprising iteratively, until the global ML model converges: computing an update to the global ML model based on the local training data set; and transmitting the update to the global ML model to the central server.

[0548] Example DA1 includes an apparatus of an edge computing node, the apparatus comprising an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to: access a subset of a local training data set of the client computing node; generate a transformed training data subset based on a Random Fourier Feature Mapping (RFFM) transform and the training data subset; generate a coding matrix based on a distribution; generate a weighting matrix; generate a coded training data mini-batch based on multiplying the transformed training data subset with the coding matrix and the weighting matrix; and cause the coded training data mini-batch to be transmitted to the central server, wherein the weighting matrix is based on a probability of whether the coded training data mini-batch will be received at the central server.

[0549] Example DA2 includes the subject matter of Example DA1 and/or another Example and, optionally, wherein the processor is further to iteratively, until the global ML model converges: compute an update to the global ML model based on the training data subset; and cause the global ML model update to be transmitted to the central server.

[0550] Example DA3 includes the subject matter of Example DA1 and/or another Example and, optionally, wherein the coding matrix comprises elements drawn independently from a standard normal distribution or from an equi-probable Bernoulli distribution.

[0551] Example DA4 includes the subject matter of Example DA1 and/or another Example and, optionally, wherein a size of the coding matrix is based on a coding redundancy parameter obtained from the central server.

[0552] Example DA5 includes the subject matter of any one of Examples DA1-DA4 and/or another Example and, optionally, wherein the processor is to apply a cosine function element-wise to the training data set.

[0553] Example DA6 includes the subject matter of Example DA5 and/or another Example and, optionally, wherein the processor is to apply the cosine function according to \( \cos(x_i \Omega + b) \), where \( x_i \) represents the training data set, \( \Omega \) is sampled from the distribution \( N \left( 0, \frac{1}{2\sigma^2} I_d \right) \).
and \( b \) is sampled from Uniform(0,2\( \pi \)).

Example DA7 includes the subject matter of any one of Examples DA1-DA6 and/or another Example and, optionally, wherein the processor is to determine the probability based on operational parameters of the client computing node.

Example DA8 includes the subject matter of Example DA7 and/or another Example and, optionally, wherein the operational parameters include one or more of computational capabilities of the client computing node and a communication link quality for the client computing node.

Example DA9 includes the subject matter of any one of Examples DA1-DA8 and/or another Example and, optionally, wherein the processor is further to iteratively, until the global ML model converges: compute an update to the global ML model based on the local training data set, and cause the update to the global ML model to be transmitted to the central server.

Example DA10 includes the subject matter of any one of Examples DA1-DA9 and/or another Example and, optionally, wherein the apparatus further comprises a transceiver to provide wireless communication between the apparatus and other edge computing nodes of a wireless edge network.

Example DA1 includes a method comprising: obtaining, at a central server node from each of a set of client compute nodes, a coded training data mini-batch; computing a gradient update to a global machine learning (ML) model based on the coded training data mini-batch; obtaining, from at least a portion of the set of client compute nodes, gradient updates to the global ML model computed by the client compute nodes on local training data; aggregating the gradient updates; and updating the global ML model based on the aggregated gradient updates.

Example DA1 includes an apparatus of an edge computing node, the apparatus comprising an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to: obtain, at a central server node from each of a set of client compute nodes, a coded training data mini-batch; compute a gradient update to a global machine learning (ML) model based on the coded training data mini-batch; obtain, from at least a portion of the set of client compute nodes, gradient updates to the global ML model computed by the client compute nodes on local training data; aggregate the gradient updates; and update the global ML model based on the aggregated gradient updates.

Example EA1 includes an apparatus of an edge computing node to be operated in an edge computing network, the apparatus including an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to perform
rounds of a federated machine learning training within an edge computing network including:
grouping clients from a plurality of available clients into respective sets of clients based on
compute capabilities and communication capabilities of each of the available clients;

selecting a candidate set of clients to participate in said round of the federated
machine learning training, the candidate set of clients being from the respective sets of clients
and further being selected based on a round robin approach, or based at least on one of a data
distribution of each client of the candidate set or a determination that a global model of the
machine learning training at the edge computing node has reached a minimum accuracy
threshold; causing the global model to be sent to the candidate set of clients; and processing
information on updated model weights for the federated machine learning training, the
information being from clients of the candidate set of clients; and updating the global model
based on processing the information.

[0561] Example EA2 includes the subject matter of Example EA1, and optionally, wherein
the compute capabilities include a compute rate and the communication capabilities include an
uplink communication time to the edge computing node.

[0562] Example EA3 includes the subject matter of any one of Examples EA1-EA2, and
optionally, the processor further to cause transmission of a client capability request to the
available clients prior to grouping, and processing client capability reports from the available
clients on the compute capabilities and the communication capabilities of each of the available
clients, the client capability reports sent in response to the client capability request, processing
client capability reports including computing a total upload time for the available clients.

[0563] Example EA4 includes the subject matter of Example EA3, and optionally, wherein
the client capability reports further include information on a number of training examples at
each of the available clients.

[0564] Example EA5 includes the subject matter of any one of Examples EA3-EA4, and
optionally, the process to further maintain a time since a last processing of the information
from the available clients, cause transmission of a client capability update request to the
available clients based on the time since the last processing prior to a next grouping, and
process updated client capability reports from the available clients in response to the update
request on the compute capabilities and the communication capabilities of each of the available
clients, processing client capability reports including computing a total updated upload time for
the available clients.

[0565] Example EA6 includes the subject matter of any one of Examples EA3-EA4, and
optionally, wherein the client capability reports from the available clients are one-time client capability reports, the processor further to estimate current client capabilities of the available clients based on the client capability reports.

[0566] Example EA7 includes the subject matter of any one of Examples EA1-EA6, and optionally, the processor to further select a candidate set of clients is based on a determination as to whether the data distribution of each client of the candidate set shows non-independent and identically distributed data (non-i.i.d.).

[0567] Example EA8 includes the subject matter of any one of Examples EA1-EA7, and optionally, wherein the edge computing node is a server, such as a MEC server.

[0568] Example EM1 includes a method to be performed at an apparatus of an edge computing node to be operated in an edge computing network, the method including performing a round of a federated machine learning training within the edge computing network including: grouping clients from a plurality of available clients into respective sets of clients based on compute capabilities and communication capabilities of each of the available clients; selecting a candidate set of clients to participate in said round of the federated machine learning training, the candidate set of clients being from the respective sets of clients and further being selected based on a round robin approach, or based at least on one of a data distribution of each client of the candidate set or a determination that a global model of the machine learning training at the edge computing node has reached a minimum accuracy threshold; causing the global model to be sent to the candidate set of clients; and processing information on updated model weights for the federated machine learning training, the information being from clients of the candidate set of clients; and updating the global model based on processing the information.

[0569] Example EM2 includes the subject matter of Example EM1, and optionally, wherein the compute capabilities include a compute rate and the communication capabilities include one of an uplink communication time to the edge computing node or an uplink communication time and a downlink communication time with the edge computing node.

[0570] Example EM3 includes the subject matter of any one of Examples EM1-EM2, and optionally, wherein the method further includes causing transmission of a client capability request to the available clients prior to grouping, and processing client capability reports from the available clients on the compute capabilities and the communication capabilities of each of the available clients, the client capability reports sent in response to the client capability request, processing client capability reports including computing a total upload time for the
available clients.

[0571] Example EM4 includes the subject matter of Example EM3, wherein the client capability reports further include information on a number of training examples at each of the available clients.

[0572] Example EM5 includes the subject matter of any one of Examples EM3-EM4, and optionally, further including maintaining a time since a last processing of the information from the available clients, causing transmission of a client capability update request to the available clients based on the time since the last processing prior to a next grouping, and processing updated client capability reports from the available clients in response to the update request on the compute capabilities and the communication capabilities of each of the available clients, processing client capability reports including computing a total updated upload time for the available clients.

[0573] Example EM6 includes the subject matter of any one of Examples EM3-EM4, wherein the client capability reports from the available clients are one-time client capability reports, the method further including estimating current client capabilities of the available clients based on the client capability reports.

[0574] Example EM7 includes the subject matter of any one of Examples EM1-EM6, wherein selecting a candidate set of clients is based on a determination as to whether the data distribution of each client of the candidate set shows non-independent and identically distributed data (non-i.i.d.).

[0575] Example EM8 includes the subject matter of any one of Examples EM1-EM7, and/or some example(s) herein, and optionally, wherein the edge computing node is a server, such as a MEC server.

[0576] Example EAA1 includes an apparatus of an edge computing node to be operated in an edge computing network, the apparatus including an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to perform rounds of federated machine learning training including: processing a capability request from a second edge computing node of the edge computing network; generating a capability report on compute capabilities and communication capabilities of the edge computing node in response to the capability request; causing transmission of the capability report to the server; after causing transmission, processing information on a global model from the second edge computing node to initialize training parameters of a federated machine learning training round with the second edge computing node; and reporting updated model weights.
based on the global model for the federated machine learning training round.

[0577] Example EAA2 includes the subject matter of Example EAA1, and optionally, wherein the compute capabilities include a compute rate and the communication capabilities include one of an uplink communication time to the second edge computing node or both an uplink communication time and a downlink communication time with the second edge computing node.

[0578] Example EAA3 includes the subject matter of any one of Examples EAA1-EAA2, and optionally, wherein the capability report further includes information on a number of training examples at the client.

[0579] Example EAA4 includes the subject matter of any one of Examples EAA1-EAA3, the processor further to: process a capability update request from the server; and generate an updated capability report in response to the update request on the compute capabilities and the communication capabilities of the first edge computing node.

[0580] Example EAA5 includes the subject matter of any one of Examples EAA1-EAA4, the process further to determine the updated model weights using a gradient-based approach.

[0581] Example EAA6 includes the subject matter of any one of Examples EAA1-EAA5, and optionally, wherein a data distribution of the first edge computing node corresponds to a non-independent and identically distributed (non-i.i.d.) data distribution.

[0582] Example EAA7 includes the subject matter of any one of Examples EAA1-EAA6, and optionally, wherein the first edge computing node is a client, and the second edge computing node is a server such as a MEC server.

[0583] Example EMM1 includes a method to be performed at an apparatus of a first edge computing node in an edge computing network, the method including performing a round of a federated machine learning training within the edge computing network including: processing a capability request from a second edge computing node of the edge computing network; generating a capability report on compute capabilities and communication capabilities of the edge computing node in response to the capability request; causing transmission of the capability report to the server; after causing transmission, processing information on a global model from the second edge computing node to initialize training parameters of a federated machine learning training round with the second edge computing node; and reporting updated model weights based on the global model for the federated machine learning training round.

[0584] Example EMM2 includes the subject matter of Example EMM1, and optionally, wherein the compute capabilities include a compute rate and the communication capabilities
include an uplink communication time to the second edge computing node.

[0585] Example EMM3 includes the subject matter of any one of Examples EMM1—EMM2, and optionally, wherein the capability report further includes information on a number of training examples at the client.

[0586] Example EMM4 includes the subject matter of any one of Examples EMM1-EMM3, further including: processing a capability update request from the server; and generating an updated capability report in response to the update request on the compute capabilities and the communication capabilities of the first edge computing node.

[0587] Example EMM5 includes the subject matter of any one of Examples EMM1-EMM4, further including determining the updated model weights using a gradient-based approach.

[0588] Example EMM6 includes the subject matter of any one of Examples EMM1-EMM5, and optionally, wherein a data distribution of the first edge computing node corresponds to a non-independent and identically distributed (non-i.i.d.) data distribution.

[0589] Example EMM7 includes the subject matter of any one of Examples EMM1-EMM6, and optionally, wherein the first edge computing node is a client, and the second edge computing node is a server such as a MEC server.

[0590] Example FA1 includes an apparatus of an edge computing node to be operated in an edge computing network, the apparatus including an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to perform rounds of federated machine learning training including: processing capability reports from a plurality of clients of the edge computing network, the reports including at least one of information based on training losses of respective ones of said clients for an epoch of the training, or information based on gradients of respective ones of said clients with respect to a pre-activation output of respective ones of said clients; rank ordering the clients based on one of their training losses or their gradients; selecting a candidate set of clients from the plurality of clients for a next epoch of the federated machine learning training, selecting the candidate set including selecting a number of clients with highest training losses or highest gradients as the candidate set; causing an updated global model to be sent to the candidate set of clients for the next epoch; and performing the federated machine learning training on the candidate set of clients.

[0591] Example FA2 includes the subject matter of FA1, the processor to further, prior to processing the capability reports, cause dissemination, to the plurality of clients of the edge
computing network, of a global model corresponding to an epoch of a federated machine learning training.

[0592] Example FA3 includes the subject matter of FA1-FA2, and optionally, wherein selecting a number of clients with highest training losses or highest gradients as the candidate set includes selecting a first number of clients with highest training losses or highest gradients as an intermediate set, and selecting a second number of clients from the intermediate set based on respective upload times of the first number of clients, the second number of clients corresponding to the candidate set.

[0593] Example FA4 includes the subject matter of any one of Examples FA1-FA3, and optionally, wherein the capability reports further include compute rates uplink communication times.

[0594] Example FA5 includes the subject matter of any one of Examples FA1-FA4, the processor to further cause transmission of a capability request to the available clients.

[0595] Example FA6 includes the subject matter of any one of Examples FA1-FA5, and optionally, wherein the capability reports further include information on a number of training examples at each of the available clients.

[0596] Example FA7 includes the subject matter of any one of Examples FA1-FA6, the processor to further maintain a time since a last processing of the information from the available clients, cause transmission of a capability update request to the available clients based on the time since the last processing prior to a next grouping, and process updated capability reports from the available clients in response to the update request on the compute capabilities and the communication capabilities of each of the available clients, processing capability reports including computing a total updated upload time for the available clients.

[0597] Example FA8 includes the subject matter of any one of Examples FA1-FA7, and optionally, wherein the capability reports from the available clients are one-time capability reports, the processor to further estimate current client capabilities of the available clients based on the capability reports.

[0598] Example FA9 includes the subject matter of any one of Examples FA1-FA8, and optionally, wherein selecting a candidate set of clients is based on a determination as to whether the data distribution of each client of the candidate set shows non-independent and identically distributed data (non-i.i.d.).

[0599] Example FA10 includes the subject matter of any one of Examples FA1-FA9, the processor to further select a candidate set of clients from the plurality of clients for one or more
epochs subsequent to said next epoch based on the training losses.

[0600] Example FA11 includes the subject matter of any one of Examples FA1-FA10, and optionally, wherein the edge computing node includes a server, such as a MEC server.

[0601] Example FM1 includes a method to perform federated machine learning training at an apparatus of an edge computing node to be operated in an edge computing network, the method including: processing capability reports from a plurality of clients of the edge computing network, the reports including at least one of information based on training losses of respective ones of said clients for an epoch of the training, or information based on gradients of respective ones of said clients with respect to a pre-activation output of respective ones of said clients; rank ordering the clients based on one of their training losses or their gradients; selecting a candidate set of clients from the plurality of clients for a next epoch of the federated machine learning training, selecting the candidate set including selecting a number of clients with highest training losses or highest gradients as the candidate set; causing an updated global model to be sent to the candidate set of clients for the next epoch; and performing the federated machine learning training on the candidate set of clients.

[0602] Example FM2 includes the subject matter of Example FM1, further including, prior to processing the capability reports, causing dissemination, to the plurality of clients of the edge computing network, of a global model corresponding to an epoch of a federated machine learning training.

[0603] Example FM3 includes the subject matter of any one of Examples FM1-FM2, and optionally, wherein selecting a number of clients with highest training losses or highest gradients as the candidate set includes selecting a first number of clients with highest training losses or highest gradients as an intermediate set, and selecting a second number of clients from the intermediate set based on respective upload times of the first number of clients, the second number of clients corresponding to the candidate set.

[0604] Example FM4 includes the subject matter of any one of Examples FM1-FM3, and optionally, wherein the capability reports further include compute rates uplink communication times.

[0605] Example FM5 includes the subject matter of any one of Examples FM1-FM4, and optionally, wherein the method further includes causing transmission of a capability request to the available clients.

[0606] Example FM6 includes the subject matter of any one of Examples FM1-FM5, and optionally, wherein the capability reports further include information on a number of training
examples at each of the available clients.

[0607] Example FM7 includes the subject matter of any one of Examples FM1-FM6, further including maintaining a time since a last processing of the information from the available clients, causing transmission of a capability update request to the available clients based on the time since the last processing prior to a next grouping, and processing updated capability reports from the available clients in response to the update request on the compute capabilities and the communication capabilities of each of the available clients, processing capability reports including computing a total updated upload time for the available clients.

[0608] Example FM8 includes the subject matter of any one of Examples FM1-FM7, and optionally, wherein the capability reports from the available clients are one-time capability reports, the method further including estimating current client capabilities of the available clients based on the capability reports.

[0609] Example FM9 includes the subject matter of any one of Examples FM1-FM8, and optionally, wherein selecting a candidate set of clients is based on a determination as to whether the data distribution of each client of the candidate set shows non-independent and identically distributed data (non-i.i.d.).

[0610] Example FM10 includes the subject matter of any one of Examples FM1-FM9, further including selecting a candidate set of clients from the plurality of clients for one or more epochs subsequent to said next epoch based on the training losses.

[0611] Example FM11 includes the subject matter of any one of Examples FM1-FM10, and optionally, wherein the edge computing node includes a server, such as a MEC server.

[0612] Example FAA1 includes an apparatus of a first edge computing node to be operated in an edge computing network, including an interconnect interface to connect to one or more components of the edge computing node, and a processor to: encode, for transmission to a second edge computing node of the edge computing network, a capability report, the second edge computing node to perform rounds of federated machine learning training, the report including at least one of information based on a training loss of the first edge computing node for an epoch of the training, or information based on a gradient of the first edge computing node with respect to a pre-activation output of the first edge computing node; cause transmission of the capability report, and for a next epoch of the federated machine learning training, decode an updated global model from the second edge computing node.

[0613] Example FAA2 includes the subject matter of Example FAA1, the processor to further, prior to causing transmission of the capability report, decode a global model
corresponding to an epoch of the federated machine learning training.

[0614] Example FAA3 includes the subject matter of any one of Examples FAA1-FAA2, wherein the capability report further includes a compute rate, and at least one of an uplink communication time or a downlink communication time for communication with the second edge computing node.

[0615] Example FAA4 includes the subject matter of any one of Examples FAA1-FAA3, the processor to decode a capability request from the second edge computing node prior to encoding the capability report.

[0616] Example FAA5 includes the subject matter of any one of Examples FAA1-FAA4, wherein the capability report further includes information on a number of training examples at the first edge computing node.

[0617] Example FAA6 includes the subject matter of any one of Examples FAA1-FAA5, the processor to further: decode a capability update request from the second edge computing node; encode for transmission to the second edge computing node an updated capability report in response to the update request, the updated capability report including information on compute capabilities and communication capabilities of the first edge computing node; and cause transmission of the updated capability report to the second edge computing node.

[0618] Example FAA7 includes the subject matter of any one of Examples FA1-FA10, wherein the first edge computing node includes a mobile client computing node.

[0619] Example FMM1 includes a method to be performed at an apparatus of a first edge computing node in an edge computing network, including: encoding, for transmission to a second edge computing node of the edge computing network, a capability report, the second edge computing node to perform rounds of federated machine learning training, the report including at least one of information based on a training loss of the first edge computing node for an epoch of the training, or information based on a gradient of the first edge computing node with respect to a pre-activation output of the first edge computing node; causing transmission of the capability report; and for a next epoch of the federated machine learning training, decoding an updated global model from the second edge computing node.

[0620] Example FMM2 includes the subject matter of Example FMM1, including, prior to causing transmission of the capability report, decoding a global model corresponding to an epoch of the federated machine learning training.

[0621] Example FMM3 includes the subject matter of any one of Examples FMM1-FMM2, wherein the capability report further includes a compute rate, and at least one of an uplink
communication time or a downlink communication time for communication with the second edge computing node.

[0622] Example FMM4 includes the subject matter of any one of Examples FMM1-FMM3, further including decoding a capability request from the second edge computing node prior to encoding the capability report.

[0623] Example FMM5 includes the subject matter of any one of Examples FMM1-FMM4, wherein the capability report further includes information on a number of training examples at the first edge computing node.

[0624] Example FMM6 includes the subject matter of any one of Examples FMM1-FMM5, further including: decoding a capability update request from the second edge computing node; encoding for transmission to the second edge computing node an updated capability report in response to the update request, the updated capability report including information on compute capabilities and communication capabilities of the first edge computing node; and causing transmission of the updated capability report to the second edge computing node.

[0625] Example FMM7 includes the subject matter of any one of Examples FA1-FA10, wherein the first edge computing node includes a mobile client computing node.

[0626] Example GA1 includes an apparatus of an edge computing node to be operated in an edge computing network, the apparatus including an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to perform rounds of federated machine learning training including: causing dissemination, to a plurality of clients of the edge computing network, of a target data distribution at the edge computing node for federated machine learning training; processing client reports from the clients, each of the respective reports being based on a divergence between a local data distribution of a respective one of the clients and the target data distribution; assigning a respective weight to each respective divergence based on a size of the divergence, with higher divergences having higher weights; selecting a candidate set of clients from the plurality of clients for an epoch of the federated machine learning training, selecting the candidate set including using a round robin approach based on the weights; causing a global model to be sent to the candidate set of clients; and performing the federated machine learning training on the candidate set of clients.

[0627] Example GA2 includes the subject matter of Example GA1, and optionally, wherein the divergence corresponding to each client is based on one of a Kullback-Leibler divergence
or a distance of the probability distributions between a local data distribution of said each client and the target data distribution.

Example GA3 includes the subject matter of any one of Examples GA1-GA2, and optionally, wherein selecting a candidate set of clients is based on a determination as to whether the data distribution of each client of the candidate set shows non-independent and identically distributed data (non-i.i.d.).

Example GA4 includes the subject matter of any one of Examples GA1-GA3, and optionally, wherein the edge computing node is a server such as a MEC server.

Example GAA1 includes an apparatus of an edge computing node to be operated in an edge computing network, the apparatus including an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to, for each global epoch of a federated machine learning training within the edge computing network: cause dissemination, to a plurality of clients of the edge computing network, of a global model; process weighted loss information from each of the clients; determine a probability distribution q for each of the clients based on the weighted loss information from corresponding ones of said each of the clients, and optionally, wherein q is further based on an amount of data at said each of the clients, and a weight matrix for the federated machine learning training for said each of the clients for the global epoch; select a candidate set of clients from the plurality of clients for a next global epoch of the federated machine learning training, selecting the candidate set including selecting a number of clients with highest probability distribution q as the candidate set; processing, from each of the clients, for each local epoch of the global epoch, a local weight update $w_{k,t+e} = w_{k,t+e-1} - \eta * g_{k,t+e} * p_k / q_k$, where $w_{k,t+e}$ corresponds to a weight update of client $k$ at global epoch $t$ and local epoch $e$, $\eta$ is a learning rate, $g_{k,t+e}$ corresponds to a gradient estimate for client $k$ at global epoch $t$ and local epoch $e$, $p_k$ corresponds to an original sampling distribution of client $k$, and $q$ is the probability distribution for client $k$; and determining a global weight based on local weight updates from each of the clients.

Example GAA2 includes the subject matter of Example GAA1, further including processing capability reports from the clients, the reports including at least one of communication time or compute time for the epoch, and determining update times for each of the clients based on respective ones of the reports.

Example GAA3 includes the subject matter of any one of Examples GAA1-GAA2, and optionally, wherein the edge computing node includes a server, such as a MEC server.
Example GM1 includes method to be performed at an apparatus of an edge computing node in an edge computing network, the method including performing rounds of federated machine learning training including: causing dissemination, to a plurality of clients of the edge computing network, of a target data distribution at the edge computing node for federated machine learning training; processing client reports from the clients, each of the respective reports being based on a divergence between a local data distribution of a respective one of the clients and the target data distribution; assigning a respective weight to each respective divergence based on a size of the divergence, with higher divergences having higher weights; selecting a candidate set of clients from the plurality of clients for an epoch of the federated machine learning training, selecting the candidate set including using a round robin approach based on the weights; causing a global model to be sent to the candidate set of clients; and performing the federated machine learning training on the candidate set of clients.

Example GM2 includes the subject matter of Example GM1, and optionally, wherein the divergence corresponding to each client is based on one of a Kullback-Leibler divergence or a distance of the probability distributions between a local data distribution of said each client and the target data distribution.

Example GM3 includes the subject matter of any one of Examples GM1-GM2, and optionally, wherein selecting a candidate set of clients is based on a determination as to whether the data distribution of each client of the candidate set shows non-independent and identically distributed data (non-i.i.d.).

Example GM4 includes the subject matter of any one of Examples GM1-GM2, and optionally, wherein the edge computing node is a server such as a MEC server.

Example GMM1 includes a method to be performed at an apparatus of an edge computing node to be operated in an edge computing network, the method including, for each global epoch of a federated machine learning training within the edge computing network: causing dissemination, to a plurality of clients of the edge computing network, of a global model; processing weighted loss information from each of the clients; determining a probability distribution \( q \) for each of the clients based on the weighted loss information from corresponding ones of said each of the clients, and optionally, wherein \( q \) is further based on an amount of data at said each of the clients, and a weight matrix for the federated machine learning training for said each of the clients for the global epoch; selecting a candidate set of clients from the plurality of clients for a next global epoch of the federated machine learning training, selecting the candidate set including selecting a number of clients with highest
probability distribution $q$ as the candidate set; processing, from each of the clients, for each local epoch of the global epoch, a local weight update $w_{k,t+e} = w_{k,t+e-1} - \eta \cdot g_{k,t+e} \cdot p_k / q_k$, where $w_{k,t+e}$ corresponds to a weight update of client $k$ at global epoch $t$ and local epoch $e$, $\eta$ is a learning rate, $g_{k,t+e}$ corresponds to a gradient estimate for client $k$ at global epoch $t$ and local epoch $e$, $p_k$ corresponds to an original sampling distribution of client $k$, and $q$ is the probability distribution for client $k$; and determining a global weight based on local weight updates from each of the clients.

Example GMM2 includes the subject matter of Example GMM1, further including processing capability reports from the clients, the reports including at least one of communication time or compute time for the epoch, and determining update times for each of the clients based on respective ones of the reports.

Example GMM3 includes the subject matter of any one of Examples GMM1-GMM2, and optionally, wherein the edge computing node includes a server, such as a MEC server.

Example GAAA1 includes the subject matter of An apparatus of a first edge computing node to be operated in an edge computing network, the apparatus including an interconnect interface to connect the apparatus to one or more components of the first edge computing node, and a processor to: decode a first message from a second edge computing node, the first message including information on a target data distribution for federated machine learning training; determine the target data distribution from the first message; encode a client report for transmission to the second edge computing node based on a divergence between a local data distribution of the first edge computing node and the target data distribution; cause transmission of the client report to the second computing node; decode a second message from the second edge computing node, the second message including information on a global model for the federated machine learning training; and update a local gradient at the first edge computing node based on the global model.

Example GAAA2 includes the subject matter of Example GAAA1, wherein a data distribution at the apparatus corresponds to non-independent and identically distributed data (non-i.i.d.).

Example GAAA3 includes the subject matter of any one of Examples GAAA1-GAAA2, wherein the first edge computing node is a mobile client computing node.

Example GAAAA1 includes an apparatus of a first edge computing node to be operated in an edge computing network, the apparatus including an interconnect interface to
connect the apparatus to one or more components of the first edge computing node, and a processor to: decode a message from a second edge computing node including information on a global model associated with each global epoch of a federated machine learning training performed by a second edge computing node in the edge computing network; encode weighted loss information for transmission to the second edge computing node; cause transmission of the weighted loss information to the second edge computing node; encode for transmission to the second edge computing node a local weight update \( w_{k,t+e} = w_{k,t+e-1} - \eta * g_{k,t+e} \frac{p_k}{q_k} \), where \( w_{k,t+e} \) corresponds to a weight update of the first edge computing node at global epoch \( t \) and local epoch \( e \), \( \eta \) is a learning rate, \( g_{k,t+e} \) corresponds to a gradient estimate for the first edge computing node at global epoch \( t \) and local epoch \( e \), \( p_k \) corresponds to an original sampling distribution of the first edge computing node, and \( q \) is the probability distribution for the first edge computing node; and cause transmission of the local weight update to the second edge computing node.

[0644] Example GAAAA2 includes the subject matter of Example GAAAA1, further including encoding for transmission to the second client computing node a capability report, the report including at least one of communication time or compute time for the local epoch.

[0645] Example GAAAA3 includes the subject matter of any one of Examples GAAAA1-GAAAA2, wherein first the edge computing node is a mobile client computing node.

[0646] Example GMMMM1 includes a method to be performed at an apparatus of a first edge computing node in an edge computing network, the method including: decoding a first message from a second edge computing node, the first message including information on a target data distribution for federated machine learning training; determining the target data distribution from the first message; encoding a client report for transmission to the second edge computing node based on a divergence between a local data distribution of the first edge computing node and the target data distribution; causing transmission of the client report to the second computing node; decoding a second message from the second edge computing node, the second message including information on a global model for the federated machine learning training; and updating a local gradient at the first edge computing node based on the global model.

[0647] Example GMMMM2 includes the subject matter of Example GMMMM1, wherein a data distribution at the apparatus corresponds to non-independent and identically distributed data (non-i.i.d.).

[0648] Example GMMMM3 includes the subject matter of any one of Examples GMMMM1-
GMM2, wherein the first edge computing node is a mobile client computing node.

Example GMM1 includes a method to be performed at an apparatus of a first edge computing node in an edge computing network, the method including: decoding a message from a second edge computing node including information on a global model associated with each global epoch of a federated machine learning training performed by a second edge computing node in the edge computing network; encoding weighted loss information for transmission to the second edge computing node; causing transmission of the weighted loss information to the second edge computing node; encoding for transmission to the second edge computing node a local weight update \( w_{k,t+e} = w_{k,t+e-1} - \eta \cdot g_{k,t+e} \cdot p_k / q_k \), where \( w_{k,t+e} \) corresponds to a weight update of the first edge computing node at global epoch \( t \) and local epoch \( e \), \( \eta \) is a learning rate, \( g_{k,t+e} \) corresponds to a gradient estimate for the first edge computing node at global epoch \( t \) and local epoch \( e \), \( p_k \) corresponds to an original sampling distribution of the first edge computing node, and \( q \) is the probability distribution for the first edge computing node; and

causing transmission of the local weight update to the second edge computing node.

Example GMM2 includes the subject matter of the Example GMM1, further including encoding for transmission to the second client computing node a capability report, the report including at least one of communication time or compute time for the local epoch.

Example GMM3 includes the subject matter of any one of Examples GMM1-GMM2, wherein the first edge computing node is a mobile client computing node.

Example HM1 includes a method to be performed at an apparatus of central server node in an edge computing environment to provide for coded federated learning (CFL) of a global machine learning (ML) model, the method comprising: obtaining, from each of a set of client computing nodes of the edge computing environment, a maximum coding redundancy value for the CFL; determining a coding redundancy value based on the maximum coding redundancy values received from the edge computing devices; determining an epoch time and a number of data points to be processed at each edge computing device during each coded federated learning epoch based on the selected coding redundancy value; and transmitting the determined coding redundancy value, epoch time, and number of data points to be processed at each edge computing device to the set of edge computing devices.

Example HM2 includes the subject matter of Example HM1 and/or other Example(s)
herein and, optionally, wherein determining the coding redundancy value comprises selecting a minimum value of the set of maximum coding redundancy values received from the edge computing devices.

[0655] Example HM3 includes the subject matter of Example HM1 and/or other Example(s) herein and, optionally, wherein determining the coding redundancy value comprises selecting a maximum value of the set of maximum coding redundancy values received from the edge computing devices.

[0656] Example HM4 includes the subject matter of any one of Examples HM1-HM3 and/or other Example(s) herein and, optionally, further comprising: receiving one or more coded data sets based on the transmitted determined epoch time and number of data points to be processed at each edge computing device, the coded data sets based on raw data sets of the edge computing devices; determining a gradient update to a global machine learning model based on the coded data sets; and updating the global ML model based on the gradient update.

[0657] Example HM5 includes the subject matter of Example HM4 and/or other Example(s) herein and, optionally, wherein the one or more coded data sets includes coded data sets obtained from the edge computing devices.

[0658] Example HM6 includes the subject matter of Example HM4 and/or other Example(s) herein and, optionally, wherein the one or more coded data sets includes a coded data set received from a trusted server of the edge computing environment.

[0659] Example HM7 includes the subject matter of any one of Examples HM4-HM6 and/or other Example(s) herein and, optionally, further comprising receiving gradient updates to the global ML model from the edge computing devices, wherein updating the global model is further based on the gradient updates received from the edge computing devices.

[0660] Example HA1 includes an apparatus of an edge computing node, the apparatus comprising an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to: obtain, from each of a set of client computing nodes of the edge computing environment, a maximum coding redundancy value for a coded federated learning (CFL) cycle to be performed on a global machine learning (ML) model; determine a coding redundancy value based on the maximum coding redundancy values received from the edge computing devices; determine an epoch time and a number of data points to be processed at each edge computing device during each epoch of the CFL cycle based on the selected coding redundancy value; and cause the determined coding redundancy value, epoch time, and number of data points to be processed at each edge computing device to
be transmitted to the set of edge computing devices.

Example HA2 includes the subject matter of Example HA1 and/or other Example(s) herein and, optionally, wherein the processor is to determine the coding redundancy value by selecting a minimum value of the set of maximum coding redundancy values received from the edge computing devices.

Example HA3 includes the subject matter of Example HA1 and/or other Example(s) herein and, optionally, wherein the processor is to determine the coding redundancy value by selecting a maximum value of the set of maximum coding redundancy values received from the edge computing devices.

Example HA4 includes the subject matter of any one of Examples HA1-HA3 and/or other Example(s) herein and, optionally, wherein the processor is further to: access one or more coded data sets based on the transmitted determined epoch time and number of data points to be processed at each edge computing device, the coded data sets based on raw data sets of the edge computing devices; determine a gradient update to a global machine learning model based on the coded data sets; and update the global ML model based on the gradient update.

Example HA5 includes the subject matter of Example HA4 and/or other Example(s) herein and, optionally, wherein the one or more coded data sets includes coded data sets obtained from the edge computing devices.

Example HA6 includes the subject matter of Example HA4 and/or other Example(s) herein and, optionally, wherein the one or more coded data sets includes a coded data set received from a trusted server of the edge computing environment.

Example HA7 includes the subject matter of Example HA4-HA6 and/or other Example(s) herein and, optionally wherein the processor is further to access gradient updates to the global ML model obtained from the edge computing devices, and update the global model based on the gradient updates received from the edge computing devices.

Example HA8 includes the subject matter of any one of Examples HA1-HA7 and/or other Example(s) herein and, optionally, wherein the apparatus further comprises a transceiver to provide wireless communication between the apparatus and other edge computing nodes of a wireless edge network.

Example HMM1 includes a method to be performed at an apparatus of client computing node in an edge computing environment to provide for coded federated learning (CFL) of a global machine learning (ML) model, the method comprising: determining a
maximum coding redundancy value for the client computing node; transmitting the maximum coding redundancy value to a central server of the edge computing environment; receiving, from the central server based on transmitting the maximum coding redundancy value, a coding redundancy value for performing the CFL, an epoch time, and a number of data points to be processed in each CFL epoch; determining a differential privacy parameter based on the received coding redundancy value, an epoch time, and a number of data points to be processed; generating a coded data set from a raw data set of the edge computing device based on the determined differential privacy parameter; and transmitting the coded data set to the central server.

[0669] Example HMM2 includes the subject matter of Example HMM1 and/or other Example(s) herein and, optionally, wherein transmitting the coded data set to the central server comprises transmitting the coded data set directly to the central server.

[0670] Example HMM3 includes the subject matter of Example HMM1 and/or other Example(s) herein and, optionally, wherein transmitting the coded data set to the central server comprises transmitting the coded data set to a trusted server of the edge computing environment.

[0671] Example HMM4 includes the subject matter of any one of Examples HMM1-HMM3 and/or other Example(s) herein and, optionally, wherein generating the coded data set from the raw data set comprises: generating a coding matrix based on a distribution; and generating a weighting matrix; wherein the coded data set is based on multiplying a matrix representing the raw data set with the coding matrix and the weighting matrix.

[0672] Example HMM5 includes the subject matter of any one of Examples HMM1-HMM4 and/or other Example(s) herein and, optionally, wherein generating the coded data set from the raw data set comprises deleting a portion of the raw data set before generating the coded data set.

[0673] Example HMM6 includes the subject matter of any one of Examples HMM1-HMM4 and/or other Example(s) herein and, optionally, wherein generating the coded data set from the raw data set comprises deleting a portion of the coded data set after generation.

[0674] Example HMM7 includes the subject matter of any one of Examples HMM1-HMM4 and/or other Example(s) herein and, optionally, wherein generating the coded data set from the raw data set comprises injecting noise into the raw data set before generating the coded data set.

[0675] Example HMM8 includes the subject matter of any one of Examples HMM1-HMM4
and/or other Example(s) herein and, optionally, wherein generating the coded data set from the raw data set comprises injecting noise into the coded data set after generation.

[0676] Example HMM9 includes the subject matter of any one of Examples HMM7-HMM8 and/or other Example(s) herein and, optionally, wherein the injected noise is based on a noise matrix received from a trusted server of the edge computing network.

[0677] Example HMM10 includes the subject matter of any one of Examples HMM7-HMM8 and/or other Example(s) herein and, optionally, wherein the injected noise is based on a coded privacy budget, the coded privacy budget determined from an overall privacy budget obtained from the central server.

[0678] Example HMM11 includes the subject matter of any one of Examples HMM1-HMM10 and/or other Example(s) herein and, optionally, The method of any one of claims [0668]-[0677][0679], further comprising: determining a gradient update to a global machine learning model based on the raw data set; and transmitting the gradient update to the central server.

[0679] Example HMM12 includes the subject matter of Example HMM11 and/or other Example(s) herein and, optionally, further comprising injecting noise into the gradient update, wherein the noise injected to the raw data set is based on an uncoded privacy budget determined from an overall privacy budget obtained from the central server.

[0680] Example HAA1 includes an apparatus of an edge computing node, the apparatus comprising an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to: determine a maximum coding redundancy value for the client computing node; cause the maximum coding redundancy value to be transmitted to a central server of an edge computing environment; obtain, from the central server based on transmitting the maximum coding redundancy value, a coding redundancy value for performing the CFL, an epoch time, and a number of data points to be processed in each CFL epoch; determine a differential privacy parameter based on the received coding redundancy value, an epoch time, and a number of data points to be processed; generate a coded data set from a raw data set of the edge computing device based on the determined differential privacy parameter; and cause the coded data set to be transmitted to the central server.

[0681] Example HAA2 includes the subject matter of Example HAA1 and/or other Example(s) herein and, optionally, wherein the processor is to cause the coded data set to be directly transmitted to the central server.

[0682] Example HAA3 includes the subject matter of Example HAA1 and/or other
Example(s) herein and, optionally, wherein the processor is to cause the coded data set to be transmitted to a trusted server of the edge computing environment.

[0683] Example HAA4 includes the subject matter of any one of Examples HAA1-HAA3 and/or other Example(s) herein and, optionally, wherein the processor is to generate the coded data set from the raw data set by: generating a coding matrix based on a distribution; generating a weighting matrix; and multiplying a matrix representing the raw data set with the coding matrix and the weighting matrix.

[0684] Example HAA5 includes the subject matter of any one of Examples HAA1-HAA4 and/or other Example(s) herein and, optionally, wherein the processor is to generate the coded data set from the raw data set by deleting a portion of the raw data set before generating the coded data set.

[0685] Example HAA6 includes the subject matter of any one of Examples HAA1-HAA4 and/or other Example(s) herein and, optionally, wherein the processor is to generate the coded data set from the raw data set by deleting a portion of the coded data set after generation.

[0686] Example HAA7 includes the subject matter of any one of Examples HAA1-HAA4 and/or other Example(s) herein and, optionally, wherein the processor is to generate the coded data set from the raw data set by injecting noise into the raw data set before generating the coded data set.

[0687] Example HAA8 includes the subject matter of any one of Examples HAA1-HAA4 and/or other Example(s) herein and, optionally, wherein the processor is to generate the coded data set from the raw data set by injecting noise into the coded data set after generation.

[0688] Example HAA9 includes the subject matter of any one of Examples HAA7-HAA8 and/or other Example(s) herein and, optionally, wherein the processor is to inject a noise matrix received from a trusted server of the edge computing network.

[0689] Example HAA10 includes the subject matter of any one of Examples HAA7-HAA8 and/or other Example(s) herein and, optionally, wherein the processor is to inject a noise matrix that is based on a coded privacy budget, the coded privacy budget determined from an overall privacy budget obtained from the central server.

[0690] Example HAA11 includes the subject matter of any one of Examples HAA1-HAA10 and/or other Example(s) herein and, optionally, wherein the processor is further to: determining a gradient update to a global machine learning model based on the raw data set; and transmitting the gradient update to the central server.

[0691] Example HAA12 includes the subject matter of Example HAA11 and/or other
Example(s) herein and, optionally, wherein the processor is further to inject noise into the gradient update, wherein the noise injected to the raw data set is based on an uncoded privacy budget determined from an overall privacy budget obtained from the central server.

[0692] Example HAA13 includes the subject matter of any one of Examples HAA1-HAA12 and/or other Example(s) herein and, optionally, wherein the apparatus further comprises a transceiver to provide wireless communication between the apparatus and other edge computing nodes of a wireless edge network.

[0693] Example HMMS1 includes a method comprising: receiving, at a trusted server of an edge computing environment, raw data sets from each of a plurality of client computing nodes of the edge computing environment; generating a coded data set based on the raw data sets; transmitting the coded data set to a central server of the edge computing environment for use in a coded federated learning epoch.

[0694] Example HMMS2 includes the subject matter of Example HMMS1 and/or other Example(s) herein and, optionally, wherein generating the coded data set based on the raw data set comprises: generating a coding matrix based on a distribution; and generating a weighting matrix; wherein the coded data set is based on multiplying a matrix representing the raw data set with the coding matrix and the weighting matrix.

[0695] Example HMMS3 includes the subject matter of Example HMMS1 or HMMS2 and/or other Example(s) herein and, optionally, wherein generating the coded data set from the raw data set comprises deleting a portion of the raw data set before generating the coded data set.

[0696] Example HMMS4 includes the subject matter of Example HMMS1 or HMMS2 and/or other Example(s) herein and, optionally, wherein generating the coded data set from the raw data set comprises deleting a portion of the coded data set after generation.

[0697] Example HMMS5 includes the subject matter of Example HMMS1 or HMMS2 and/or other Example(s) herein and, optionally, wherein generating the coded data set from the raw data set comprises injecting noise into the raw data set before generating the coded data set.

[0698] Example HMMS6 includes the subject matter of Example HMMS1 or HMMS2 and/or other Example(s) herein and, optionally, wherein generating the coded data set from the raw data set comprises injecting noise into the coded data set after generation.

[0699] Example HMMS7 includes the subject matter of any one of Examples HMMS1-HMMS6 and/or other Example(s) herein and, optionally, wherein the raw data sets received
from the client computing nodes are encrypted, and the method further comprises decrypting the raw data sets before generating the coded data set.

[0700] Example HAAA1 includes an apparatus of an edge computing node, the apparatus comprising an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to: obtain raw data sets from each of a plurality of client computing nodes of the edge computing environment; generating a coded data set based on the raw data sets; transmitting the coded data set to a central server of the edge computing environment for use in a coded federated learning epoch.

[0701] Example HAAA2 includes the subject matter of Example HAAA1 and/or other Example(s) herein and, optionally, wherein the processor is to generate the coded data set based on the raw data set by: generating a coding matrix based on a distribution; generating a weighting matrix; and multiplying a matrix representing the raw data set with the coding matrix and the weighting matrix.

[0702] Example HAAA3 includes the subject matter of Example HAAA1 or HAAA2 and/or other Example(s) herein and, optionally, wherein the processor is to generate the coded data set from the raw data set by deleting a portion of the raw data set before generating the coded data set.

[0703] Example HAAA4 includes the subject matter of Example HAAA1 or HAAA2 and/or other Example(s) herein and, optionally, wherein the processor is to generate the coded data set from the raw data set by deleting a portion of the coded data set after generation.

[0704] Example HAAA5 includes the subject matter of Example HAAA1 or HAAA2 and/or other Example(s) herein and, optionally, wherein the processor is to generate the coded data set from the raw data set by injecting noise into the raw data set before generating the coded data set.

[0705] Example HAAA6 includes the subject matter of Example HAAA1 or HAAA2 and/or other Example(s) herein and, optionally, wherein the processor is to generate the coded data set from the raw data set comprises injecting noise into the coded data set after generation.

[0706] Example HAAA7 includes the subject matter of any one of Examples HAAA1-HAAA6 and/or other Example(s) herein and, optionally, wherein the raw data sets received from the client computing nodes are encrypted, and the processor is further to decrypt the raw data sets before generating the coded data set.

[0707] Example HAAA8 includes the subject matter of any one of Examples HAAA1-HAAA7 and/or other Example(s) herein and, optionally, wherein the apparatus further
comprises a transceiver to provide wireless communication between the apparatus and other edge computing nodes of a wireless edge network.

[0708] Example IM1 includes a method to be performed at an apparatus of a client computing node in an edge computing environment to provide for coded federated learning (CFL) of a global machine learning (ML) model, the method comprising: receiving, from a central server of an edge computing environment, a differential privacy guarantee for a CFL cycle and a global ML model on which to perform the CFL cycle; determining a coded privacy budget and an uncoded privacy budget based on the differential privacy guarantee; generating a coded data set from a raw data set of the client computing node based on the coded privacy budget; transmitting the coded data set to the central server; performing a CFL cycle on the global ML model, wherein performing the CFL cycle comprises: computing an update to the global ML model based on the raw data set and the uncoded privacy budget, and transmitting the update to the global ML model to the central server.

[0709] Example IM2 includes the subject matter of Example IM1 and/or other Example(s) herein and, optionally, wherein generating the coded data set comprises injecting noise into the coded data set.

[0710] Example IM3 includes the subject matter of Example IM2 and/or other Example(s) herein and, optionally, wherein injecting noise into the coded data set comprises adding a noise matrix to the coded data set, the noise matrix based on the coded privacy budget.

[0711] Example IM4 includes the subject matter of Example IM3 and/or other Example(s) herein and, optionally, wherein the noise matrix comprises values sampled independently from a zero mean Gaussian distribution.

[0712] Example IM5 includes the subject matter of Example IM1 and/or other Example(s) herein and, optionally, wherein computing the update to the global ML model comprises injecting noise into the update to the global ML model.

[0713] Example IM6 includes the subject matter of Example IM5 and/or other Example(s) herein and, optionally, wherein injecting noise into the update to the global ML model comprises adding a noise matrix to the update to the global ML model, the noise matrix based on the uncoded privacy budget.

[0714] Example IM7 includes the subject matter of Example IM6 and/or other Example(s) herein and, optionally, wherein the noise matrix comprises values sampled independently from a zero mean Gaussian distribution.

[0715] Example IM8 includes the subject matter of any one of Examples IM1-IM7 and/or
other Example(s) herein and, optionally, wherein generating the coded data set comprises generating a coding matrix based on a distribution, wherein the coded data set is based on multiplying a matrix representing the raw data set with the coding matrix.

[0716] Example IM9 includes the subject matter of Example IM8 and/or other Example(s) herein and, optionally, wherein the coding matrix is generated by sampling a standard normal distribution N(0, 1).

[0717] Example IM10 includes the subject matter of any one of Examples IM1-IM9 and/or other Example(s) herein and, optionally, wherein computing the update to the global ML model comprises computing a gradient to the global ML model via gradient descent.

[0718] Example IA1 includes an apparatus of an edge computing node, the apparatus comprising an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to: determine a coded privacy budget and an uncoded privacy budget based on a differential privacy guarantee for a coded federated learning (CFL) cycle and a global machine learning (ML) model on which to perform the CFL cycle; generate a coded data set from a raw data set of the edge computing node based on the coded privacy budget; cause the coded data set to be transmitted the central server; perform a CFL cycle on the global ML model, wherein the processor is to perform the CFL cycle by: computing an update to the global ML model based on the raw data set and the uncoded privacy budget; and transmitting the update to the global ML model to the central server.

[0719] Example IA2 includes the subject matter of Example IA1 and/or other Example(s) herein and, optionally, wherein the processor is further to inject noise into the coded data set.

[0720] Example IA3 includes the subject matter of Example IA2 and/or other Example(s) herein and, optionally, wherein the processor is to inject noise into the coded data set by adding a noise matrix to the coded data set, the noise matrix based on the coded privacy budget.

[0721] Example IA4 includes the subject matter of Example IA3 and/or other Example(s) herein and, optionally, wherein the processor is to generate the noise matrix by independently sampling a zero mean Gaussian distribution.

[0722] Example IA5 includes the subject matter of Example IA1 and/or other Example(s) herein and, optionally, wherein the processor is further to inject noise into the update to the global ML model.

[0723] Example IA6 includes the subject matter of Example IA5 and/or other Example(s) herein and, optionally, wherein the processor is to inject noise into the update to the global ML model by adding a noise matrix to the update to the global ML model, the noise matrix based
on the uncoded privacy budget.

[0724] Example IA7 includes the subject matter of Example IA6 and/or other Example(s) herein and, optionally, wherein the processor is to generate the noise matrix by independently sampling a zero mean Gaussian distribution.

[0725] Example IA8 includes the subject matter of any one of Examples IA1-IA7 and/or other Example(s) herein and, optionally, wherein the processor is to generate the coded data set by generating a coding matrix based on a distribution, wherein the coded data set is based on multiplying a matrix representing the raw data set with the coding matrix.

[0726] Example IA9 includes the subject matter of Example IA8 and/or other Example(s) herein and, optionally, wherein the processor is to generate the coding matrix by sampling a standard normal distribution N(0, 1).

[0727] Example IA10 includes the subject matter of any one of Examples IA1-IA9 and/or other Example(s) herein and, optionally, wherein the processor is to compute the update to the global ML model by computing a gradient to the global ML model via gradient descent.

[0728] Example IA11 includes the subject matter of any one of Examples IA1-IA10 and/or other Example(s) herein and, optionally, wherein the apparatus further comprises a transceiver to provide wireless communication between the apparatus and other edge computing nodes of a wireless edge network.

[0729] IMM1 includes a method comprising: obtaining, at a central server node from each of a set of client compute nodes, a coded data set; computing a gradient update to a global machine learning (ML) model based on the coded data set, obtaining, from at least a portion of the set of client compute nodes, gradient updates to the global ML model computed by the client compute nodes on local training data; aggregating the gradient updates; and updating the global ML model based on the aggregated gradient updates.

[0730] IAA1 includes an apparatus of an edge computing node, the apparatus comprising an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to: obtain, at a central server node from each of a set of client compute nodes, a coded data set, compute a gradient update to a global machine learning (ML) model based on the coded data set; obtain, from at least a portion of the set of client compute nodes, gradient updates to the global ML model computed by the client compute nodes on local training data; aggregate the gradient updates; and update the global ML model based on the aggregated gradient updates.

[0731] Example JA1 includes an apparatus of an edge computing node, the apparatus
including an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to perform rounds of a federated machine learning training within an edge computing network, each round including: for a number of cycles \(E'\) of epoch number \(t\) discarding an initial \(L\) clients from \(M\) clients sampled from \(N\) available clients, and optionally, wherein the initial \(L \leq M\) and is based on one of a sampling distribution \(q_i\) for datapoints at each client \(i\) within the \(M\) clients, or is based on a uniform sampling, selecting a subsequent \(L\) clients from remaining clients \(N-M\) or \(N-M+\)initial \(L\) clients, and optionally, wherein the subsequent \(L \leq M\) and is based on an importance sampling distribution \(q_i\) for datapoints at each client \(i\) of the remaining clients; determining load balancing parameters for the subsequent \(L\) clients; receiving coded data \(\hat{X}_t\) from each client \(i\) of the subsequent \(L\) clients; after the number of cycles \(E'\), calculating a global weight \(\beta^{(t+1)}\) corresponding to epoch number \(t+1\), \(\beta^{(t+1)}\) based on gradient \(g_i^{(0)}\) for each client \(i\) of the \(K\) clients at epoch number \(t\) and further based on gradient \(g_i^{(t+1)}\) for each client \(i\) of the \(K\) clients at epoch number \(t+1\), and optionally, wherein \(g_i^{(0)}\) is calculated using data points based on the load balancing parameters, and \(g_i^{(t+1)}\) is calculated using \(g_i^{(0)}\) and the coded data \(\hat{X}_t\).

Example JA2 includes the subject matter of Example JA1, and optionally, wherein the load balancing parameters include \(t^*\) and \(l_i^*\) for all clients \(i\) of the subsequent \(L\) clients, and optionally, wherein \(t^*\) is a time duration to be used by clients \(i\) to perform a gradient update operation, and \(l_i^*\) is a number of datapoints to be used by each client \(i\) in the gradient update operation.

Example JA3 includes the subject matter of any one of Examples JA1-JA2, the processor to further, after the number of cycles \(E'\), cause the edge computing node to send a global weight \(\beta^{(t)}\) corresponding to epoch number \(t\) to \(K\) clients selected from a last \(M\) clients, and optionally, wherein \(g_i^{(0)}\) is further based on a global weight corresponding to epoch number \(t\), \(\beta^{(t)}\).

Example JA4 includes the subject matter of any one of Examples JA1-JA3, the processor to further, prior to the number of cycles \(E'\), receive \(l_i\) from each client \(i\) of the \(N\) available clients, and optionally, wherein \(l_i\) corresponds to a number of data points at each client \(i\), calculate \(p_i\) based on \(l_i\), and optionally, wherein \(p_i\) corresponds to a ratio of the number of data points at each client \(i\) divided by a number of data points for all clients \(i\), and calculate \(g_i^{(t+1)}\) based on \(p_i / q_i\).

Example JA5 includes the subject matter of any one of Examples JA1-JA4, and optionally, wherein the coded data is based on one of a Gaussian coding matrix or a
Bernoullian coding matrix.

[0736] Example JA6 includes the subject matter of any one of Examples JA1-JA5, the processor to further one of receive \(q_i\) from each client \(i\) of the \(N\) clients prior to selecting the initial \(L\) clients, or calculate \(q_i\).

[0737] Example JA7 includes the subject matter of any one of Examples JA1-JA6, and optionally, wherein the processor is to select \(K\) out of \(M\) uniformly.

[0738] Example JA8 includes the subject matter of any one of Examples JA1-JA7, and optionally, wherein receiving coded data from each client \(i\) includes receiving a number of coded data from each client \(i\) of \(N\) of available clients, the number of coded data based on \(l_i\), \(l_i^*\) and \(t^*\), and optionally, wherein \(l_i\) corresponds to the number of raw datapoints at client \(i\), \(l_i^*\) corresponds to an optimal load representing a number of raw datapoints used by client \(i\) to maximize its average return metric, and \(t^*\) corresponds to a time duration to be used by clients \(i\) to perform a gradient update operation.

[0739] Example JA9 includes the subject matter of Example JA8, and optionally, wherein coded data from each client \(i\) corresponds to data coded using random linear coding using a Gaussian generator matrix based on a number of coded data \(c_i^*\) at each client \(i\) during time duration \(t^*\), and optionally, wherein the Gaussian generator matrix is kept private from the apparatus.

[0740] Example JA10 includes the subject matter of any one of Examples JA1-JA9, and optionally, wherein the edge network is a wireless edge network.

[0741] Example JM1 includes a method to be performed at an apparatus of an edge computing node to be operated in an edge computing network, the method including performing rounds of a federated machine learning training within the edge computing network, including: for a number of cycles \(E^*\) of epoch number \(t\), discarding an initial \(L\) clients from \(M\) clients sampled from \(N\) available clients, and optionally, wherein the initial \(L \leq M\) and is based on one of a sampling distribution \(q_i\) for datapoints at each client \(i\) within the \(M\) clients, or is based on a uniform sampling, selecting a subsequent \(L\) clients from remaining clients \(N-M\) or \(N-M+\)initial \(L\) clients, and optionally, wherein the subsequent \(L \leq M\) and is based on an importance sampling distribution \(q_i\) for datapoints at each client \(i\) of the remaining clients; determining load balancing parameters for the subsequent \(L\) clients; receiving coded data \(\bar{X}_i\) from each client \(i\) of the subsequent \(L\) clients; after the number of cycles \(E^*\), calculating a global weight \(\beta^{(t+1)}\) corresponding to epoch number \(t+1\), \(\beta^{(t+1)}\) based on gradient \(g_i^{(t)}\) for each client \(i\) of the \(K\) clients at epoch number \(t\) and further based on gradient
$g_r^{(t+1)}$ for each client $i$ of the $K$ clients at epoch number $t+1$, and optionally, wherein $g_r^{(0)}$ is calculated using data points based on the load balancing parameters, and $g_r^{(t+1)}$ is calculated using $g_r^{(t)}$ and the coded data $\bar{X}_t$.

[0742] Example JM2 includes the subject matter of Example JM1, and optionally, wherein the load balancing parameters include $t^*$ and $l_i^*$ for all clients $i$ of the subsequent $L$ clients, and optionally, wherein $t^*$ is a time duration to be used by clients $i$ to perform a gradient update operation, and $l_i^*$ is a number of datapoints to be used by each client $i$ in the gradient update operation.

[0743] Example JM3 includes the subject matter of any one of Examples JM1-JM2, further including, after the number of cycles $E^*$, causing the edge computing node to send a global weight $\beta^{(t)}$ corresponding to epoch number $t$ to $K$ clients selected from a last $M$ clients, and optionally, wherein $g_r^{(0)}$ is further based on a global weight corresponding to epoch number $t$, $\beta^{(t)}$.

[0744] Example JM4 includes the subject matter of any one of Examples JM1-JM3, further including, prior to the number of cycles $E^*$, receiving $l_i$ from each client $i$ of the $N$ available clients, and optionally, wherein $l_i$ corresponds to a number of data points at each client $i$, calculating $p_i$ based on $l_i$, and optionally, wherein $p_i$ corresponds to a ratio of the number of data points at each client $i$ divided by a number of data points for all clients $i$, and calculating $g_r^{(t+1)}$ based on $p_i/q_i$.

[0745] Example JM5 includes the subject matter of any one of Examples JM1-JM4, and optionally, wherein the coded data is based on one of a Gaussian coding matrix or a Bernoullian coding matrix.

[0746] Example JM6 includes the subject matter of any one of Examples JM1-JM5, further including one of receiving $q_i$ from each client $i$ of the $N$ clients prior to selecting the initial $L$ clients, or calculating $q_i$.

[0747] Example JM7 includes the subject matter of any one of Examples JM1-JM6, further including selecting $K$ out of $M$ uniformly.

[0748] Example JM8 includes the subject matter of any one of Examples JM1-JM7, and optionally, wherein receiving coded data from each client $i$ includes receiving a number of coded data from each client $i$ of $N$ of available clients, the number of coded data based on $l_i$, $l_{i^*}$ and $t^*$, and optionally, wherein $l_i$ corresponds to the number of raw datapoints at client $i$, $l_{i^*}$ corresponds to an optimal load representing a number of raw datapoints used by client $i$ to
maximize its average return metric, and \( t^* \) corresponds to a time duration to be used by clients \( i \) to perform a gradient update operation.

**[0749]** Example JM9 includes the subject matter of Example JM8, and optionally, wherein coded data from each client \( i \) corresponds to data coded using random linear coding using a Gaussian generator matrix based on a number of coded data \( c_i \) at each client \( i \) during time duration \( t^* \), and optionally, wherein the Gaussian generator matrix is kept private from the apparatus.

**[0750]** Example JM10 includes the subject matter of any one of Examples JM1-JM9, and optionally, wherein the edge network is a wireless edge network.

**[0751]** Example KA1 includes an apparatus of an edge computing node, the apparatus including an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to perform rounds of a federated machine learning training within an edge computing network, each round including: as a one stage operation, receiving a number of coded data from each client \( i \) of \( N \) available clients or of \( L \) clients, wherein \( L \leq N \), the number of coded data based on \( l_i, l_i^* \) and \( t^* \), wherein \( l_i \) corresponds to the number of raw datapoints at client \( i \), \( l_i^* \) corresponds to an optimal load representing a number of raw datapoints used by client \( i \) to maximize its average return metric, and \( t^* \) corresponds to a deadline time duration representing a smallest epoch time window within which the apparatus and the client \( i \) can jointly calculate a gradient; for every epoch number \( t \) and until time \( t^* \): receiving local gradients \( g_i(t) \) from \( L_i^*(t^*) \) raw data points, wherein \( L_i^*(t^*) \) corresponds to an optimal load representing a number of raw datapoints used by client \( i \) to maximize its average return metric during time \( t^* \); calculating a global gradient based on a per client gradient from the coded data of each client \( i \); on or after time \( t^* \), calculating an updated global gradient from the global gradient calculated at each epoch number \( t \).

**[0752]** Example KA2 includes the subject matter of Example KA1, and optionally, wherein coded data from each client \( i \) corresponds to data coded using random linear coding using a Gaussian generator matrix based on a number of coded data \( c_i \) at each client \( i \) during time duration \( t^* \), and optionally, wherein the Gaussian generator matrix is kept private from the apparatus.

**[0753]** Example KA3 includes the subject matter of any one of Examples KA1-KA2, and optionally, wherein calculating the global gradient includes calculating a per client gradient from the coded data of each client \( i \) separately, and combining calculated per client gradients for all clients \( i \) to obtain a global gradient.
Example KA4 includes the subject matter of Example KA3, the processor to further oversample the coded data of each client \( i \) to obtain oversampled coded data for each client \( i \), and combine the oversampled coded data to compute composite coded data, and optionally, wherein calculating the per client gradient from the coded data of each client \( i \) separately includes calculating, for each client \( i \) separately, the per client gradient from the composite coded data.

Example KA5 includes the subject matter of any one of Examples KA1-KA2, the process to further oversample the coded data of each client \( i \) to obtain oversampled coded data for each client \( i \), and to combine the oversampled coded data to compute composite coded data, and optionally, wherein calculating the global gradient includes calculating the global gradient from the composite coded data for all clients \( i \).

Example KA6 includes the subject matter of any one of Examples KA4-KA5, and optionally, wherein the processor is to compute the composite coded data by: computing an over-sampled encoded data for each client \( i \) using, for each client \( i \): a Fourier transform matrix \( F_i \) having a dimension based on a maximum number of coded data from client \( i \); and a coded data \( c_i^* \) at client \( i \); computing the composite coded data by summing the over-sampled encoded data for each client \( i \) across all clients \( i \).

Example KA7 includes the subject matter of Example KA1, the processor to further, for a number of cycles \( E' \) of epoch number \( t \): select and discarding an initial L clients from M clients sampled from N available clients, and optionally, wherein the initial \( L \leq M \) and is based on one of a sampling distribution \( q_i \) for datapoints at each at each client \( i \) within the M clients, or is based on a uniform sampling; select a subsequent L clients from remaining clients \( N-M \) or \( N-M+\text{initial} \ L \), and optionally, wherein the subsequent \( L \leq M \) and is based on a sampling distribution \( q_i \) for datapoints at each client \( i \) within the remaining clients; determine load balancing parameters for the subsequent L clients; as a one stage operation, receive a number of coded data from each client \( i \) of the subsequent L clients, the number of coded data based on \( l_i, l_i^* \) and \( t^* \).

Example KM1 includes a method to be performed at an apparatus of an edge computing node to be operated in an edge computing network, the method including performing rounds of a federated machine learning training within the edge computing network, including: as a one stage operation, receiving a number of coded data from each client \( i \) of N available clients or of L clients, and optionally, wherein \( L \leq N \), the number of coded data based on \( l_i, l_i^* \) and \( t^* \), and optionally, wherein \( l_i \) corresponds to the number of raw
datapoints at client $i$, $l^*$ corresponds to an optimal load representing a number of raw datapoints used by client $i$ to maximize its average return metric, and $t^*$ corresponds to a deadline time duration representing a smallest epoch time window within which the apparatus and the client $i$ can jointly calculate a gradient; for every epoch number $t$ and until time $t^*$: receiving local gradients $g_i(t)$ from $L_i^*(t^*)$ raw data points, and optionally, wherein $l_i^*(t^*)$ corresponds to an optimal load representing a number of raw datapoints used by client $i$ to maximize its average return metric during time $t^*$; calculating a global gradient based on a per client gradient from the coded data of each client $i$ on or after time $t^*$, calculating an updated global gradient from the global gradient calculated at each epoch number $t$.

[0759] Example KM2 includes the subject matter of Example KM1, and optionally, wherein coded data from each client $i$ corresponds to data coded using random linear coding using a Gaussian generator matrix based on a number of coded data $c_i^*$ at each client $i$ during time duration $t^*$, and optionally, wherein the Gaussian generator matrix is kept private from the apparatus.

[0760] Example KM3 includes the subject matter of any one of Examples KM1-KM2 wherein calculating the global gradient includes calculating a per client gradient from the coded data of each client $i$ separately, and combining calculated per client gradients for all clients $i$ to obtain a global gradient.

[0761] Example KM4 includes the subject matter of Example KM3, further including oversampling the coded data of each client $i$ to obtain oversampled coded data for each client $i$, and combining the oversampled coded data to compute composite coded data, and optionally, wherein calculating the per client gradient from the coded data of each client $i$ separately includes calculating, for each client $i$ separately, the per client gradient from the composite coded data.

[0762] Example KM5 includes the subject matter of any one of Examples KM1-KM2, further including oversampling the coded data of each client $i$ to obtain oversampled coded data for each client $i$, and combining the oversampled coded data to compute composite coded data, and optionally, wherein calculating the global gradient includes calculating the global gradient from the composite coded data for all clients $i$.

[0763] Example KM6 includes the subject matter of any one of Examples KM4-KM5, and optionally, wherein the composite coded data is computed by: computing an over-sampled encoded data for each client $i$ using, for each client $i$: a Fourier transform matrix $F_i$ having a dimension based on a maximum number of coded data from client $i$, and a coded data $c_i^*$ at
client $i$, computing the composite coded data by summing the over-sampled encoded data for each client $i$ across all clients $i$.

[0764] Example KM7 includes the subject matter of Example KM1, further including, for a number of cycles $E'$ of epoch number $t$: selecting and discarding an initial $L$ clients from $M$ clients sampled from $N$ available clients, and optionally, wherein the initial $L \leq M$ and is based on one of a sampling distribution $q_i$ for datapoints at each at each client $i$ within the $M$ clients, or is based on a uniform sampling; selecting a subsequent $L$ clients from remaining clients $N-M$ or $N-M$-initial $L$, and optionally, wherein the subsequent $L \leq M$ and is based on a sampling distribution $q_i$ for datapoints at each client $i$ within the remaining clients; determining load balancing parameters for the subsequent $L$ clients; as a one stage operation, receiving a number of coded data from each client $i$ of the subsequent $L$ clients, the number of coded data based on $l_{i}$, $l_{i}^{*}$ and $l^{*}$.

[0765] Example PCA1 includes an apparatus of a first edge computing node to be operated in an edge computing network, the apparatus including an interconnect interface to connect the apparatus to one or more components of the first edge computing node, and a processor to: decode a first message from a second edge computing node, the first message including information on a target data distribution for federated machine learning training; determine the target data distribution from the first message; encode a client report for transmission to the second edge computing node based on a divergence between a local data distribution of the first edge computing node and the target data distribution; cause transmission of the client report to the second computing node; decode a second message from the second edge computing node, the second message including information on a global model associated with a global epoch of the federated machine learning training; and update a local gradient at the first edge computing node based on the global model.

[0766] Example PCA2 Includes the subject matter of Example PCA1, the processor further to: encode weighted loss information for transmission to the second edge computing node; cause transmission of the weighted loss information to the second edge computing node; encode for transmission to the second edge computing node a local weight update $w_{k,t+e} = w_{k,t+e-1} - \eta * g_{k,t+e} * p_{k}/q_{k}$, where $w_{k,t+e}$ corresponds to a weight update of the first edge computing node at global epoch $t$ and local epoch $e$, $\eta$ is a learning rate, $g_{k,t+e}$ corresponds to a gradient estimate for the first edge computing node at global epoch $t$ and local epoch $e$, $p_{k}$ corresponds to an original sampling distribution of the first edge computing node, and $q$ is the
probability distribution for the first edge computing node; and cause transmission of the local weight update to the second edge computing node.

[0767] Example PCA3 Includes the subject matter of any one of Examples PCA1-PCA2, wherein a data distribution at the first edge computing node corresponds to non-independent and identically distributed data (non-i.i.d.).

[0768] Example PCA4 Includes the subject matter of any one of Example PCA1-PCA3, the processor to perform rounds of federated machine learning training including: processing a capability request from the second edge computing node; generating a capability report on compute capabilities and communication capabilities of the edge computing node in response to the capability request; causing transmission of the capability report to the server; after causing transmission of the capability report, decoding the second message from the second edge computing node to initialize training parameters of a federated machine learning training round with the second edge computing node; and reporting updated model weights based on the global model for the federated machine learning training round.

[0769] Example PCA5 Includes the subject matter of Example PCA4, wherein the compute capabilities include a compute rate and the communication capabilities include an uplink communication time to the second edge computing node.

[0770] Example PCA6 Includes the subject matter of any one of Examples PCA4—PCA5, wherein the capability report further includes information on a number of training examples at the client.

[0771] Example PCA7 Includes the subject matter of any one of Examples PCA1-PCA3, the processor to: encode, for transmission to the second edge computing node, a capability report including at least one of information based on a training loss of the first edge computing node for a global epoch of a federated machine learning training by the second edge computing node training, or information based on a gradient of the first edge computing node with respect to a pre-activation output of the first edge computing node; cause transmission of the capability report; and for a next global epoch of the federated machine learning training, decode an updated global model from the second edge computing node.

[0772] Example PCA8 Includes the subject matter of Example PCA7, the processor to further decode the second message prior to causing transmission of the capability report.

[0773] Example PCA9 Includes the subject matter of any one of Examples PCA7-PCA8, wherein the capability report further includes a compute rate, and at least one of an uplink
communication time or a downlink communication time for communication with the second edge computing node.

[0774] Example PCA10 includes the subject matter of Example PCA1, the processor to:
compute kernel coefficients based on a kernel function, a local raw training data set of the first edge computing node, and a raw label set corresponding to the local raw training data set;
generate a coded training data set from the raw training data set; generate a coded label set based on the kernel coefficients, the kernel function, and the raw label set; and cause the coded training data set and coded label set to be transmitted to the second edge computing node.

[0775] Example PCA11 includes the subject matter of Example PCA1, the processor to further:
access a local training data set of the first edge computing node; apply a Random Fourier Feature Mapping (RFFM) transform to the training data set to yield a transformed training data set; after decoding the second message, iteratively, until the global model converges: compute an update to the global model using the transformed data set and a raw label set corresponding to the training data set to obtain an updated global model; and cause the update to be transmitted to the second edge computing node.

[0776] Example PCA12 includes the subject matter of Example PA1, the processor to:
access a local training data set of the first edge computing node and a label set corresponding to the local training data set; apply a Random Fourier Feature Mapping (RFFM) transform to the training data set to yield a transformed training data set; estimate a local machine learning (ML) model based on the transformed training data set and the label set; generate a coded training data set from the transformed training data set; generate a coded label set based on the coded training data set and the estimated local ML model; and cause the coded training data set and coded label set to be transmitted to the second edge computing node.

[0777] Example PCA13 includes the subject matter of Example PCA1, the processor to:
access a subset of a local training data set of the first edge computing node; generate a transformed training data subset based on a Random Fourier Feature Mapping (RFFM) transform and the training data subset; generate a coding matrix based on a distribution; generate a weighting matrix;
generate a coded training data mini-batch based on multiplying the transformed training data subset with the coding matrix and the weighting matrix; and cause the coded training data mini-batch to be transmitted to the second edge computing node; wherein the weighting matrix
is based on a probability of whether the coded training data mini-batch will be received at the second edge computing node.

Example PCA14 Includes the subject matter of Example PCA1, the processor to: obtain, from each of a set of first edge computing nodes of the edge computing network, a maximum coding redundancy value for a coded federated learning (CFL) cycle to be performed on a global machine learning (ML) model of the federated ML training; determine a coding redundancy value based on the maximum coding redundancy values received from the edge computing devices; determine an epoch time and a number of data points to be processed at each edge computing device during each epoch of the CFL cycle based on the selected coding redundancy value; and cause the determined coding redundancy value, epoch time, and number of data points to be processed at each edge computing device to be transmitted to the set of edge computing devices.

Example PCA15 Includes the subject matter of Example PCA1, the processor to: determine a coded privacy budget and an uncoded privacy budget based on a differential privacy guarantee for a cycle of the federated machine learning; generate a coded data set from a raw data set of the first edge computing node based on the coded privacy budget; cause the coded data set to be transmitted to the second edge computing node; perform a round of the federated machine learning on the global model including: after receiving the second message, computing an update to the global model based on the raw data set and the uncoded privacy budget; and causing transmission of the update to the global model to the second edge computing node.

Example PCA16 Includes the subject matter of any one of Examples PCA1-Example PCA15, wherein the first edge computing node is a mobile client computing node.

Example PCM1 A method to be performed at an first edge computing node in an edge computing network, the method including: decoding a first message from a second edge computing node, the first message including information on a target data distribution for federated machine learning training; determining the target data distribution from the first message; encoding a client report for transmission to the second edge computing node based on a divergence between a local data distribution of the first edge computing node and the target data distribution; causing transmission of the client report to the second computing node; decoding a second message from the second edge computing node, the second message including information on a global model associated with a global epoch of the federated
machine learning training; and updating a local gradient at the first edge computing node based on the global model.

[0782] Example PCM2 Includes the subject matter of Example PCM1, the method including:

[0783] encoding weighted loss information for transmission to the second edge computing node; causing transmission of the weighted loss information to the second edge computing node; encoding for transmission to the second edge computing node a local weight update $w_{k,t+e} = w_{k,t+e-1} - \eta * g_{k,t+e} * p_k / q_k$, where $w_{k,t+e}$ corresponds to a weight update of the first edge computing node at global epoch $t$ and local epoch $e$, $\eta$ is a learning rate, $g_{k,t+e}$ corresponds to a gradient estimate for the first edge computing node at global epoch $t$ and local epoch $e$, $p_k$ corresponds to an original sampling distribution of the first edge computing node, and $q$ is the probability distribution for the first edge computing node; and causing transmission of the local weight update to the second edge computing node.

[0784] Example PCM3 Includes the subject matter of any one of Examples PCM1-PCM2, wherein a data distribution at the first client computing node corresponds to non-independent and identically distributed data (non-i.i.d.).

[0785] Example PCM4 Includes the subject matter of any one of Example PCM1-PCM3, the method including performing rounds of federated machine learning training including: processing a capability request from the second edge computing node; generating a capability report on compute capabilities and communication capabilities of the edge computing node in response to the capability request; causing transmission of the capability report to the server; after causing transmission of the capability report, decoding the second message from the second edge computing node to initialize training parameters of a federated machine learning training round with the second edge computing node; and reporting updated model weights based on the global model for the federated machine learning training round.

[0786] Example PCM5 Includes the subject matter of Example PCM4, wherein the compute capabilities include a compute rate and the communication capabilities include an uplink communication time to the second edge computing node.

[0787] Example PCM6 Includes the subject matter of any one of Examples PCM4—PCM5, wherein the capability report further includes information on a number of training examples at the client.

[0788] Example PCM7 Includes the subject matter of any one of Examples PCM1-PCM3, the method including: encoding, for transmission to the second edge computing node, a
capability report including at least one of information based on a training loss of the first edge computing node for a global epoch of a federated machine learning training by the second edge computing node training, or information based on a gradient of the first edge computing node with respect to a pre-activation output of the first edge computing node; causing transmission of the capability report; and for a next global epoch of the federated machine learning training, decoding an updated global model from the second edge computing node.

[0789] Example PCM8 Includes the subject matter of Example PCM7, the method including decoding the second message prior to causing transmission of the capability report.

[0790] Example PCM9 Includes the subject matter of any one of Examples PCM7-PCM8, wherein the capability report further includes a compute rate, and at least one of an uplink communication time or a downlink communication time for communication with the second edge computing node.

[0791] Example PCM10 Includes the subject matter of Example PCM1, the method including:
computing kernel coefficients based on a kernel function, a local raw training data set of the first edge computing node, and a raw label set corresponding to the local raw training data set; generating a coded training data set from the raw training data set; generating a coded label set based on the kernel coefficients, the kernel function, and the raw label set; and causing the coded training data set and coded label set to be transmitted to the second edge computing node.

[0792] Example PCM11 Includes the subject matter of Example PCM1, the method including further:
accessing a local training data set of the first edge computing node; applying a Random Fourier Feature Mapping (RFFM) transform to the training data set to yield a transformed training data set; after decoding the second message, iteratively, until the global model converges: computing an update to the global model using the transformed data set and a raw label set corresponding to the training data set to obtain an updated global model; and causing the update to be transmitted to the second edge computing node.

[0793] Example PCM12 Includes the subject matter of Example PA1, the method including:
accessing a local training data set of the first edge computing node and a label set corresponding to the local training data set; applying a Random Fourier Feature Mapping (RFFM) transform to the training data set to yield a transformed training data set; estimating a
local machine learning (ML) model based on the transformed training data set and the label set;

generating a coded training data set from the transformed training data set; generating a coded label set based on the coded training data set and the estimated local ML model; and causing the coded training data set and coded label set to be transmitted to the second edge computing node.

[0794] Example PCM13 Includes the subject matter of Example PCM1, the method including:

accessing a subset of a local training data set of the first edge computing node; generating a transformed training data subset based on a Random Fourier Feature Mapping (RFFM) transform and the training data subset; generating a coding matrix based on a distribution; generating a weighting matrix; generating a coded training data mini-batch based on multiplying the transformed training data subset with the coding matrix and the weighting matrix; and causing the coded training data mini-batch to be transmitted to the second edge computing node, wherein the weighting matrix is based on a probability of whether the coded training data mini-batch will be received at the second edge computing node.

[0795] Example PCM14 Includes the subject matter of Example PCM1, the method including:

obtaining, from each of a set of first edge computing nodes of the edge computing network, a maximum coding redundancy value for a coded federated learning (CFL) cycle to be performed on a global machine learning (ML) model of the federated ML training; determining a coding redundancy value based on the maximum coding redundancy values received from the edge computing devices; determining an epoch time and a number of data points to be processed at each edge computing device during each epoch of the CFL cycle based on the selected coding redundancy value; and causing the determined coding redundancy value, epoch time, and number of data points to be processed at each edge computing device to be transmitted to the set of edge computing devices.

[0796] Example PCM15 Includes the subject matter of Example PCM1, the method including: determining a coded privacy budget and an uncoded privacy budget based on a differential privacy guarantee for a cycle of the federated machine learning; generating a coded data set from a raw data set of the first edge computing node based on the coded privacy budget; causing the coded data set to be transmitted to the second edge computing node; performing a round of the federated machine learning on the global model including: after
receiving the second message, computing an update to the global model based on the raw data set and the uncoded privacy budget; and causing transmission of the update to the global model to the second edge computing node.

**[0797]** Example PSA1 relates to an apparatus of an edge computing node to be operated in an edge computing network, the apparatus including an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to perform rounds of federated machine learning training including: processing client reports from a plurality of clients of the edge computing network; selecting a candidate set of clients from the plurality of clients for an epoch of the federated machine learning training; causing a global model to be sent to the candidate set of clients; and performing the federated machine learning training on the candidate set of clients.

**[0798]** Example PSA2 includes the subject matter of Example PSA1, wherein the processor is to perform rounds of federated machine learning training further including: causing dissemination, to a plurality of clients of the edge computing network, of a target data distribution at the edge computing node for federated machine learning training, wherein each of the respective reports is based on a divergence between a local data distribution of a respective one of the clients and the target data distribution; assigning a respective weight to each respective divergence based on a size of the divergence, with higher divergences having higher weights; and selecting the candidate set including using a round robin approach based on the weights.

**[0799]** Example PSA3 includes the subject matter of Example PSA2, wherein the divergence corresponding to each client is based on one of a Kullback-Leibler divergence or a distance of the probability distributions between a local data distribution of said each client and the target data distribution.

**[0800]** Example PSA4 includes the subject matter of any one of Examples PSA2-PSA3, wherein selecting a candidate set of clients is based on a determination as to whether the data distribution of each client of the candidate set shows non-independent and identically distributed data (non-i.i.d.).

**[0801]** Example PSA5 includes the subject matter of Example PSA1, wherein the processor is to perform rounds of federated machine learning training further including: processing weighted loss information from each of the clients; determining a probability distribution q for each of the clients based on the weighted loss information from corresponding ones of said each of the clients, wherein q is further based on an amount of data at said each of the clients,
and a weight matrix for the federated machine learning training for said each of the clients for the global epoch; and selecting the candidate set including selecting a number of clients with highest probability distribution q as the candidate set.

[0802] PSA6 includes the subject matter of Example PSA1, wherein the reports include at least one of information based on training losses of respective ones of said clients for an epoch of the training, or information based on gradients of respective ones of said clients with respect to a pre-activation output of respective ones of said clients; and the processor is to perform rounds of federated machine learning training further including: rank ordering the clients based on one of their training losses or their gradients; and selecting the candidate set including selecting a number of clients with highest training losses or highest gradients as the candidate set.

[0803] Example PSA7 includes the subject matter of Example claim PSA6, wherein selecting a number of clients with highest training losses or highest gradients as the candidate set includes selecting a first number of clients with highest training losses or highest gradients as an intermediate set, and selecting a second number of clients from the intermediate set based on respective upload times of the first number of clients, the second number of clients corresponding to the candidate set.

[0804] Example PSA8 includes the subject matter of Example PSA1, wherein the processor is to perform rounds of federated machine learning training further including: grouping clients from a plurality of available clients into respective sets of clients based on compute capabilities and communication capabilities of each of the available clients; and selecting a candidate set of clients based on a round robin approach, or based at least on one of a data distribution of each client of the candidate set or a determination that a global model of the machine learning training at the edge computing node has reached a minimum accuracy threshold.

[0805] Example PSA9 includes the subject matter of Example PSA8, wherein the compute capabilities include a compute rate and the communication capabilities include an uplink communication time to the edge computing node.

[0806] Example PSA10 includes the subject matter of any one of Examples PSA1-PSA9, wherein the processor is further to cause dissemination, to the plurality of clients of the edge computing network, of a global model corresponding to an epoch of a federated machine learning training.

[0807] Example PSA11 includes the subject matter of any one of Examples PSA1-PSA10, wherein the processor is further to perform rounds of federated machine learning training
including: obtaining coded training data from each of the selected clients, and performing machine learning training on the coded training data.

Example PSA12 includes the subject matter of Example PSA11, wherein the processor is further to: determine a coding redundancy value to use in the machine learning training on the coded training data based on maximum coding redundancy values from each of the clients, the maximum coding redundancy values indicating a maximum number of coded training data points a respective client may provide; determine an epoch time and a number of data points to be processed at each client during each round federated machine learning based on the selected coding redundancy value; and cause the determined coding redundancy value, epoch time, and number of data points to be processed at each client to be transmitted to the selected clients.

Example PSA13 includes the subject matter of Example PSA1, wherein the processor is further to, for a number of cycles $E'$ of epoch number $t$: discard an initial $L$ clients from $M$ clients sampled from $N$ available clients; select a subsequent $L$ clients from remaining clients $N-M$ or $N-M+initial$ L clients; determine load balancing parameters for the subsequent $L$ clients; receive coded data $\tilde{X}_i$ from each client $i$ of the subsequent $L$ clients; after the number of cycles $E'$, calculate a global weight $\beta^{(t+1)}$ corresponding to epoch number $t+1$, $\beta^{(t+1)}$ based on gradient $g_i(t)$ for each client $i$ of the $K$ clients at epoch number $t$ and further based on gradient $g_i(t+1)$ for each client $i$ of the $K$ clients at epoch number $t+1$, wherein $g_i(t)$ is calculated using data points based on the load balancing parameters, and $g_i(t+1)$ is calculated using $g_i(t)$ and the coded data $\tilde{X}_i$.

Example PSA14 includes the subject matter of Example PSA1, wherein the processor is further to: as a one stage operation, receiving a number of coded training data points from each client $i$ of $N$ available clients or of $L$ clients, wherein $L \leq N$, the number of coded data points based on $l_i$, $l_i^*$ and $t^*$, wherein $l_i$ corresponds to the number of raw datapoints at client $i$, $l_i^*$ corresponds to an optimal load representing a number of raw datapoints used by client $i$ to maximize its average return metric, and $t^*$ corresponds to a deadline time duration representing a smallest epoch time window within which the apparatus and the client $i$ can jointly calculate a gradient; for every epoch number $t$ and until time $t^*$: receive local gradients $g_i(t)$ from $L_i^*(t^*)$ raw data points, wherein $l_i^*(t^*)$ corresponds to an optimal load representing a number of raw datapoints used by client $i$ to maximize its average return metric during time $t^*$; calculate a global gradient based on a per client gradient from the
coded data of each client i; on or after time t*, calculate an updated global gradient from the global gradient calculated at each epoch number t.

[0811] Example PSM1 relates to a method to perform federated machine learning training at an apparatus of an edge computing node in an edge computing network, the method including: processing client reports from a plurality of clients of the edge computing network; selecting a candidate set of clients from the plurality of clients for an epoch of the federated machine learning training; sending a global model to the candidate set of clients; and performing the federated machine learning training on the candidate set of clients.

[0812] Example PSM2 includes the subject matter of Example PSM1, further comprising: disseminating, to a plurality of clients of the edge computing network, a target data distribution at the edge computing node for federated machine learning training, wherein each of the respective reports is based on a divergence between a local data distribution of a respective one of the clients and the target data distribution; assigning a respective weight to each respective divergence based on a size of the divergence, with higher divergences having higher weights; and selecting the candidate set including using a round robin approach based on the weights.

[0813] Example PSM3 includes the subject matter of Example PSM2, wherein the divergence corresponding to each client is based on one of a Kullback-Leibler divergence or a distance of the probability distributions between a local data distribution of said each client and the target data distribution.

[0814] Example PSM4 includes the subject matter of any one of Examples PSM2-PSM3, wherein selecting a candidate set of clients is based on a determination as to whether the data distribution of each client of the candidate set shows non-independent and identically distributed data (non-i.i.d.).

[0815] Example PSM5 includes the subject matter of Example PSM1, further comprising: processing weighted loss information from each of the clients; determining a probability distribution q for each of the clients based on the weighted loss information from corresponding ones of said each of the clients, wherein q is further based on an amount of data at said each of the clients, and a weight matrix for the federated machine learning training for said each of the clients for the global epoch; and selecting the candidate set including selecting a number of clients with highest probability distribution q as the candidate set.

[0816] Example PSM6 includes the subject matter of Example PSM1, wherein the reports include at least one of information based on training losses of respective ones of said clients for an epoch of the training, or information based on gradients of respective ones of said clients.
with respect to a pre-activation output of respective ones of said clients; and the method further comprises: rank ordering the clients based on one of their training losses or their gradients; and selecting the candidate set including selecting a number of clients with highest training losses or highest gradients as the candidate set.

[0817] Example PSM7 includes the subject matter of Example PSM6, wherein selecting a number of clients with highest training losses or highest gradients as the candidate set includes selecting a first number of clients with highest training losses or highest gradients as an intermediate set, and selecting a second number of clients from the intermediate set based on respective upload times of the first number of clients, the second number of clients corresponding to the candidate set.

[0818] Example PSM8 includes the subject matter of Example PSM1, further comprising: grouping clients from a plurality of available clients into respective sets of clients based on compute capabilities and communication capabilities of each of the available clients; and selecting a candidate set of clients based on a round robin approach, or based at least on one of a data distribution of each client of the candidate set or a determination that a global model of the machine learning training at the edge computing node has reached a minimum accuracy threshold.

[0819] Example PSM9 includes the subject matter of Example PSM8, wherein the compute capabilities include a compute rate and the communication capabilities include an uplink communication time to the edge computing node.

[0820] Example PSM10 includes the subject matter of Example PSM1, further comprising disseminating, to the plurality of clients of the edge computing network, a global model corresponding to an epoch of a federated machine learning training.

[0821] Example PSM11 includes the subject matter of any one of Examples PSM1-PSM10, further comprising: obtaining coded training data from each of the selected clients; and performing machine learning training on the coded training data.

[0822] Example PSM12 includes the subject matter of Example PSM11, further comprising: determining a coding redundancy value to use in the machine learning training on the coded training data based on maximum coding redundancy values from each of the clients, the maximum coding redundancy values indicating a maximum number of coded training data points a respective client may provide; determining an epoch time and a number of data points to be processed at each client during each round federated machine learning based on the
selected coding redundancy value; and sending the determined coding redundancy value, epoch time, and number of data points to be processed at each client to the selected clients.

Example PSM13 includes the subject matter of Example PSM1, further comprising, for a number of cycles $E'$ of epoch number $t$: discarding an initial $L$ clients from $M$ clients sampled from $N$ available clients; selecting a subsequent $L$ clients from remaining clients $N-M$ or $N-M+initial$ L clients; determining load balancing parameters for the subsequent $L$ clients; receiving coded data $\hat{X}_i$ from each client $i$ of the subsequent L clients, after the number of cycles $E'$, calculating a global weight $\beta^{(t+1)}$ corresponding to epoch number $t+1$, $\beta^{(t+1)}$ based on gradient $g_i(t)$ for each client $i$ of the $K$ clients at epoch number $t$ and further based on gradient $g_i(t+1)$ for each client $i$ of the $K$ clients at epoch number $t+1$, wherein $g_i(t)$ is calculated using data points based on the load balancing parameters, and $g_i(t+1)$ is calculated using $g_i(t)$ and the coded data $\hat{X}_i$.

Example PSM14 includes the subject matter of Example PSM1, further comprising: as a one stage operation, receiving a number of coded training data points from each client $i$ of $N$ available clients or of $L$ clients, wherein $L \leq N$, the number of coded data points based on $l_i$, $l_i^*$ and $t^*$, wherein $l_i$ corresponds to the number of raw datapoints at client $i$, $l_i^*$ corresponds to an optimal load representing a number of raw datapoints used by client $i$ to maximize its average return metric, and $t^*$ corresponds to a deadline time duration representing a smallest epoch time window within which the apparatus and the client $i$ can jointly calculate a gradient; for every epoch number $t$ and until time $t^*$: receive local gradients $g_i(t)$ from $L_i^*(t^*)$ raw data points, wherein $l_i^*(t^*)$ corresponds to an optimal load representing a number of raw datapoints used by client $i$ to maximize its average return metric during time $t^*$; calculate a global gradient based on a per client gradient from the coded data of each client $i$; on or after time $t^*$, calculate an updated global gradient from the global gradient calculated at each epoch number $t$.

**Additional Examples:**

Example L1 includes an apparatus comprising means to perform one or more elements of a method of any one of Examples AM1-AM9, BM1-BM7, CM1-CM8, DM1-DM9, EM1-EM8, EMM1-EMM7, FM1-FM11, FMM1-FMM7, GM1-GM4, GMM1-GMM3, GMMM1-GMMM3, GMMMM1-GMMMM3, HM1-HM7, HMM1-HM12, HMMM1-HMMM7, IM1-IM10, JM1-JM10, KM1-KM7, PCM1-PCM15 and PSM1-PSM14.

Example L2 includes one or more non-transitory computer-readable media comprising instructions to cause an electronic device, upon execution of the instructions by one


[0829] Example L4 includes an apparatus comprising: one or more processors and one or more computer-readable media comprising instructions that, when executed by the one or more processors, cause the one or more processors to perform the method of any one of Examples AM1-AM9, BM1-BM7, CM1-CM8, DM1-DM9, EM1-EM8, EMM1-EMM7, FM1-FM11, FMM1-FMM7, GM1-GM4, GMM1-GMM3, GMM1-GMM3, GMM1-GMM3, HM1-HM7, HM1-HM12, HM1-HM12, HM1-IM10, JM1-JM10, KM1-KM7, PC1-PC15 and PSM1-PSM14.

[0830] Example L5 includes the apparatus of any one of claims ***, further including a transceiver coupled to the processor, and one or more antennas coupled to the transceiver, the antennas to send and receive wireless communications from other edge computing nodes in the edge computing network.

[0831] Example L6 includes the apparatus of claim L5, further including a system memory coupled to the processor, the system memory to store instructions, the processor to execute the instructions to perform the training.

[0832] Example L7 includes an apparatus comprising logic, modules, or circuitry to perform one or more elements of a method described in or related to any of Examples AM1-AM9, BM1-BM7, CM1-CM8, DM1-DM9, EM1-EM8, EMM1-EMM7, FM1-FM11, FMM1-FMM7, GM1-GM4, GMM1-GMM3, GMM1-GMM3, GMM1-GMM3, HM1-HM7, HM1-HM12, HM1-HM12, HM1-IM10, JM1-JM10, KM1-KM7, PC1-PC15 and PSM1-PSM14, or any other method or process described herein.

[0833] Example L8 includes a method, technique, or process as described in or related to any of Examples AM1-AM9, BM1-BM7, CM1-CM8, DM1-DM9, EM1-EM8, EMM1-EMM7,
Example L.9 includes an apparatus comprising: one or more processors and one or more computer-readable media comprising instructions that, when executed by the one or more processors, cause the one or more processors to perform the method, techniques, or process as described in or related to any of Examples AM1-AM9, BM1-BM7, CM1-CM8, DM1-DM9, EM1-EM8, EMM1-EMM7, FM1-FM11, FMM1-FMM7, GM1-GM4, GMM1-GMM3, GMMM1-GMMM3, HM1-HM7, HMM1-HMM12, HMMM1-HMMM7, IM1-IM10, JM1-JM10, KM1-KM7, PCMM1-PCM15 and PSM1-PSM14, or portions or parts thereof.

Example L.10 includes a signal as described in or related to any of the examples herein, or portions or parts thereof.

Example L.11 includes a datagram, packet, frame, segment, protocol data unit (PDU), or message as described in or related to any of the examples herein, or portions or parts thereof, or otherwise described in the present disclosure.

Example L.12 includes a signal encoded with data as described in or related to any of the examples herein, or portions or parts thereof, or otherwise described in the present disclosure.

Example L.13 includes a signal encoded with a datagram, packet, frame, segment, protocol data unit (PDU), or message as described in or related to any of the examples herein, or portions or parts thereof, or otherwise described in the present disclosure.

Example L.14 includes an electromagnetic signal carrying computer-readable instructions, wherein execution of the computer-readable instructions by one or more processors is to cause the one or more processors to perform the method, techniques, or process as described in or related to any of Examples AM1-AM9, BM1-BM7, CM1-CM8, DM1-DM9, EM1-EM8, EMM1-EMM7, FM1-FM11, FMM1-FMM7, GM1-GM4, GMM1-GMM3, GMMM1-GMMM3, HMM1-HM7, HMM1-HMM12, HMMM1-HMMM7, IM1-IM10, JM1-JM10, KM1-KM7, PCMM1-PCM15 and PSM1-PSM14, or portions thereof.

Example L.15 includes a computer program comprising instructions, wherein execution of the program by a processing element is to cause the processing element to carry out the method, techniques, or process as described in or related to any of Examples AM1-
Example L15.5 includes a message or communication between a first edge computing node and a second edge computing node, or between a client computing node and a central server, substantially as shown and described herein, wherein the message or communication is to be transmitted/received on an application programming interface (API), or, especially when used to enhance a wireless network, embedded in L1/L2/L3 layers of the protocol stack depending on the application.

Example L15.6 includes a message or communication between a first edge computing node and a second edge computing node, or between a client computing node and a central server, substantially as shown and described herein, wherein the message or communication is to be transmitted/received on a Physical (PHY) layer, or on a Medium Access Control (MAC) layer as set forth in wireless standards, such as the 802.11 family of standards, or the Third Generation Partnership Project (3GPP) Long Term Evolution (LTE) or New Radio (NR or 5G) family of technical specifications.

Example L15.7 includes a message or communication between a first edge computing node and a second edge computing node, or between a client computing node and a central server, substantially as shown and described herein, wherein the message or communication involves a parameter exchange as described above to allow an estimation of wireless spectrum efficiency, and is to be transmitted/received on a L1 layer of a protocol stack.

Example L15.8 includes a message or communication between a first edge computing node and a second edge computing node, or between a client computing node and a central server, substantially as shown and described herein, wherein the message or communication involves a prediction of edge computing node sleep patterns, and is to be transmitted/received on a L2 layer of a protocol stack.

Example L15.9 includes a message or communication between a first edge computing node and a second edge computing node, or between a client computing node and a central server, substantially as shown and described herein, wherein the message or communication is to be transmitted or received on a transport network layer, an Internet Protocol (IP) transport layer, a General Radio Packet Service Tunneling Protocol User Plane (GTP-U) layer, a User Datagram Protocol (UDP) layer, an IP layer, on a layer of a control plane protocol stack (e.g.
NAS, RRC, PDCP, RLC, MAC, and PHY), on a layer of a user plane protocol stack (e.g. SDAP, PDCP, RLC, MAC, and PHY).

Example L16 includes a signal in a wireless network as shown and described herein.

Example L17 includes a method of communicating in a wireless network as shown and described herein.

Example L18 includes a system for providing wireless communication as shown and described herein.

Example NODE1 includes an edge compute node comprising the apparatus of any one of claims AA1-AA10, BA1-BA7, CA1-CA8, DA1-DA10, EA1-EA8, EAA1-EAA7, FA1-FA11, FAA1-FAA7, GA1-GA4, GAA1-GAA3, GAAAA1-GAAAA3, HA1-HA8, HAA1-HAA13, HAA1-HAA8, IAA1-IA11, JA1-JA10, KA1-KA7, PCA1-PCA16 and PSA1-PSA14, and further comprising a transceiver coupled to the processor, and one or more antennas coupled to the transceiver, the antennas to send and receive wireless communications from other edge computing nodes in the edge computing network.

Example NODE2 includes the subject matter of Example NODE1, further comprising a system memory coupled to the processor, the system memory to store instructions, the processor to execute the instructions to perform the training.

Example NODE3 includes the subject matter of Example NODE1 or NODE 2, wherein the apparatus is the apparatus of any one of Examples EA1-EA8, EAA1-EAA7, FA1-FA11, GA1-GA4, GAA1-GAA3, HA1-HA8, HAA1-HAA8, IAA1-IA11, JA1-JA10, KA1-KA7, and PSA1-PSA14, and the edge compute node further comprises: a network interface card (NIC) to provide the apparatus wired access to a core network; and a housing that encloses the apparatus, the transceiver, and the NIC.

Example NODE4 includes the subject matter of Example NODE3, wherein the housing further includes power circuitry to provide power to the apparatus.

Example NODE5 includes the subject matter of any one of Examples NODE3-NODE4, wherein the housing further includes mounting hardware to enable attachment of the housing to another structure.

Example NODE6 includes the subject matter of any one of Examples NODE3-NODE5, wherein the housing further includes at least one input device.

Example NODE6 includes the subject matter of any one of Examples NODE3-NODE6, wherein the housing further includes at least one output device.

An example implementation is an edge computing system, including respective edge
processing devices and nodes to invoke or perform the operations of Examples AM1-AM9, BM1-BM7, CM1-CM8, DM1-DM9, EM1-EM8, EMM1-EMM7, FM1-FM11, FMM1-FMM7, GM1-GM4, GMM1-GMM3, GMMM1-GMMM3, GMMMM1-GMMMM3, HM1-HM7, HMM1-HMM12, HMM1-HMM12, IM1-IM10, JM1-JM10, KM1-KM7, PC1-PC15 and PSM1-PSM14, or other subject matter described herein.

Another example implementation is a client endpoint node, operable to invoke or perform the operations of Examples AM1-AM9, BM1-BM7, CM1-CM8, DM1-DM9, EM1-EM8, EMM1-EMM7, FM1-FM11, FMM1-FMM7, GM1-GM4, GMM1-GMM3, GMMM1-GMMM3, HM1-HM7, HMM1-HMM12, HMM1-HMM12, IM1-IM10, JM1-JM10, KM1-KM7, PC1-PC15 and PSM1-PSM14, or other subject matter described herein.

Another example implementation is an aggregation node, network hub node, gateway node, or core data processing node, within or coupled to an edge computing system, operable to invoke or perform the operations of Examples AM1-AM9, BM1-BM7, CM1-CM8, DM1-DM9, EM1-EM8, EMM1-EMM7, FM1-FM11, FMM1-FMM7, GM1-GM4, GMM1-GMM3, GMMM1-GMMM3, GMMMM1-GMMMM3, HM1-HM7, HMM1-HMM12, HMM1-HMM12, IM1-IM10, JM1-JM10, KM1-KM7, PC1-PC15 and PSM1-PSM14, or other subject matter described herein.

Another example implementation is an access point, base station, road-side unit, street-side unit, or on-premise unit, within or coupled to an edge computing system, operable to invoke or perform the operations of Examples AM1-AM9, BM1-BM7, CM1-CM8, DM1-DM9, EM1-EM8, EMM1-EMM7, FM1-FM11, FMM1-FMM7, GM1-GM4, GMM1-GMM3, GMMM1-GMMM3, GMMMM1-GMMMM3, HM1-HM7, HMM1-HMM12, HMM1-HMM12, IM1-IM10, JM1-JM10, KM1-KM7, PC1-PC15 and PSM1-PSM14, or other subject matter described herein.

Another example implementation is an edge provisioning node, service orchestration node, application orchestration node, or multi-tenant management node, within or coupled to an edge computing system, operable to invoke or perform the operations of Examples AM1-AM9, BM1-BM7, CM1-CM8, DM1-DM9, EM1-EM8, EMM1-EMM7, FM1-FM11, FMM1-FMM7, GM1-GM4, GMM1-GMM3, GMMM1-GMMM3, GMMMM1-GMMMM3, HM1-HM7, HMM1-HMM12, HMM1-HMM12, IM1-IM10, JM1-JM10, KM1-KM7, PC1-PC15 and PSM1-PSM14, or other subject matter described herein.

Another example implementation is an edge node operating an edge provisioning
service, application or service orchestration service, virtual machine deployment, container deployment, function deployment, and compute management, within or coupled to an edge computing system, operable to invoke or perform the operations of Examples AM1-AM9, BM1-BM7, CM1-CM8, DM1-DM9, EM1-EM8, EMM1-EMM7, FM1-FM11, FMM1-FMM7, GM1-GM4, GMM1-GM3, GMMM1-GM3, GMMMM1-GMMM3, HM1-HM7, HMM1-HMM12, HMMM1-HMMM7, IM1-IM10, JM1-JM10, KM1-KM7, PC1-PC15 and PSM1-PSM14, or other subject matter described herein.

[0862] Another example implementation is an edge computing system operable as an edge mesh, as an edge mesh with sidecar loading, or with mesh-to-mesh communications, operable to invoke or perform the operations of Examples AM1-AM9, BM1-BM7, CM1-CM8, DM1-DM9, EM1-EM8, EMM1-EMM7, FM1-FM11, FMM1-FMM7, GM1-GM4, GMM1-GM3, GMMM1-GM3, GMMMM1-GMMM3, HM1-HM7, HMM1-HMM12, HMMM1-HMMM7, IM1-IM10, JM1-JM10, KM1-KM7, PC1-PC15 and PSM1-PSM14, or other subject matter described herein.

[0863] Another example implementation is the apparatus of any one of claims AA1-AA10, BA1-BA7, CA1-CA8, DA1-DA10, EA1-EA8, EAA1-EAA7, FA1-FA11, FAA1-FAA7, GA1-GA4, GAA1-GAA3, GAAA1-GAAA3, GAAAA1-GAAA3, HAA1-HAA13, IA1-IA11, JA1-JA10, KA1-KA7, PCA1-PCA16 and PSA1-PSA14 further including a transceiver coupled to the processor, and one or more antennas coupled to the transceiver, the antennas to send wireless communications to and to receive wireless communications from other edge computing nodes in the edge computing network.

[0864] Another example includes an apparatus substantially as shown and described herein.

[0865] Another example includes a method substantially as shown and described herein.

[0866] Another example implementation is the apparatus of the Example of the paragraph above, further including a system memory coupled to the processor, the system memory to store instructions, the processor to execute the instructions to perform the training.

[0867] Another example implementation is an edge computing system including aspects of network functions, acceleration functions, acceleration hardware, storage hardware, or computation hardware resources, operable to invoke or perform the use cases discussed herein, with use of the examples herein, or other subject matter described herein.

[0868] Another example implementation is an edge computing system adapted for supporting client mobility, vehicle-to-vehicle (V2V), vehicle-to-everything (V2X), or vehicle-to-infrastructure (V2I) scenarios, and optionally operating according to ETSI MEC
specifications, operable to invoke or perform the use cases discussed herein, with use of the examples herein, or other subject matter described herein.

[0869] Another example implementation is an edge computing system adapted for mobile wireless communications, including configurations according to an 3GPP 4G/LTE or 5G network capabilities, operable to invoke or perform the use cases discussed herein, with use of the Examples above, or other subject matter described herein.

[0870] Any of the above-described Examples may be combined with any other example (or combination of examples), unless explicitly stated otherwise. Aspects described herein can also implement a hierarchical application of the scheme for example, by introducing a hierarchical prioritization of usage for different types of users (e.g., low/medium/high priority, etc.), based on a prioritized access to the spectrum e.g. with highest priority to tier-1 users, followed by tier-2, then tier-3, etc. users, etc. Some of the features in the present disclosure are defined for network elements (or network equipment) such as Access Points (APs), eNBs, gNBs, core network elements (or network functions), application servers, application functions, etc. Any embodiment discussed herein as being performed by a network element may additionally or alternatively be performed by a UE, or the UE may take the role of the network element (e.g., some or all features defined for network equipment may be implemented by a UE).

[0871] Although these implementations have been described with reference to specific exemplary aspects, it will be evident that various modifications and changes may be made to these aspects without departing from the broader scope of the present disclosure. Many of the arrangements and processes described herein can be used in combination or in parallel implementations to provide greater bandwidth/throughput and to support edge services selections that can be made available to the edge systems being serviced. Accordingly, the specification and drawings are to be regarded in an illustrative rather than a restrictive sense. The accompanying drawings that form a part hereof show, by way of illustration, and not of limitation, specific aspects in which the subject matter may be practiced. The aspects illustrated are described in sufficient detail to enable those skilled in the art to practice the teachings disclosed herein. Other aspects may be utilized and derived therefrom, such that structural and logical substitutions and changes may be made without departing from the scope of this disclosure. This Detailed Description, therefore, is not to be taken in a limiting sense, and the scope of various aspects is defined only by the appended claims, along with the full range of equivalents to which such claims are entitled.
Such aspects of the inventive subject matter may be referred to herein, individually and/or collectively, merely for convenience and without intending to voluntarily limit the scope of this application to any single aspect or inventive concept if more than one is in fact disclosed. Thus, although specific aspects have been illustrated and described herein, it should be appreciated that any arrangement calculated to achieve the same purpose may be substituted for the specific aspects shown. This disclosure is intended to cover any and all adaptations or variations of various aspects. Combinations of the above aspects and other aspects not specifically described herein will be apparent to those of skill in the art upon reviewing the above description.
What is claimed is:

1. An apparatus of a first edge computing node to be operated in an edge computing network, the apparatus including an interconnect interface to connect the apparatus to one or more components of the first edge computing node, and a processor to:
   decode a first message from a second edge computing node, the first message including information on a target data distribution for federated machine learning training;
   determine the target data distribution from the first message;
   encode a client report for transmission to the second edge computing node based on a divergence between a local data distribution of the first edge computing node and the target data distribution;
   cause transmission of the client report to the second computing node;
   decode a second message from the second edge computing node, the second message including information on a global model associated with a global epoch of the federated machine learning training; and
   update a local gradient at the first edge computing node based on the global model.

2. The apparatus of claim 1, the processor further to:
   encode weighted loss information for transmission to the second edge computing node;
   cause transmission of the weighted loss information to the second edge computing node;
   encode for transmission to the second edge computing node a local weight update $w_{k,t+e} = w_{k,t+e-1} - \eta \cdot g_{k,t+e} \cdot P_k / q_k$, where $w_{k,t+e}$ corresponds to a weight update of the first edge computing node at global epoch $t$ and local epoch $e$, $\eta$ is a learning rate, $g_{k,t+e}$ corresponds to a gradient estimate for the first edge computing node at global epoch $t$ and local epoch $e$, $p_k$ corresponds to an original sampling distribution of the first edge computing node, and $q$ is a probability distribution for the first edge computing node; and
   cause transmission of the local weight update to the second edge computing node.

3. The apparatus of any one of claims 1-2, wherein a data distribution at the first edge computing node corresponds to non-independent and identically distributed data (non-i.i.d.).
4. The apparatus of any one of claim 1-2, the processor to perform rounds of federated machine learning training including:
   processing a capability request from the second edge computing node;
   generating a capability report on compute capabilities and communication capabilities of the edge computing node in response to the capability request;
   causing transmission of the capability report to the second edge computing node;
   after causing transmission of the capability report, decoding the second message from the second edge computing node to initialize training parameters of a federated machine learning training round with the second edge computing node; and
   reporting updated model weights based on the global model for the federated machine learning training round.

5. The apparatus of claim 4, wherein the compute capabilities include a compute rate and the communication capabilities include an uplink communication time to the second edge computing node.

6. The apparatus of claim 4, wherein the capability report further includes information on a number of training examples at the client.

7. The apparatus of claim 1, the processor to:
   encode, for transmission to the second edge computing node, a capability report including at least one of information based on a training loss of the first edge computing node for a global epoch of a federated machine learning training by the second edge computing node training, or information based on a gradient of the first edge computing node with respect to a pre-activation output of the first edge computing node;
   cause transmission of the capability report; and
   for a next global epoch of the federated machine learning training, decode an updated global model from the second edge computing node.

8. The apparatus of claim 7, the processor to further decode the second message prior to causing transmission of the capability report.
9. The apparatus of any one of claims 7-8, wherein the capability report further includes a compute rate, and at least one of an uplink communication time or a downlink communication time for communication with the second edge computing node.

10. The apparatus of claim 1, the processor to:
    compute kernel coefficients based on a kernel function, a local raw training data set of the first edge computing node, and a raw label set corresponding to the local raw training data set;
    generate a coded training data set from the raw training data set;
    generate a coded label set based on the kernel coefficients, the kernel function, and the raw label set; and
    cause the coded training data set and coded label set to be transmitted to the second edge computing node.

11. The apparatus of claim 1, the processor to further:
    access a local training data set of the first edge computing node;
    apply a Random Fourier Feature Mapping (RFFM) transform to the training data set to yield a transformed training data set;
    after decoding the second message, iteratively, until the global model converges:
        compute an update to the global model using the transformed data set and a raw label set corresponding to the training data set to obtain an updated global model; and
        cause the update to be transmitted to the second edge computing node.

12. The apparatus of claim 1, the processor to:
    access a local training data set of the first edge computing node and a label set corresponding to the local training data set;
    apply a Random Fourier Feature Mapping (RFFM) transform to the training data set to yield a transformed training data set;
    estimate a local machine learning (ML) model based on the transformed training data set and the label set;
    generate a coded training data set from the transformed training data set;
    generate a coded label set based on the coded training data set and the estimated local ML model; and
cause the coded training data set and coded label set to be transmitted to the second edge computing node.

13. The apparatus of claim 1, the processor to:
   access a subset of a local training data set of the first edge computing node;
   generate a transformed training data subset based on a Random Fourier Feature Mapping (RFFM) transform and the training data subset;
   generate a coding matrix based on a distribution;
   generate a weighting matrix;
   generate a coded training data mini-batch based on multiplying the transformed training data subset with the coding matrix and the weighting matrix; and
   cause the coded training data mini-batch to be transmitted to the second edge computing node;

   wherein the weighting matrix is based on a probability of whether the coded training data mini-batch will be received at the second edge computing node.

14. The apparatus of claim 1, the processor to:
   obtain, from each of a set of first edge computing nodes of the edge computing network, a maximum coding redundancy value for a coded federated learning (CFL) cycle to be performed on a global machine learning (ML) model of the federated ML training;
   determine a coding redundancy value based on the maximum coding redundancy values received from the edge computing devices;
   determine an epoch time and a number of data points to be processed at each edge computing device during each epoch of the CFL cycle based on the determined coding redundancy value; and
   cause the determined coding redundancy value, epoch time, and number of data points to be processed at each edge computing device to be transmitted to the set of edge computing devices.
15. The apparatus of claim 1, the processor to:
determine a coded privacy budget and an uncoded privacy budget based on a
differential privacy guarantee for a cycle of the federated machine learning;
generate a coded data set from a raw data set of the first edge computing node based
on the coded privacy budget;
cause the coded data set to be transmitted to the second edge computing node;
perform a round of the federated machine learning on the global model including:
after receiving the second message, computing an update to the global model
based on the raw data set and the uncoded privacy budget; and
causing transmission of the update to the global model to the second edge
computing node.

16. The apparatus of any one of claims 1-15, wherein the first edge computing node is a
mobile client computing node.

17. A method to be performed at an first edge computing node in an edge computing
network, the method including:
decoding a first message from a second edge computing node, the first message
including information on a target data distribution for federated machine learning training;
determining the target data distribution from the first message;
encoding a client report for transmission to the second edge computing node based
on a divergence between a local data distribution of the first edge computing node and the
target data distribution;
causing transmission of the client report to the second computing node;
decoding a second message from the second edge computing node, the second
message including information on a global model associated with a global epoch of the
federated machine learning training; and
updating a local gradient at the first edge computing node based on the global model.
18. The method of claim 17, the method including:
encoding weighted loss information for transmission to the second edge computing node;
causing transmission of the weighted loss information to the second edge computing node;
encoding for transmission to the second edge computing node a local weight update
\( w_{k,t+e} = w_{k,t+e-1} - \eta * g_{k,t+e} * p_k / q_k \), where \( w_{k,t+e} \) corresponds to a weight update of the first edge computing node at global epoch \( t \) and local epoch \( e \), \( \eta \) is a learning rate, \( g_{k,t+e} \) corresponds to a gradient estimate for the first edge computing node at global epoch \( t \) and local epoch \( e \), \( p_k \) corresponds to an original sampling distribution of the first edge computing node, and \( q \) is a probability distribution for the first edge computing node; and
causing transmission of the local weight update to the second edge computing node.

19. The method of any one of claims 17-18, wherein a data distribution at the first edge computing node corresponds to non-independent and identically distributed data (non-i.i.d.).

20. The method of any one of claim 17-18, the method including performing rounds of federated machine learning training including:
processing a capability request from the second edge computing node;
generating a capability report on compute capabilities and communication capabilities of the edge computing node in response to the capability request;
causing transmission of the capability report to the second edge computing node;
after causing transmission of the capability report, decoding the second message from the second edge computing node to initialize training parameters of a federated machine learning training round with the second edge computing node; and
reporting updated model weights based on the global model for the federated machine learning training round.

21. The method of claim 20, wherein the compute capabilities include a compute rate and the communication capabilities include an uplink communication time to the second edge computing node.
22. The method of claim 20, wherein the capability report further includes information on a number of training examples at the client.

23. The method of claim 17, the method including:
   encoding, for transmission to the second edge computing node, a capability report including at least one of information based on a training loss of the first edge computing node for a global epoch of a federated machine learning training by the second edge computing node training, or information based on a gradient of the first edge computing node with respect to a pre-activation output of the first edge computing node;
   causing transmission of the capability report; and
   for a next global epoch of the federated machine learning training, decoding an updated global model from the second edge computing node.

24. The method of claim 23, the method including decoding the second message prior to causing transmission of the capability report.

25. The method of claim 23, wherein the capability report further includes a compute rate, and at least one of an uplink communication time or a downlink communication time for communication with the second edge computing node.

26. The method of claim 17, the method including:
   computing kernel coefficients based on a kernel function, a local raw training data set of the first edge computing node, and a raw label set corresponding to the local raw training data set;
   generating a coded training data set from the raw training data set;
   generating a coded label set based on the kernel coefficients, the kernel function, and the raw label set; and
   causing the coded training data set and coded label set to be transmitted to the second edge computing node.
27. The method of claim 17, the method including further:
accessing a local training data set of the first edge computing node;
applying a Random Fourier Feature Mapping (RFFM) transform to the training data
set to yield a transformed training data set;
after decoding the second message, iteratively, until the global model converges:
computing an update to the global model using the transformed data set and a
raw label set corresponding to the training data set to obtain an updated global model; and
causing the update to be transmitted to the second edge computing node.

28. The method of claim 17, the method including:
accessing a local training data set of the first edge computing node and a label set
corresponding to the local training data set;
applying a Random Fourier Feature Mapping (RFFM) transform to the training data
set to yield a transformed training data set;
estimating a local machine learning (ML) model based on the transformed training
data set and the label set;
generating a coded training data set from the transformed training data set;
generating a coded label set based on the coded training data set and the estimated
local ML model; and
causing the coded training data set and coded label set to be transmitted to the
second edge computing node.

29. The method of claim 17, the method including:
accessing a subset of a local training data set of the first edge computing node;
generating a transformed training data subset based on a Random Fourier Feature
Mapping (RFFM) transform and the training data subset;
generating a coding matrix based on a distribution;
generating a weighting matrix;
generating a coded training data mini-batch based on multiplying the transformed
training data subset with the coding matrix and the weighting matrix; and
causing the coded training data mini-batch to be transmitted to the second edge
computing node;
wherein the weighting matrix is based on a probability of whether the coded training
data mini-batch will be received at the second edge computing node.

30. The method of claim 17, the method including:

obtaining, from each of a set of first edge computing nodes of the edge computing network, a maximum coding redundancy value for a coded federated learning (CFL) cycle to be performed on a global machine learning (ML) model of the federated ML training;

determining a coding redundancy value based on the maximum coding redundancy values received from the edge computing devices;

determining an epoch time and a number of data points to be processed at each edge computing device during each epoch of the CFL cycle based on the determined coding redundancy value; and

causing the determined coding redundancy value, epoch time, and number of data points to be processed at each edge computing device to be transmitted to the set of edge computing devices.

31. The method of claim 17, the method including:

determining a coded privacy budget and an uncoded privacy budget based on a differential privacy guarantee for a cycle of the federated machine learning;

generating a coded data set from a raw data set of the first edge computing node based on the coded privacy budget;

causing the coded data set to be transmitted to the second edge computing node;

performing a round of the federated machine learning on the global model including:

after receiving the second message, computing an update to the global model based on the raw data set and the uncoded privacy budget; and

causing transmission of the update to the global model to the second edge computing node.

32. An apparatus of an edge computing node to be operated in an edge computing network, the apparatus including an interconnect interface to connect the apparatus to one or more components of the edge computing node, and a processor to perform rounds of federated machine learning training including:

processing client reports from a plurality of clients of the edge computing network;

selecting a candidate set of clients from the plurality of clients for an epoch of the
federated machine learning training;
  causing a global model to be sent to the candidate set of clients; and
  performing the federated machine learning training on the candidate set of clients.

33. The apparatus of claim 32, wherein the processor is to perform rounds of federated machine learning training further including:
  causing dissemination, to a plurality of clients of the edge computing network, of a target data distribution at the edge computing node for federated machine learning training, wherein each of the respective reports is based on a divergence between a local data distribution of a respective one of the clients and the target data distribution;
  assigning a respective weight to each respective divergence based on a size of the divergence, with higher divergences having higher weights; and
  selecting the candidate set including using a round robin approach based on the weights.

34. The apparatus of claim 33, wherein the divergence corresponding to each client is based on one of a Kullback-Leibler divergence or a distance of probability distributions between a local data distribution of said each client and the target data distribution.

35. The apparatus of any one of claims 33-34, wherein selecting a candidate set of clients is based on a determination as to whether the data distribution of each client of the candidate set shows non-independent and identically distributed data (non-i.i.d.).

36. The apparatus of claim 32, wherein the processor is to perform rounds of federated machine learning training further including:
  processing weighted loss information from each of the clients;
  determining a probability distribution \( q \) for each of the clients based on the weighted loss information from corresponding ones of said each of the clients, wherein \( q \) is further based on an amount of data at said each of the clients, and a weight matrix for the federated machine learning training for said each of the clients for a global epoch; and
  selecting the candidate set including selecting a number of clients with highest probability distribution \( q \) as the candidate set.
37. The apparatus of claim 32, wherein the reports include at least one of information based on training losses of respective ones of said clients for an epoch of the training, or information based on gradients of respective ones of said clients with respect to a pre-activation output of respective ones of said clients; and the processor is to perform rounds of federated machine learning training further including:
   rank ordering the clients based on one of their training losses or their gradients; and
   selecting the candidate set including selecting a number of clients with highest training losses or highest gradients as the candidate set.

38. The apparatus of claim 37, wherein selecting a number of clients with highest training losses or highest gradients as the candidate set includes selecting a first number of clients with highest training losses or highest gradients as an intermediate set, and selecting a second number of clients from the intermediate set based on respective upload times of the first number of clients, the second number of clients corresponding to the candidate set.

39. The apparatus of claim 32, wherein the processor is to perform rounds of federated machine learning training further including:
   grouping clients from a plurality of available clients into respective sets of clients based on compute capabilities and communication capabilities of each of the available clients; and
   selecting a candidate set of clients based on a round robin approach, or based at least on one of a data distribution of each client of the candidate set or a determination that a global model of the machine learning training at the edge computing node has reached a minimum accuracy threshold.

40. The apparatus of claim 39, wherein the compute capabilities include a compute rate and the communication capabilities include an uplink communication time to the edge computing node.

41. The apparatus of any one of claims 32, 33, 34 and 36-40, wherein the processor is further to cause dissemination, to the plurality of clients of the edge computing network, of a global model corresponding to an epoch of a federated machine learning training.
42. The apparatus of any one of claims 32, 33, 34 and 36-40, wherein the processor is further to perform rounds of federated machine learning training including:

obtaining coded training data from each of the selected clients; and

performing machine learning training on the coded training data.

43. The apparatus of claim 42, wherein the processor is further to:

determine a coding redundancy value to use in the machine learning training on the coded training data based on maximum coding redundancy values from each of the clients, the maximum coding redundancy values indicating a maximum number of coded training data points a respective client may provide;

determine an epoch time and a number of data points to be processed at each client during each round federated machine learning based on the determined coding redundancy value; and

cause the determined coding redundancy value, epoch time, and number of data points to be processed at each client to be transmitted to the selected clients.

44. The apparatus of claim 32, wherein the processor is further to, for a number of cycles $E'$ of epoch number $t$:

discard an initial $L$ clients from $M$ clients sampled from $N$ available clients;

select a subsequent $L$ clients from remaining clients $N-M$ or $N-M+initial$ clients.;

determine load balancing parameters for the subsequent $L$ clients;

receive coded data $X_i$ from each client $i$ of the subsequent $L$ clients;

after the number of cycles $E'$, calculate a global weight $\beta^{(t+1)}$ corresponding to epoch number $t+1$, $\beta^{(t+1)}$ based on gradient $g_i^{(t)}$ for each client $i$ of the $K$ clients at epoch number $t$ and further based on gradient $g_i^{(t+1)}$ for each client $i$ of the $K$ clients at epoch number $t+1$,

wherein $g_i^{(t)}$ is calculated using data points based on the load balancing parameters, and $g_i^{(t+1)}$ is calculated using $g_i^{(t)}$ and the coded data $X_i$.

45. The apparatus of claim 32, wherein the processor is further to:

as a one stage operation, receiving a number of coded training data points from each client $i$ of $N$ available clients or of $L$ clients, wherein $L \leq N$, the number of coded training data points based on $l_1, l_i^*$ and $t^*$, wherein $l_1$ corresponds to a number of raw datapoints at client $i$, $l_i^*$ corresponds to an optimal load representing a number of raw datapoints used by client $i$ to
maximize its average return metric, and \( t^* \) corresponds to a deadline time duration representing a smallest epoch time window within which the apparatus and the client \( i \) can jointly calculate a gradient;

for every epoch number \( t \) and until time \( t^* \):

receive local gradients \( g_i(t) \) from \( L_i^*(t^*) \) raw data points, wherein \( L_i^*(t^*) \)
corresponds to an optimal load representing a number of raw datapoints used by client \( i \)
to maximize its average return metric during time \( t^* \);

calculate a global gradient based on a per client gradient from the coded data of each client \( i \);

on or after time \( t^* \), calculate an updated global gradient from the global gradient

46. A method to perform federated machine learning training at an apparatus of an edge computing node in an edge computing network, the method including:

processing client reports from a plurality of clients of the edge computing network;

selecting a candidate set of clients from the plurality of clients for an epoch of the federated machine learning training;

sending a global model to the candidate set of clients; and

performing the federated machine learning training on the candidate set of clients.

47. The method of claim 46, further comprising:

disseminating, to a plurality of clients of the edge computing network, a target data distribution at the edge computing node for federated machine learning training, wherein each of the respective reports is based on a divergence between a local data distribution of a respective one of the clients and the target data distribution;

assigning a respective weight to each respective divergence based on a size of the divergence, with higher divergences having higher weights; and

selecting the candidate set including using a round robin approach based on the weights.

48. The method of claim 47, wherein the divergence corresponding to each client is based on one of a Kullback-Leibler divergence or a distance of probability distributions between a local data distribution of said each client and the target data distribution.
49. The method of any one of claims 47-48, wherein selecting a candidate set of clients is based on a determination as to whether the data distribution of each client of the candidate set shows non-independent and identically distributed data (non-i.i.d.).

50. The method of claim 46, further comprising:
   processing weighted loss information from each of the clients;
   determining a probability distribution \( q \) for each of the clients based on the weighted loss information from corresponding ones of said each of the clients, wherein \( q \) is further based on an amount of data at said each of the clients, and a weight matrix for the federated machine learning training for said each of the clients for a global epoch; and
   selecting the candidate set including selecting a number of clients with highest probability distribution \( q \) as the candidate set.

51. The method of claim 46, wherein the reports include at least one of information based on training losses of respective ones of said clients for an epoch of the training, or information based on gradients of respective ones of said clients with respect to a pre-activation output of respective ones of said clients; and the method further comprises:
   rank ordering the clients based on one of their training losses or their gradients; and
   selecting the candidate set including selecting a number of clients with highest training losses or highest gradients as the candidate set.

52. The method of claim 51, wherein selecting a number of clients with highest training losses or highest gradients as the candidate set includes selecting a first number of clients with highest training losses or highest gradients as an intermediate set, and selecting a second number of clients from the intermediate set based on respective upload times of the first number of clients, the second number of clients corresponding to the candidate set.

53. The method of claim 46, further comprising:
   grouping clients from a plurality of available clients into respective sets of clients based on compute capabilities and communication capabilities of each of the available clients;
   and
   selecting a candidate set of clients based on a round robin approach, or based at least
on one of a data distribution of each client of the candidate set or a determination that a global model of the machine learning training at the edge computing node has reached a minimum accuracy threshold.

54. The method of claim 53, wherein the compute capabilities include a compute rate and the communication capabilities include an uplink communication time to the edge computing node.

55. The method of claim 46, further comprising disseminating, to the plurality of clients of the edge computing network, a global model corresponding to an epoch of a federated machine learning training.

56. The method of any one of claims 46-48 and 50-55, further comprising: obtaining coded training data from each of the selected clients; and performing machine learning training on the coded training data.

57. The method of claim 56, further comprising:

determining a coding redundancy value to use in the machine learning training on the coded training data based on maximum coding redundancy values from each of the clients, the maximum coding redundancy values indicating a maximum number of coded training data points a respective client may provide;

determining an epoch time and a number of data points to be processed at each client during each round federated machine learning based on the selected coding redundancy value; and

sending the determined coding redundancy value, epoch time, and number of data points to be processed at each client to the selected clients.

58. The method of claim 46, further comprising, for a number of cycles $E'$ of epoch number $r$:

discarding an initial $L$ clients from $M$ clients sampled from $N$ available clients;
selecting a subsequent $L$ clients from remaining clients $N-M$ or $N-M+initial L$ clients.;
determining load balancing parameters for the subsequent $L$ clients;
receiving coded data $\tilde{X}_i$ from each client $i$ of the subsequent $L$ clients;
after the number of cycles $E^\prime$, calculating a global weight $\beta^{(t+1)}$ corresponding to
epoch number $t+1$, $\beta^{(t+1)}$ based on gradient $g_{i}^{(t)}$ for each client $i$ of the K clients at epoch
number $t$ and further based on gradient $g_{i}^{(t+1)}$ for each client $i$ of the K clients at epoch number
$t+1$, wherein $g_{i}^{(t)}$ is calculated using data points based on the load balancing parameters, and
$g_{i}^{(t+1)}$ is calculated using $g_{i}^{(t)}$ and the coded data $\hat{X}_i$.

59. The method of claim 46, further comprising:
as a one stage operation, receiving a number of coded training data points from each
client $i$ of N available clients or of L clients, wherein L<$\leq$N, the number of coded data points
based on $l_i$, $l_i^*$ and $t^*$, wherein $l_i$ corresponds to a number of raw datapoints at client $i$, $l_i^*$
corresponds to an optimal load representing a number of raw datapoints used by client $i$ to
maximize its average return metric, and $t^*$ corresponds to a deadline time duration representing
a smallest epoch time window within which the apparatus and the client $i$ can jointly calculate
a gradient;

for every epoch number $t$ and until time $t^*$:
receive local gradients $g_{i}(t)$ from $L_i^*(t^*)$ raw data points, wherein $L_i^*(t^*)$
corresponds to an optimal load representing a number of raw datapoints used by client $i$
to maximize its average return metric during time $t^*$;
calculate a global gradient based on a per client gradient from the coded data of
each client $i$;
on or after time $t^*$, calculate an updated global gradient from the global gradient
calculated at each epoch number $t$.

60. An edge compute node comprising the apparatus of any one of claims 1, 2, 7, 8, 10-
15, 32-34, 36-40, 44 and 45, and further comprising a transceiver coupled to the processor, and
one or more antennas coupled to the transceiver, the antennas to send and receive wireless
communications from other edge computing nodes in the edge computing network.

61. The edge compute node of claim 60, further comprising a system memory coupled
to the processor, the system memory to store instructions, the processor to execute the
instructions to perform the training.
62. The edge compute node of claim 60, further comprising:
   a network interface card (NIC) coupled to the apparatus to connect the apparatus to a
   core network by way of wired access; and
   a housing that encloses the apparatus, the transceiver, and the NIC.

63. The edge compute node of claim 62, wherein the housing further includes power
   circuitry to provide power to the apparatus.

64. The edge compute node of claim 62, wherein the housing further includes mounting
   hardware to enable attachment of the housing to another structure.

65. The edge compute node of claim 62, wherein the housing further includes at least
   one input device.

66. The edge compute node of claim 62, wherein the housing further includes at least
   one output device.

67. An apparatus comprising means to perform one or more elements of a method of any
   one of claims 17, 18, 23-31, 46-48, 50-55, 58 and 59.

68. A machine-readable storage including machine-readable instructions which, when
   executed, implement the method of any one of claims 17, 18, 23-31, 46-48, 50-55, 58 and 59.

69. A client compute node substantially as shown and described herein.

70. A server substantially as shown and described herein.
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