Abstract: Disclosed herein is a method for generating a digital 3D representation of at least a part of an intraoral cavity, the method comprising: - recording a plurality of views containing surface data representing at least the geometry of surface points of the part of the intraoral cavity using an intraoral scanner; - determining a weight for each surface point at least partly based on scores that are measures of belief of that surface point representing a particular type of surface; - executing a stitching algorithm that performs weighted stitching of the surface points in said plurality of views to generate the digital 3D representation based on the determined weights; wherein the scores for the surface points are found by at least one score-finding algorithm that takes as input at least the geometry part of the surface data for that surface point and surface data for points in a neighbourhood of that surface point.

**Published:**

— with international search report (Art. 21(3))
INTRAORAL SCANNING WITH SURFACE DIFFERENTIATION

Field
Disclosed herein is a scanner system and method for scanning the intraoral cavity of a patient. In particular, the disclosure relates to stitching together a digital 3D representation of the intraoral cavity, taking into account tissue deformation during scanning. Score finding algorithms such as machine learning algorithms may be used to train the system to differentiate between various types of surfaces and weighting the different surfaces for stitching recorded views to a combined digital 3D representation.

Background
In dentistry, 3D topography measurements of the patient's teeth and possibly other parts of the intraoral cavity are needed as a basis for restorative or orthodontic treatments. Traditionally, such 3D measurement has been performed by initially taking a physical impression. Because this procedure is generally unpleasant for the patients, more recently, intraoral 3D scanners have been used to directly measure the topography of the teeth or other parts of the intraoral cavity.

Due to size limitations, intraoral 3D scanners typically record small views at a time, with each view containing a distance map and possibly other information such as color. The views are stitched together incrementally to a combined 3D topography measurement as the scanner is moved. Such recording, e.g., for a single jaw's teeth and surrounding gingiva as region of interest, typically takes at least one minute and typically yields at least 100 views. The terms “registration” and “stitching” are generally used interchangeably in the literature. The stitched model, usually also converted to a surface, is often referred to as “virtual 3D model” or “digital 3D representation” of the 3D topography measured by the scanner.
Several types of surfaces within the intraoral cavity are not rigid. For example, cheeks and tongue may deform significantly during the recording. Gingiva may deform, too, however typically less so. Also, foreign objects are encountered during a recording with an intraoral scanner. Some foreign objects are rigid but highly movable and typically only present in some views of the recording, such as dental instruments. Other foreign objects like cotton pads may move less and be present in more views of the recording, but deform more. A dentist’s finger typically both moves and deforms significantly in only a few views of a recording.

Because the stitching of views is generally based on the assumption of the scanned surface being stable and rigid, any moveable or deforming surfaces typically result in a loss of accuracy of the combined 3D topography measurement. Non-rigid stitching algorithms exist, but they are computationally expensive and require additional information, e.g., landmarks, that is generally not available during intraoral scanning.

Several means have been introduced to reduce the detrimental impact of movable or deformable surfaces on intraoral 3D scanning. One strategy is to keep such surfaces away from the views, e.g., by use of a cheek retractor. As a cheek retractor is often perceived as unpleasant by the patient and as it only solves part of the problem, data processing methods have been introduced.

US7698068 describes a method to distinguish teeth and other intraoral tissue based on color, and only use the part of the views representing teeth color for stitching during the recording. As teeth are rigid, and more white than other tissue, the quality of the combined 3D topography measurement can often be improved. However, teeth can be discolored, both naturally and by restorations, so a classification by color alone can be inaccurate. Also, non-white but rather rigid tissue such as the palatal rugae may be useful for stitching, particularly in edentulous cases, and
should thus not be ignored. Furthermore, some deformable foreign surfaces, e.g., cotton pads, can have a color similar to that of teeth, but should be ignored for stitching.

US9629551 describes a method to detect moveable objects by analyzing the consistency of multiple views during the recording of the same part of the intraoral cavity. This method uses only geometrical information and hence is robust to color variability.

There remains a need for an intraoral 3D scanner, and a method of using the scanner that is generally robust to deforming or moving surfaces.

**Summary**

In one aspect, disclosed herein is a method for generating a digital 3D representation of at least a part of an intraoral cavity, the method comprising:

- recording a plurality of views containing surface data representing at least the geometry of surface points of the part of the intraoral cavity using an intraoral scanner;

- determining a weight for each surface point at least partly based on scores that are measures of belief of that surface point representing a particular type of surface;

- executing a stitching algorithm that performs weighted stitching of the surface points in said plurality of views to generate the digital 3D representation based on the determined weights;

wherein the scores for the surface points are found by at least one score-finding algorithm that takes as input at least the geometry part of the surface data for that surface point and surface data for points in a neighbourhood of that surface point.
One or more processing units may be configured to apply an algorithm, such as a machine learning algorithm, trained on data to differentiate between various types of surfaces indicating types of tissue, other surfaces, and possibly erroneous data in the recorded views. Each view contains surface geometry data, at least some points $z(x, y)$ defined in a coordinate system relative to the scanner. A scanner and method according to an embodiment of this disclosure uses weighting for stitching recorded views to a combined representation of the 3D topography, also called a digital 3D representation. The weight of a point in the stitching is determined at least partly by scores that are measures of belief of that point representing at least one type of surface. Measures of belief and hence said scores can be heuristic measures or probabilities.

A scanner and method according to this disclosure may not necessarily detect tissue or foreign object movement or deformation directly. It typically differentiates by types of surfaces based on their assumed proclivity for moving or deforming, regardless of whether an actual surface of such type has moved or deformed during a scan. Surface types can be based on histology, e.g., dentin or mucosa. They can also be based on location, e.g., gingiva between teeth has a smaller proclivity for deformation than gingiva around a prepared tooth. Surface types can also be heuristic, e.g., whether or not they are desired in a digital 3D representation. Surface types that have a relatively smaller proclivity for deformation or movement are generally more desirable for stitching.

In this disclosure, differentiation by surface type may be based at least partly on surface geometry data, whereas the known art requires additional data for differentiation, e.g., surface color as in US7698068. Still, a scanner or method according to an embodiment of this disclosure may also provide and exploit additional surface data in views, e.g., surface color. A scanner or method according to this disclosure may also provide and exploit a certainty of the surface data it records.
Weighted stitching can be performed with one of the many variants of the Iterative Closest Point (ICP) algorithm or other appropriate algorithms in the art. Pair-wise weighting is described, see e.g., [1]. In another formulation of weighted stitching, surface data can be sorted based on their weights, and only some top quantile, or exceeding some threshold, is then used in the stitching. Weighted stitching in the sense of this disclosure is some mathematical formulation that expresses differentiation, such that some data in views have a relatively higher impact on the result than others.

The common coordinate system for the stitched model can be the local coordinate system of the first view. Stitching a view is to be understood as stitching the view’s surface geometry data $z(x, y)$ by transforming them to a common coordinate system, while applying the same geometrical transform to any other surface data in the view. Surface data points within a view with zero or some small weight may be included in the transform, or they may be removed.

A digital 3D representation can be represented in several ways. Stitching alone at least provides a point cloud. It is often desirable to approximate a point cloud with a surface, e.g., a triangle mesh, evening out noise in the point data and providing a digital 3D representation that is a better basis for dental CAD. Some algorithms build such a surface after all views have been stitched, e.g., [2]. Some algorithms build some intermediate surface model incrementally for every view recorded and stitched, possibly also using that intermediate model to improve stitching, e.g., [3]. After all views are recorded, a final surface is often computed replacing the intermediate one. Surface data points with small weights, if not removed when the respective view was stitched, are often effectively removed in this step, because they are detected as noise.
In some embodiments, the points $z(x, y)$ are arranged as a distance map, i.e., as distances $z(x, y)$ from some reference surface defined relative to the scanner to the scanned surface. In some embodiments, the coordinates $(x, y)$ exist on a grid on a planar reference surface. A surface data point in the sense of this disclosure contains at least geometry information, i.e., $z(x, y)$. It can also be augmented with other data recorded for the surface at $(x, y)$, e.g., color, or some measure of the certainty of $z(x, y)$, or some other data.

For differentiation by surface type for a location $(x, y)$, a scanner of this disclosure takes into account the value $z(x, y)$, and also additional values of $z$ in a neighborhood of $(x, y)$. Considering a neighborhood can reveal some geometrical structure that is typical of a surface type. The neighborhood can be an immediate neighborhood, or a set of near regions that extend beyond the immediate neighborhood. It can be useful to apply a kernel to reveal geometrical structure, or a set of kernels. Considering the additional information contained in neighborhoods is another improvement over the known art.

In some embodiments, the score-finding algorithm is a machine learning algorithm. Any kind of machine learning algorithm may be used. Some examples of machine learning algorithms include artificial neural networks, such as deep artificial neural networks, convolutional artificial neural networks, or recurrent artificial neural networks. The machine learning method of embodiments of this disclosure may apply dimensionality reduction methods, such as principle component analysis or autoencoders.

In some embodiments, the machine learning algorithm comprises a neural network with at least one convolutional layer. Convolutional neural networks naturally provide a consideration of neighborhoods. For distance maps or color defined on or resampled to a grid of $(x, y)$, preferably an
equidistant grid, many machine learning algorithms published for image analysis and image segmentation can be applied analogously. The algorithm for differentiating between surface types can also be a more classical machine learning algorithm, e.g., using support vector machines. The algorithm for differentiating between surface types can also be one that is based on more classical statistical methods, such as Bayesian statistics or a type of regression. Various of the above classes of algorithms can also be used in combination.

In some embodiments, the at least one machine learning algorithm is trained on a plurality of the types of surfaces that are commonly recorded with scanners in intraoral cavities. By annotating the training set images on the various types of surfaces normally found in intraoral cavities, such as teeth, gingiva, tongue, palate etc., the resulting weight determination will be more robust and consistent.

Training of a machine learning algorithm for differentiating between surface types can be supervised, semi-supervised, or unsupervised. For semi-supervised or supervised learning, training can be based at least partly on annotated views, or on annotated digital 3D representations. Annotations on a digital 3D representation can be back-projected to every view that contributed to that digital 3D representation, because the stitching also yielded the transformations of each view to a common coordinate system. Hence, the annotations can be carried over to the views, and can be used in training a machine learning algorithm based on views. Annotation can be performed by a human and/or some algorithm.

During scanning, the machine learning algorithm runs in inference mode, detecting scores that are a measure of belief of surface data belonging to one or more surface types. Typically, the scores can be represented as a vector with one value for each surface type in the inference. In embodiments using a neural network, the scores are typically obtained
from the output layer, possibly after applying some transform such as a log-transform.

Measure of belief as used in this application means some score indicating a degree of certainty. A measure of belief can be a probability, particularly if the distribution of the underlying random variable is known or assumed known. When such knowledge does not exist nor any assumption seemed warranted, or if preferred for other reasons, a measure of belief can be some more subjective assessment and/or expression of said degree of certainty.

It can be convenient mathematically to have a score of one represent the certain belief that the surface data belongs to a particular surface type such as tooth or gingiva, whereas a score of zero represents the certain belief that the surface data does not belong to that particular surface type. Scores increasing from zero to one then represent an increasing belief that the surface data belongs to that particular surface type.

A weight for a surface data point in the stitching is found from the scores for that point, e.g., as a function of the scores. The embodiment where said function is 1 for the surface type with the highest score and 0 otherwise is known in the art as classification. An example of a machine-learning algorithm used for classification is [4]. It can be advantageous to use more refined functions, e.g., returning a value of 1 only if the highest score is significantly larger than all others, e.g., larger than the sum of all others. It can also be advantageous for the function to return non-zero values for several surface types, e.g., if there is reason to believe a surface data point can be either of the several surface types. The function may also return 0 for all surface types in cases where no score is large, or in similar poorly determined situations.

In some embodiments, the type of surface represents more than one type of intraoral tissue. In some instances, it can be advantageous to group
different intraoral tissue types together, for example to group tooth surface together with the top of the gingiva, since that is useful for stitching together the digital 3D representation.

In some embodiments, the weight of each surface point in the stitching is also determined by weights for the types of surfaces. This means that the weight for some particular surface data point in the stitching is found from the scores and from surface type weights, e.g., as a linear combination over all surface types of the products of surface type weights and said scores. Surface type weights are preferably assigned a priori, with surface types desirable for stitching receiving higher weights and others being down-weighted. In some embodiments, some surface type weights are set to zero, so surface data of those surface types are filtered out from the views. There can be additional considerations impacting weight formulation, e.g., the size of a surface patch that a surface data point represents, e.g., because it is the nearest data point for all points inside the patch.

In some embodiments, inference can execute in real time or nearly in real time, while views are being recorded. This can allow for stitching to be in real time or nearly in real time as well. It is advantageous to perform stitching in real time, because a 3D representation of a site can be build up and visualized while the user scans, aiding the user in navigating the site. These embodiments are thus a clear improvement over other machine learning inference applications, such as, e.g., US7720267, US8170306, and US9349178.

Other embodiments of the machine learning inference according to this disclosure can execute more slowly, such as after two or more views have been recorded, but provide better accuracy. It is also possible to combine some limited degree of surface data weighting based on some inference from single data with additional surface data weighting based on some
inference from multiple views, potentially providing a good combination of speed and accuracy.

In some embodiments, the surface data also comprises color information. Adding color information to the surface data may make the tissue type determination more secure.

In some embodiments, at least one machine learning algorithm was trained at least partly using data recorded by an intraoral scanner. Since there may be variation in the sensitivity and image quality between scanners from different manufacturers, the result will be more accurate the more closely the data used for training the machine learning algorithm matches the scans that will subsequently be acquired by a user.

In some embodiments, at least one machine learning algorithm was trained at least partly by an operator of the intraoral scanner. The scanner system of this disclosure may be supplied to the user with at least one pre-trained machine learning algorithm. In other embodiments, a user of the scanner performs at least some training after having received the scanner. For example, additional training data could contain color images or surface geometry data in which the special kind of gloves or cotton rolls a dentist uses appear. Additional training data could also originate from an ethnic group of patients that the dentist has an above-average share of. With additional training, the scanner can also adapt to the user’s style of scanning. Additional training can be performed on one or more processing units of the scanner system or in the cloud. It can be advantageous to customize the machine learning algorithm with additional training because it will likely perform better.

In some embodiments, one score-finding algorithm is selected for one type of application and at least one other algorithm is selected for another type of application. It can be advantageous to train several machine learning algorithms for different types of applications, for later selection during
inference. The selection of the appropriate algorithm can be made, e.g., by the user of the scanner in a user interface.

The types of applications may differ in the set of surface types trained for or inferred. For example, an algorithm with a set containing a surface type representing interdental papillae and gingival pockets may be relevant for monitoring patients with gingivitis. In another example, an algorithm with a set containing a surface type representing part of the gums could be relevant for edentulous patients, where tooth surface data is scarce and usually not enough for stitching.

In other embodiments, a type of application is characterized at least partly by at least one of a particular patient age group, a particular patient ethnicity, a particular style of treatment, a particular medical indication, a particular kind of equipment used together with the scanner, or a particular region of the intraoral cavity. For example, one algorithm may be best suited for children and another for adults, or for some ethnicity versus other ethnicities. Types of application can also represent different styles of dental treatment, e.g., as determined by organization- or region-specific standard operating procedures or equipment, or similar.

In some embodiments, the scores are summed over the plurality of views. When stitching together subscans, an interim digital 3D representation may be created. Each voxel in the interim representation may then be imaged from multiple views, and the scores can then be summed over the multiple views, to make a more robust score determination.

In some embodiments, other algorithms or criteria for filtering data from the recorded views are applied.

In some embodiments, one of said other algorithms evaluates geometric consistency across a plurality of views. One example thereof is moveable object detection based on geometric consistency as disclosed in
US9629551 B1. During inference, filtering out surface data based on other criteria prior to finding scores simplifies the stitching problem, while filtering out surface data based on other criteria after finding said scores can improve overall results. During training, however, it can be advantageous to not filter based on other criteria, retaining relatively more training data in this manner.

An advantageous embodiment of this disclosure uses a combination of filtering based on geometric consistency and on semantic segmentation. In this embodiment, an excluded volume is built from all data in the same space as the digital 3D representation that is built up from only those surface data that belong to segments of desirable surface types. Parts of the digital 3D representation that are in the excluded volume can then be removed, such as after all views are collected and hence most information on the excluded volume has been collected. It is also feasible to stitch based on data passing the filtering only, but also retaining the filtered-out data for some later analysis.

In some embodiments, the scanner also supplies some certainty information of measured surface data for the recorded views, and where said certainty information at least partly determines the scores. In some such example embodiments, the scanner is a focus scanner, such as the focus scanner disclosed in US8878905. A focus scanner can supply a certainty of the measured \( z(x, y) \) data from the distinctiveness of a focus measure. Other kinds of 3D scanners can provide information on the certainty of measured surface data as well. For example, scanners that use triangulation or projected light patterns recorded with at least two cameras can provide two simultaneous views, and derive certainty from the degree of consistency between them. Other 3D scanners may deduce certainty from image contrast or from other information. Yet other scanners may provide certainty of other surface data such as color.
Certainties of surface data can be used to additionally modify their weights in the stitching, or they may be used during training and inference. Certainty, or other surface data in a view, can mathematically be expressed, e.g., as additional channels in an augmented distance map. Many machine learning algorithms published for multi-channel image analysis and image segmentation can then be applied analogously in this disclosure.

In another aspect of this disclosure, disclosed herein is a scanner system for generating a digital 3D representation of at least a part of an oral cavity, the scanner system comprising:

- a handheld intraoral scanner;
- a processing unit for executing a stitching algorithm that performs weighted stitching of surface points for a plurality of views to the digital 3D representation, the weight of each surface point in the stitching being determined at least partly by scores that are measures of belief of said surface point representing a particular type of surface; and
- the scores for a surface point are found by at least one score-finding algorithm that takes as input at least the geometry part of the surface data for that surface point and surface data for points in a neighbourhood of that surface point.

The data processing unit running the machine learning algorithm can be a part of the intraoral scanner, or they may be contained in another enclosure that the handheld scanner is connected to. Power demand and a regulatory requirement for the handheld scanner to stay relatively cool make it advantageous to place the processing means in a separate enclosure. The one or more processing units can be a PC, FPGA, or similar, may also contain a GPU, and may also perform other data processing. The processing units may be connected to a display on which the virtual model is shown as it is being stitched during scanning.
In some embodiments, the at least one score-finding algorithm is a machine-learning algorithm.

In some embodiments, the scanner has an at least nearly telecentric optical system. It is typically easier to train and use for inference a machine learning algorithm when views are not affected by scale, i.e., when a given surface type is imaged with same resolution and size over the entire depth of field of the scanner. A scanner with a telecentric optical system provides this advantage by construction, while a scanner with nearly a telecentric optical system, such as one with an angle of view greater than zero but below 10 degrees, provides an approximation thereof. For scanners with larger angle of view, it can be advantageous to resample views prior to use in machine learning. For example, an apparent orthonormal view can be computed given knowledge of the optical system from construction or calibration. As resampling can compensate for scale effects for size, but not resolution, a scanner with a nearly telecentric optical system can be preferable over a scanner that uses resampling.

In some embodiments of this disclosure, the scanner is a confocal intraoral scanner.

In some embodiments of this disclosure, the scanner can also supply and exploit some certainty information of measured surface data. In some such example embodiments, the scanner is a focus scanner, such as the focus scanner disclosed in US8878905. A focus scanner can supply a certainty of the measured \( z(x, y) \) data from the distinctiveness of a focus measure. Other kinds of 3D scanners can provide information on the certainty of measured surface data as well. For example, scanners that use triangulation of projected light patterns recorded with two cameras can provide two simultaneous views and derive certainty from the degree of consistency between them. Other 3D scanners may deduce certainty from
image contrast or from other information. Yet other scanners may provide certainty of other surface data such as color.

Certainties of surface data can be used to additionally modify their weights in the stitching, or they may be used during training and inference. Certainty, or other surface data in a view, can mathematically be expressed, e.g., as additional channels in an augmented distance map. Many machine learning algorithms published for multi-channel image analysis and image segmentation can then be applied analogously according to embodiments of this disclosure.

It is typically easier to train and use for inference a machine learning algorithm when views are not affected by scale, i.e., when a given surface type is imaged with same resolution and size over the entire depth of field of the scanner. A scanner with a telecentric optical system provides this advantage by construction, while a scanner with nearly a telecentric optical system, such as one with an angle of view greater than zero but below 10 degrees, provides an approximation thereof. For scanners with larger angle of view, it can be advantageous to resample views prior to use in machine learning. For example, an apparent orthonormal view can be computed given knowledge of the optical system from construction or calibration. As resampling can compensate for scale effects for size, but not resolution, a scanner with a nearly telecentric optical system can be preferable over a scanner that uses resampling.

In another aspect, disclosed herein is a computer program product containing program code containing instruction embodying any one or more of the methodologies or functions disclosed herein.

**Brief description of the drawings**

The above and/or additional objects, features and advantages of embodiments of this disclosure, will be further described by the following
illustrative and non-limiting detailed description of embodiments of the present disclosure, with reference to the appended drawing(s), wherein:

Fig. 1 shows a scanner system according to an embodiment of this disclosure;

Fig. 2 shows a schematic view of an example handheld part of a scanner system according to an embodiment of this disclosure;

Fig. 3 shows a view of one spatial period checkerboard pattern used in determining distance maps according to an embodiment of this disclosure;

Fig. 4 shows exemplary curves for two pixel groups having their maximum at the same location according to an embodiment of this disclosure;

Fig. 5a shows a cross-sectional view of a part of the lower oral cavity according to an embodiment of this disclosure;

Fig. 5b shows a procedure for training a machine learning algorithm according to an embodiment of this disclosure;

Fig. 6 shows the architecture of a suitable convolutional neural network according to an embodiment of this disclosure;

Fig. 7a shows an example of how a trained machine learning algorithm may be applied in inference mode according to an embodiment of this disclosure;

Fig. 7b shows another example of how a trained machine learning algorithm may be applied in inference mode according to an embodiment of this disclosure; and

Fig. 8 shows an example of how the algorithm of Fig. 7 (b) is expanded to also use filtering based on excluded volume according to an embodiment of this disclosure.
**Detailed Description**

Figure 1 shows an example application of a scanner system according to an embodiment of this disclosure. The dentist holds the handheld scanner 100. This handheld scanner is usually connected by a cable 60 to a laptop computer 50 with a screen 55. In some cases the handheld scanner may be wireless. The digital 3D representation that is a result of stitching is displayed during scanning on screen 55. The display updates with time, as new views are recorded and stitched to the digital 3D representation. The laptop 50 is the enclosure for one or more processing units including a CPU and a GPU that execute the algorithms of embodiments of this disclosure. Some scanners communicate with the processing means by wireless transfer rather than a cable.

Figure 2 schematically shows an example of a handheld part 100 of the intraoral scanner according to an embodiment of this disclosure. It comprises a LED light source 110, a lens 111, a pattern 130 (a line in a true cross-sectional view, but shown here at an angle for clarity), a beam splitter 140, and an image sensor 180. The scanner is a focus scanner owing to a moveable lens 150. A mirror 170 that folds the beam path towards a part of the intraoral cavity being scanned, comprising a tooth 301 and gingiva 302. Also shown as dashed lines are some light rays emitted from the light source 110, transmitted through the optical system onto a location on the tooth surface where they focus, returned through the optical system, and imaged onto sensor 180, where they focus, too. For the position of focusing lens 150 shown in Figure 2, some gingiva 302 is visible, but not in focus. It could come into focus for other positions of lens 150.

Figures 3 and 4 show how data from the exemplary handheld scanner 100 are processed to yield distance maps. Figure 3(a) is a view of one spatial period checkerboard pattern 130 as seen by the image sensor 180 when the image of that spatial period on the scanned surface is in focus. In the
extreme case of a completely defocused image of the pattern, the image sensor would see a uniform gray. It is advantageous if image sensor pixels and pattern are aligned such that the borders of the pattern are imaged to borders of pixels. As Figure 3(b) shows, the pixels that are expected to be dark when the surface is in focus are assigned weight \( f(i) = -1 \), while the expected bright ones are assigned a weight \( f(i) = 1 \), where \( i \) is a pixel index.

As the focus lens is moved, images are taken. The positions \( s \) of the focus lens for every image is found by an encoder and appropriate interpolation if needed. For all pixel groups in the image for position \( p \), a correlation measure is computed as

\[
A(s) = \sum_{i=1}^{n} f(i) f(i)
\]

where \( f(i) \) are the measured intensities in the pixels. For the example of figure 3(b), \( n \) runs from 1 to \( n = (6 \times 6) = 36 \). Note that typically, there are many spatial periods in a typically rectangular pattern 130 and its image on sensor 180, e.g. \( N = 100 \times 120 = 12,000 \) pixel groups, so the image would consist of at least \( 36 \times 12,000 \) pixels in that example.

A pixel group is in focus when \( A \) is at its maximum over all \( s \), i.e., over all images in a series obtained within a pass of the focus lens. The location of that maximum then determines the distance \( z(s) \) to the measured surface, because the scanner’s optics are known from construction and hence, the location of the focus plane for all pixel groups and all positions of lens 150 is known. The distance \( z(s) \) can also be found from or refined by calibration. With the plane of and some point on the image sensor defining a coordinate system relative to the scanner, and each pixel group having \( (x, y) \) in that coordinate system, such as the center of the pixel group, the distance \( z(s) \) for a given pixel group yields a point \( z(x, y) \). As all pixel groups have same size, all locations \( (x, y) \) from a grid.
Note that if a pixel group is completely out of focus at some position \( s \), i.e., all pixels have the same value, \( A = 0 \) at that \( s \). Note also that some pixel groups may never come into focus, e.g., when there is no surface to image, or when a surface exists, but is outside the focus range. It is not possible to determine a distance for such pixel groups.

The focus lens should be moved quickly so that a given pixel group at least approximately represents the same region of the scanned surface even in the presence of some hand motion. For example, the focus lens can pass through all \( s \) with a cycle frequency of 10 Hz, travelling back and forth, so with 20 passes per second. At the same time, the number of images during a pass should be rather high to yield good resolution of distance measurement, such as 200. This means the image sensor must be rather fast, in this example, it would need to take images at a rate of 10 Hz * 2 * 200 = 4000 Hz.

Figure 4 shows two exemplary curves \( A(s) \) for a pixel group. Both have their maximum at the same location \( s = 10 \). Curve \( A1 \) has a more distinct maximum than \( A2 \) in the sense that both maximum value of is higher and the width of non-zero zone is smaller for \( A1 \) than for \( A2 \). A distance measurement based on curve \( A1 \) can thus be considered more certain than a measurement based on curve \( A2 \). There can be several reasons for less certain distance measurements. Some are due to properties of the scanned surface, e.g., that surface being sloped relative to the view angle, or having varying reflectivity. Hand motion often leads to less certain distance measurements, too. Certainty could be quantified, e.g., as the maximum value, the logarithm of the maximum value, the reciprocal of the width of the zone with \( A \) being higher than half its maximum value, or similar.

In summary, the exemplary scanner provides distance maps with one \( z \) value per pixel group with coordinates \((x, y)\) with associated certainty \( q \), or
being undefined. The combination of \((z, q) (x, y)\) can be called an augmented distance map, analogous to an image with two channels. A full 3D representation of the scanned part of the intraoral cavity is then obtained by stitching the augmented distance maps obtained with various scanner poses.

Other types of 3D scanners include triangulation 3D laser scanners and structured-light 3D scanners. A triangulation 3D laser scanner uses laser light to probe the environment or object. A triangulation laser shines a laser on the object and exploits a camera to look for the location of the laser dot. Depending on how far away the laser strikes a surface, the laser dot appears at different places in the camera’s field of view. This technique is called triangulation because the laser dot, the camera and the laser emitter form a triangle. A laser stripe, instead of a single laser dot, may be used and is then swept across the object to speed up the acquisition process.

Structured-light 3D scanners project a pattern of light on the object and look at the deformation of the pattern on the object. The pattern may be one dimensional or two dimensional. An example of a one dimensional pattern is a line. The line is projected onto the object using e.g. an LCD projector or a sweeping laser. A camera, offset slightly from the pattern projector, looks at the shape of the line and uses a technique similar to triangulation to calculate the distance of every point on the line. In the case of a single-line pattern, the line is swept across the field of view to gather distance information one strip at a time. Other 3D scanner principles are well known in the art.

For an example of how to arrive at a set of surface types, reference is made to Figure 5a. The figure shows in a cross-sectional view the lower mouth, with an incisor tooth 600, its gingival margin 610, gingiva 630, and lower lip 650. One possible set of surface types would simply be according
to these three types of tissue. However, for better training, it can be advantageous to reduce the number of surface types in the set. Taking as an example a general-purpose type of application that has the goal to record teeth and near gingiva, one can lump “tooth” with some near gingival tissue, e.g., up to point 620, with the remainder being a second surface type. The former is “desirable” for stitching, the latter is “undesirable”. Point 620 (a line in 3D) need not have anatomical meaning, but could, e.g., be set from the extent of the scanner’s field of view when the scanner is imaging at least some part of a tooth. Any surface of a dental instrument, a finger, cotton pad, or other artifacts is also lumped into the “undesirable” type in this example.

An example for a procedure for training a machine learning algorithm according to an embodiment of this disclosure is shown in Figure 5b.

In step 501, the scanner is used to create a digital 3D representation of a part of an intraoral cavity by recording multiple augmented distance maps that are stitched, as explained for Figures 1 to 4. Some views and hence some augmented distance maps could contain a dental instrument, a finger, cotton pad, or other artifacts. These artifacts may at least partly be represented in the digital 3D representation, making that model a relatively poorer representation of the intraoral cavity.

In step 502, portions of the digital 3D representation are annotated by the surface type as defined above for Figure 5a. Annotation can, e.g., be performed by a human in a graphical user interface. Annotation could also be semi-automated, with the human receiving suggestions obtained with other methods, e.g., traditional image analysis algorithms.

In step 503, the annotated portions are projected back to the individual augmented distance maps, using the inverses of the transformations found in the stitching. This provides for class map \( c(x,y) \) for each augmented distance map, where \( c \) is a class indicator. Because
annotation supposedly provides perfect information, one-hot encoding is used to arrive at a vector of scores $p$ of a part of an augmented distance map belonging to any of the surface types of step 502. Hence, in $p$, the element for class $c$ set to 1 and all others are set to zero. In the example used here, $p$ has two elements, one for “desirable” and one for “undesirable”.

Steps 501-503 are carried out for many similar recordings $R_i, R_2, \ldots, R_m$, such as at least $m=2$ recordings. The number of recordings $m$ could also for example 10, 20, 50, 100, 200, 500 or 1000, or any number of recordings there between or higher. The recordings are similar with respect to the part of the intraoral cavity that is scanned, and they may also be similar with respect to artifacts in some views, affecting in an analogous way the $m$ digital 3D representations created from the $m$ recordings.

In step 504, a neural network is trained to predict $p(x, y)$ for $(z, q) (x, y)$. Uncertainty $q$ is taken as the logarithm of the maximum value of $A$, as explained for Figure 4. As the scanner outputs a distance map that is defined on a rectangular grid as explained above, the augmented distance map $(z, q) (x, y)$ can be interpreted as a two-channel rectangular image that becomes the input to the neural network.

Note that steps 501-504 could also be performed for single distance maps, for single augmented distance maps, both cases resulting in no stitching and trivial back-projections, or for multiple distance maps, albeit it is preferable to conduct them for multiple augmented distance maps as that constellation provides most information. For a scanner also providing color data, training and prediction could be formulated as $p(x, y)$ for $(z, q, r, g, b) (x, y)$, where $r, g, b$ are the red, green, and blue components of a color measurement; analogously for other or additional data provided by the scanner.
Figure 6 shows an example architecture of a suitable convolutional neural network, with:

I: the input image with width 120 and height 100 (the example values used in the explanation of Figures 3 and 4) and two channels for z and q, resp.

P: zero-padding with a 15-pixel width border around the image.

C: a convolutional layer followed by a rectified linear unit.

CR: a cropping layer to reduce size to fit the subsequent layer’s operation

B: an upscaling layer, using a factor 2 and bilinear interpolation

M: a max-pooling layer

+: a layer for element-wise addition of corresponding channels

O: the output image with number of channels equal to the dimension of p (two in the example used here)

The dimensions of data in the various layers and operations is also shown in Figure 6. Many network architectures are possible. Preferably, the neural network has convolutional layers with small kernels, such as $3 \times 3 \times M$, where M is the number of channels. The impact of surface point neighborhoods follows from the use of convolutional layers. The impact of wider neighborhoods follows from the use of max-pool layers.

Because it is defined for the same $(x, y)$ as the input image, the output image has same width and height as the input image, so for every input surface data point, there is an output $p$.

Figure 7 (a) shows a first example of how a trained machine learning algorithm is applied in inference mode.

In step 700, a set of surface types to predict is chosen. Only surface types defined during training, in step 502, can be chosen in step 700, but
possibly some training types can be grouped. For the example at hand, it is assumed that training and inference sets are the same, with the two surface types “desirable” and “undesirable”. However, any number of surface types defined during training may be used.

In step 701, an augmented distance map \((z, q)(x, y)\) is recorded.

In step 702, the score vector \(p(x, y)\) for \((z, q)(x, y)\) is inferred for all points \((x, y)\) in the recorded augmented distance map. The machine learning algorithm provides the inference. For the example convolutional neural network of Figure 6, \(p(x, y)\) is given by the values with coordinates \((x, y)\) in the multi-channel output image \(O\), i.e., each channel provides one element of the vector \(p\).

In step 703, a weight \(w\) for \(p(x, y)\) in the stitching is found from surface type weights and a function of scores, e.g., as a dot product

\[
i v = w \cdot g(p(x, y))
\]

where \(w\) is a vector of surface type weights and \(g\) is a vector of evaluations of a function \(g\) of the scores. For the example, \(w\) could be chosen as \([1, 0]\) (the first element referring to the “desirable” surface type). The function \(g\) could be chosen, e.g., as

\[
g(p(x, y)) = \begin{cases} 1 & \text{if } p_{\text{desirable}}(x, y) > 0.6 \\ 0 & \text{otherwise} \end{cases}
\]

Values other than 0.6 could be used depending on preference, preferably values above 0.5, but in principle also values below 0.5 could be used. In step 704, the points \(z(x, y)\) are stitched to the digital 3D representation build from previous views, weighted according to their weights found in step 703. For example, a standard ICP algorithm is used for the stitching, and all points with \(w > 0\) are included in the underlying minimization problem. For the very first view, the digital 3D representation is set to the points \(z(x, y)\).
The procedure can then repeat from step 701 for additional views, typically taken from different poses as the operator moves the scanner, or it can terminate, typically if the operator decides the digital 3D representation is complete. That first digital 3D representation is then often converted to a second one, a mesh.

Figure 7 (b) shows a second example of how a trained machine learning classification algorithm is applied in inference mode.

Steps 700 to 702 are as in the first example of Figure 7 (a).

In step 714, all points \( z(x, y) \) are stitched to an interim digital 3D representation built from previous views, and so are the values of \( p(x, y) \), thus receiving spatial coordinates in the space of the digital 3D representation as \( (X, Y, Z) \) and \( p(X, Y, Z) \), resp. For practical purposes, the interim virtual model's 3D space is represented as voxels, and the values of \( p(X, Y, Z) \) are assigned to the nearest voxel. In each voxel, values of \( p \) are summed over views, and a count of how many values are added is maintained, such that, e.g., an average can be computed later.

The procedure can then repeat from step 701 for additional views, typically taken from different poses as the operator moves the scanner, or it can terminate, typically if the operator decides the interim digital 3D representation is complete.

In step 713, weights are found in manner analogous to step 703, but for the average \( p \), that average found by dividing the sum by the number of values. Voxels with weight 0 are filtered out, and so are voxels without any values.

In step 715, a final virtual model is built from the points \( (X, Y, Z) \) in the remaining voxels, e.g., using the marching cubes algorithm.
Figure 8 shows an example of how the algorithm of Figure 7 (b) is expanded to also use filtering based on excluded volume. To begin with, the excluded volume is empty.

Steps 700 - 702 and 714 are as explained above for figure 7.

In step 814, the excluded volume is updated with the stitched points (X, Y, Z) from step 714. An excluded volume is, e.g., the space from a seen surface up to the scanner, and the scanner body. For practical purposes, exclusion could be expressed on the same voxel space as used in step 714. A binary flag can indicate whether a voxel is part of the excluded space.

The procedure can then repeat from step 701 for additional views as described above. As more views are recorded, the number of voxels that are flagged as being in the excluded space can grow, but never decrease.

Step 713 is as explained above for figure 7.

In step 813, all voxels that still contain values of summed \( p \), but that are in the excluded volume, are deleted. This step is easiest to implement if the voxel spaces are identical; otherwise, a nearest-neighbor search can be used to find the closest voxel in the excluded volume voxel space.

Step 715 is as explained above for figure 7.

Although some embodiments have been described and shown in detail, the invention is not restricted to them, but may also be embodied in other ways within the scope of the subject matter defined in the following claims. In particular, it is to be understood that other embodiments may be utilized, and structural and functional modifications may be made without departing from the scope of the present invention.

In device claims enumerating several means, several of these means can be embodied by one and the same item of hardware. The mere fact that
certain measures are recited in mutually different dependent claims or described in different embodiments does not indicate that a combination of these measures cannot be used to advantage.

A claim may refer to any of the preceding claims, and “any” is understood to mean “any one or more” of the preceding claims.

It should be emphasized that the term "comprises/comprising" when used in this specification is taken to specify the presence of stated features, integers, steps or components but does not preclude the presence or addition of one or more other features, integers, steps, components or groups thereof.
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Claims:

1. A method for generating a digital 3D representation of at least a part of an intraoral cavity, the method comprising:
   - recording a plurality of views containing surface data representing at least the geometry of surface points of the part of the intraoral cavity using an intraoral scanner;
   - determining a weight for each surface point at least partly based on scores that are measures of belief of that surface point representing a particular type of surface;
   - executing a stitching algorithm that performs weighted stitching of the surface points in said plurality of views to generate the digital 3D representation based on the determined weights;

   wherein the scores for the surface points are found by at least one score-finding algorithm that takes as input at least the geometry part of the surface data for that surface point and surface data for points in a neighbourhood of that surface point.

2. The method according to claim 1, wherein the at least one score-finding algorithm is a machine-learning algorithm.

3. A scanner according to claim 2, wherein the at least one machine learning algorithm comprises a neural network with at least one convolutional layer.

4. The method according to claim 2 or 3, wherein the at least one machine learning algorithm was trained on a plurality of the types of surfaces that are commonly recorded with scanners in intraoral cavities.
5. The method according to any of the preceding claims, wherein the surface data also comprises color information.

6. The method according to any of the preceding claims, wherein at least one machine learning algorithm was trained at least partly using data recorded by an intraoral scanner prior to the generation of the digital 3D representation.

7. The method according to any of the preceding claims, wherein at least one machine learning algorithm was trained at least partly by an operator of an/the intraoral scanner.

8. The method according to any of claims 10-13, wherein one of said other algorithms evaluates geometric consistency over a plurality of views.

9. The method according to any of the preceding claims, wherein the scanner also supplies some certainty information of measured surface data for the recorded views, and where said certainty information at least partly modifies the scores.

10. A scanner system for reconstructing a digital 3D representation of at least a part of an oral cavity, the scanner system comprising;
   - a handheld intraoral scanner;
   - a processing unit configured to execute a stitching algorithm that performs weighted stitching of surface points for a plurality of views to the digital 3D representation, the weight of each surface point in the stitching being determined at least partly by scores that are measures of belief of said surface point representing a particular type of surface;
wherein the scores for a surface point are found by at least one score-finding algorithm that takes as input at least the geometry part of the surface data for that surface point and surface data for points in a neighbourhood of that surface point.
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