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PARAMETER MEANING TYPICAL VALUE 

NUMBER OF INPUT AND OUTPUTPORTS 64 
NUMBER OF INPUT AND OUTPUTLINES 512 
NUMBER OF LINESPERPORT 8 
NUMBER OF CLASSES 8 
NUMBER OF SCHEDULINGMODULES 16 
NUMBER OF PIPELINESTAGESPER 
SCHEDULINGMODULE 
NUMBER OF CESPER SUPER-CELL 8 
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PIPELINE SCHEDULER WITH FARNESS 
AND MINIMUM BANDWIDTH GUARANTEE 

BACKGROUND OF THE INVENTION 

0001 1. Field of the Invention 
0002 The present invention relates to a method and sys 
tem for scheduling traffic between an input port and an output 
port by constructing Super-cells, and more specifically, to a 
method and system that uses crossbar Switches and a credit 
system with a virtuall-output queuing (VOO) method. 
0003 2. Background of the Prior Art 
0004. In the related art diffserv traffic scheduling system, 
a fixed field within a datagram header indicates the class of 
the datagram, which in turn determines the per-hop-behavior 
(PHB) of the datagram receives at each diffserv router. Each 
class of traffic is an aggregate of individual traffic flows, and 
the aggregation of flows into classes occurs only at the bound 
ary nodes of the network. Similarly, conditioning flows (i.e. 
shaping and policing) occur only at the boundary nodes. 
0005. Related art diffserv routers provide Quality of Ser 
vice (QoS) by reserving bandwidth for different classes of 
traffic. In general, it is necessary to reserve Sufficient band 
width for the traffic in any given class to ensure that the 
high-QoS classes receive superior treatment. The above-de 
scribed related art diffserv technique is scalable, since interior 
nodes concern themselves only with providing bandwidth 
guarantees to a small number of aggregate flows, and interior 
nodes do not shape or police traffic. Further, the prior art 
diffserv technique uses a naive algorithm for queuing. 
0006. However, the aforementioned related art scheduling 
method and system has various problems and disadvantages. 
For example, but not by way of limitation, related art interior 
routers do not perform compliance checks. Further, the 
related art system cannot handle non-conforming cells (i.e., 
series of cells having a total size greater than the available 
capacity for cell transport), and instead simply discards those 
cells, thus resulting in non-transport of certain cells by the 
related art scheduler. 
0007 Further, the related art scheduler sends full status 
information at each time slot, which results in a waste of 
system resources and an increased processing time. As a 
result of the naive algorithm used for queuing, cells may stay 
queued for an unbounded time when the number of cells in a 
queue is less than the threshold for processing those cells, 
which results in an extensive processing delay. Additionally, 
the related art system and method is unfair, due to the unfair 
treatment of cells at the input ports 1a ...1N, including during 
use of the related art round robin algorithm, which does not 
permit equal or prescribed weighting of access to the sched 
uler by all non-empty queues in an input port to overcome the 
related art fairness problem. 

SUMMARY OF THE INVENTION 

0008. It is an object of the present invention to overcome 
the problems and disadvantages of the prior art method and 
systems. 
0009. It is another objective of the present invention to 
provide a scalable, work-conserving pipeline Scheduling sys 
tem having improved speed. 
0010. It is still another objective of the present invention to 
Support multiples classes of traffic, each class having its own 
quality of service (QoS), and having a fixed-size Super-cell as 
the transmission unit. 
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0011. It is yet another objective of the present invention to 
provide a means for Supporting non-conforming traffic, for 
traffic greater than the guaranteed rate. 
0012. It is another objective of the present invention to 
treat input and output ports fairly during the scheduling and 
reservation process. 
0013 To achieve these and other objects, a system for 
transporting data is provided, comprising (a) an input device 
that receives data from at least one input line and generates at 
least one supercell comprising a prescribed plurality of ATM 
cells, (b) a scheduling device that receives a request from said 
input device when said prescribed plurality of ATM cells has 
arrived at said input device, and generates a grant that 
instructs said input device to generate said at least one Super 
cell, and (c) an output device that receives said at least one 
Supercell via a crossbar Switch and in accordance with said 
grant, wherein said Supercell comprises one of only two 
classes and corresponds to said output device, and wherein a 
first of said two classes comprises selected ones of said plu 
rality of ATM cells that conform to a minimum cell rate 
(MCR), and a second of said two classes comprises selected 
ones of said plurality of ATM cells that do not conform to said 
MCR. 
0014 Further, a method of transporting data is provided, 
comprising (a) determining whether cells received at an input 
port have a conforming status or a non-conforming status, (b) 
reserving a queue position for a conforming cell, followed by 
reserving a queue position for a non-conforming cell in said 
queue of said input port, until a predetermined number of said 
received cells has been reserved in said queue, (c) said input 
port generating and transmitting a request to a scheduler in 
accordance with results of said reserving step, (d) generating 
and transporting a Supercell that comprises one of said con 
forming cells and said non-conforming cells in accordance 
with a grant received by said input device from said Scheduler, 
and (e) receiving and deconstructing said Supercell at an 
output device. 
0015. Additionally, a system for transporting data is pro 
vided, comprising an input port having a plurality of queues 
corresponding to a plurality of quality of service levels for a 
plurality of output ports, each of said queues receiving a 
plurality of cells of a first type and a second type, and a 
scheduling module at said input port that receives cells from 
said plurality of queues at said input port and constructs 
Supercells in accordance with a reservation vector for each of 
said queues, wherein non-empty ones of said plurality of 
queues has fair access to said scheduler, and said Supercells 
are transported to said output port in accordance with a grant 
that is generated based on a request from said input port. 
0016 Yet another method of transporting data is provided, 
comprising (a) receiving data at an input device and generat 
ing cells, (b) classifying said cells into one of a conforming 
class and a non-conforming class, wherein said conforming 
class comprises cells that conform to a minimum cell rate 
(MCR) requirement, and (c) transmitting a request from said 
input device to a scheduler. The method further comprises (d) 
in accordance with a grant from said scheduler, operating a 
scheduling module to provide fair access to a plurality of 
queues containing said cells at said input device, wherein said 
scheduling module controls transport of said cells from said 
input device to an output device, and (e) deconstructing said 
cells at said output device and outputting IP datagrams. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0017. The accompanying drawings, which are included to 
provide a further understanding of preferred embodiments of 
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the present invention and are incorporated in and constitute a 
part of this specification, illustrate embodiments of the inven 
tion and together with the description serve to explain the 
principles of the drawings. 
0018 FIG. 1 illustrates a switching system according to a 
preferred embodiment of the present invention: 
0019 FIG. 2 illustrates system parameters for the pre 
ferred embodiment of the present invention; 
0020 FIG.3 illustrates a supercell format according to the 
preferred embodiment of the present invention: 
0021 FIG. 4 illustrates a queue structure of an input port 
module according to the preferred embodiment of the present 
invention; 
0022 FIGS. 5(a) and5(b) respectively illustrate a method 
of queuing cells and the operation of the input buffer accord 
ing to the preferred embodiment of the present invention; 
0023 FIG. 6 illustrates a pipeline scheduler architecture 
according to the preferred embodiment of the present inven 
tion; 
0024 FIGS. 7 and 8 illustrate examples of applications of 
the reservation vectors according to the preferred embodi 
ment of the present invention; 
0025 FIG. 9 illustrates a method of the scheduler process 
ing information from the input buffer module according to the 
preferred embodiment of the present invention: 
0026 FIG. 10 illustrates a method of scheduling super 
cells for transport, according to the preferred embodiment of 
the present invention; 
0027 FIG. 11 illustrates a round-robin connection of a 
distributed scheduler architecture according to the preferred 
embodiment of the present invention; 
0028 FIGS. 12(a) and 12(b) illustrate the global round 
robin architecture for the preferred embodiment of the 
present invention; 
0029 FIGS. 13(a) and 13(b) illustrate the global dynamic 
round robin architecture for the preferred embodiment of the 
present invention; 
0030 FIGS. 14(a) and 14(b) illustrate an example of the 
fairness solution according to the preferred embodiment of 
the present invention; 
0031 FIGS. 15 and 16 illustrate an application of the 
two-phase MCR solution according to the preferred embodi 
ment of the present invention; 
0032 FIG. 17 illustrates handling of multicasting at the 
input ports according to the preferred embodiment of the 
present invention; and 
0033 FIG. 18 illustrates handling of multicasting at the 
output ports according to the preferred embodiment of the 
present invention. 

DETAILED DESCRIPTION OF THE INVENTION 

0034 Reference will now be made in detail to the pre 
ferred embodiment of the present invention, examples of 
which are illustrated in the accompanying drawings. In the 
present invention, the terms are meant to have the definition 
provided in the specification, and are otherwise not limited by 
the specification. 

I. Overall System Description 

0035 A. System Architecture 
0036. In this section, the overall architecture of the pre 
ferred embodiment of the present invention will be described, 
as illustrated in FIG. 1 and FIG. 2. FIG. 1 illustrates the 
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system architecture of the preferred embodiment of the 
present invention. A Switching system having N input ports 
1a ... 1N and N output ports 2a . . . 2N is provided. Each of 
the input ports 1a ... 1N and output ports 2a ... 2N Supports 
R respective input or output lines 3a ... 3R. Accordingly, the 
switching system illustrated in FIG. 1 supports a total of 
L=NR lines (1... L). Alternatively, each line can be identified 
by its port number and the offset number at each port. For 
example, but not by way of limitation, if the input line number 
is R=8, then the 5' offset of input port 9 is represented by the 
line number (9*8+5–77). 
0037. As illustrated in FIG.1, the input and output ports 2a 

. . . 2N communicate through a NxN crossbar switch 5 that 
supports either IP or ATM traffic. In the preferred embodi 
ment of the present invention the traffic includes, but is not 
limited to, datagrams. A centralized scheduler 4 determines 
the communication pattern for the input and output ports 2a. 
... 2N. At the input ports 1a ... 1N, incoming ATM cells (e.g., 
datagrams with 53 bytes) that have the same output destina 
tion are aggregated into a larger and fixed sized Super-cell 
(i.e., a C-cell). The supercells are then routed by the crossbar 
switch 5, repartitioned into standardized cells at the output 
port 2a . . . 2N, and then recombined into datagrams. The 
scheduler 4 is also connected to the crossbar switch 5, as 
discussed in greater detail further below. 
0038. Further, the scheduler may comprise a scheduling 
module that includes a computer-readable medium that is 
capable of storing a software program. The Software program 
may implement the global round robin, dynamic round robin 
and global dynamic round robin processes, all of which are 
described in greater detail below, as well as additional meth 
ods, algorithms and processed described herein. Alterna 
tively, hardware may be used in the scheduling module to 
implement to aforementioned methods. 
0039 FIG. 2 illustrates a list of system parameters and 
typical values according to the preferred embodiment of the 
present invention. In addition to the above-noted representa 
tions of system parameters N. L. and R. K represents a total 
number of classes of traffic, M represents a total number of 
scheduling modules, S represents the number of pipeline 
stages per scheduling module, and C represents a total num 
ber of cells per super-cell. In the preferred embodiment of the 
present invention, exemplary values of system parameters 
include, but are not limited to, N=64, L=512, R=8, K=8, 
M=16, S=1 and C=8. 
0040 B. Queuing Structure 
0041. In this section, the queuing structure at the input 
buffer module will be described, as illustrated in FIGS. 3 and 
4. As noted above, the preferred embodiment of the present 
invention transmits a Supercell to the output ports 2a . . . 2N. 
The supercell is illustrated in FIG. 3. Each supercell includes 
cells 7a ... 7C, wherein C cells are contained in the supercell, 
and corresponding labeling information 8a . . . 8C for each 
supercell. The output line at the output port must know the 
input port, input offset, output offset, and class of each cell. In 
the preferred embodiment of the present invention, all cells in 
a Supercell have the same input port, whereas each cell in a 
Supercell may have its own input offset, output offset and 
class. However, as described further below, header informa 
tion 8a ... 8C is not needed by the scheduler 4 to control the 
system, and the header information 8a... 8C is merely added 
for the output line of the output port. 
0042. With respect to the queuing structure for Quality of 
Service (QoS) considerations, the Switching system accord 



US 2009/O 135832 A1 

ing to the preferred embodiment of the present invention 
Supports K classes of traffic, each of which Supports a QoS 
(e.g., a different service rate). Each input port module has KN 
queues (i.e., one queue for each <class, output portd pair). 
KN input queues are subsequently aggregated into two vir 
tual queues to reduce Scheduler complexity, as described in 
greater detail further below. 
I0043. The scheduler 4 only schedules 2N input queues 
due to the aggregation of the K physical queues for each 
<input port, output port> pair into 2 virtual queues. Each of 
the input ports 1a ... 1N sends the status for each of its virtual 
queues, which are independent of the class K, to the scheduler 
4, which selects a partial permutation (i.e., a partial set of 
selection of input-output connections) to be routed at each 
time slot. The scheduler 4 chooses virtual queues to service in 
each time slot. Such that no more than one Super-cell is trans 
mitted from each input port Scheduling module to the cross 
bar switch 5 per timeslot, and no more than one super-cell is 
transmitted to each output portata time step. The scheduler 4 
can either control the crossbar switch 5, or output port 
addresses can be attached to the headers of selected super 
cells (i.e., self-routing is performed). 
0044 FIG. 4 illustrates the queue structure of an input port 

i module according to the preferred embodiment of the 
present invention. For each input porti and output port, there 
will be K queues representing each of the classes of traffic 
(i.e., QoS). When a datagram arrives at an input router, the 
next hop and class are determined, the datagram is partitioned 
into cells, and the cells are then sent to the appropriate queues. 
A port selector 6 selects an output port for the queues at the 
input port i in accordance with information received in the 
incoming data transmission. 
0045. As also illustrated in FIG.4, the ATM cells arrive at 
the input ports 1a . . . 1N, and cells of the same class and 
output port are buffered in separate queues until enough cells 
exist to create a full potential Super-cell at a queue. Next, the 
scheduler 4 is informed of the arrival of the super-cell, includ 
ing information about the potential Super-cell's input port, 
output port, and conforming/non-conforming status. A poten 
tial Super-cell is conforming when all of its cells are, con 
forming, and non-conforming when all of its cells are non 
conforming. The scheduler 4 maintains variables holding the 
number of received but unserviced requests. As a result, a 
total of 2N variables are required: N for conforming traffic 
and N for non-conforming traffic. 
0046 C. Input Buffer Module Processes 
0047 1. Method Descriptions 
0048 FIGS. 5(a) and 5(b) illustrate a method of queuing 
cells and the operation of the input buffer according to the 
preferred embodiment of the present invention. As illustrated 
in FIG. 5(a), in a first step S1, a cell arrives at one of the input 
ports. Then, at step S2, a lookup table is accessed to determine 
the class and output port destination for the cell that arrived at 
step S1, and the cell is queued. As explained in greater detail 
further below, the credit counter is updated for the queue at 
step S28. 
0049. At step S3, a determination is made as to whether 
credits are available. If credits are available, then the cell may 
be considered conforming, and if credits are not available, 
then the cell may be considered non-conforming. If credits 
are available, thena conforming cell counteris incremented at 
step S4, and at step S5, it is determined whether enough cells 
have accumulated for a complete conforming Supercell, by 
checking the conforming cell counter. If it is determined in 
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step S5 that there are not enough cells for a supercell, then the 
process ends. However, if there are enough cells for a Super 
cell, a request is sent to the scheduler for a conforming Super 
cell at step S6, and in step S7, the conforming cell counter is 
decremented by C, which is the number of cells in a supercell. 
The process is then complete for the arriving, conforming cell 
at the input buffer. 
0050. If the determination is made at step S3 that the 
credits are not available, the cell may be considered noncon 
forming. Accordingly, at step S8, the nonconforming cell 
counter is incremented. In step S9, it is determined whether 
enough cells have accumulated for a complete non-conform 
ing Supercell, by checking the non-conforming cell counter. If 
not enough cells have accumulated, the process ends. How 
ever, if enough cells have accumulated, then a request for a 
non-conforming supercell is sent to the scheduler in step S10. 
At Step S11, the nonconforming cell counter is decremented 
by C, and the process is then complete for the arriving, non 
conforming cell at the input buffer. 
0051 FIG. 5(b) illustrates the process according to the 
preferred embodiment of the present invention at the input 
buffer module, for construction of the Supercells. As noted 
above, a request is sent to the scheduler once it has been 
determined that there are enough cells for either a conforming 
or non-conforming supercell. At step S12, the input buffer 
module determines whether a grant has been received. If the 
grant has not been received, the process ends. However, if a 
grant has been received, then at Step S13, a Supercell is con 
structed on the fly, and at step S14, the supercell is sent to the 
crossbar switch. 
0.052 An exemplary method for performing on-the-fly 
Super-cell construction according to the preferred embodi 
ment of the present invention illustrated in FIG. 5(b) is 
described below. Consider the K class queues from input port 
i to output port, having the fixed priority Scheme. A scanning 
device inspects the status of all queues, and selects one cell to 
add within a cell time that is equal to the slot time divided by 
C. As a result, within C cell times, C cells can be selected, and 
the super-cell will be ready for routing after C cell times. 
While the scanning device incurs a single slot time latency to 
construct the Super-cell once a transmission grant has arrived 
from the scheduler 4, the scanning device provides full flex 
ibility in constructing the Super-cell. 
I0053 Let Z represent the number of credits (in units of 
cells) allocated to the corresponding queue at each time slot. 
In general, Z, will be a fractional value. For example, but not 
by way of limitation, if the class-k flow from input port i to 
output port utilizes about 20% of the maximum bandwidth 
of an input port, Z is set to about 0.2*C. where C, 
represents the total capacity of an output port. While it would 
be theoretically advantageous to increase credits at each time 
slot using the formula c. c-Z, it is difficult to update the 
necessary variables at Such a high frequency. To reduce the 
updating cost, the present invention updates credits only 
when a new cell arrives at a queue. As a result, each queue 
maintains an additional variable indicating the last update 
time of the credit variable for that queue. When a new cell 
arrives, the number of time slots since the last credit update is 
calculated, and the credit variable is updated. 
0054) To prevent the unbounded growth of credits in the 
preferred embodiment of the present invention, it is necessary 
to enforce a maximum value for each c. Further, because a 
wrap-around problem may occur due to an extended time 
between queue arrivals, it may not be possible to represent the 
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number of time slots since the last arrival. To overcome the 
wrap-around problem, the preferred embodiment of the 
present invention includes a low-overhead background 
update mechanism. 
0.055 To determine the time at which the existence of a 
potential Super-cell is signaled, one of the input ports 1a . . . 
1N signals the scheduler 4 when either C conforming cells or 
C non-conforming cells are accumulated in a queue. 
0056. The process of supercell construction with respect 
to the input buffer module, and associated input queuing 
structure, is then completed. 
0057 2. Exemplary Pseudo-Code 
0058 Exemplary pseudo-code for the input port according 

to the preferred embodiment of the present invention illus 
trated in FIGS. 5(a) and 5(b) follows: 

f* Pseudo-code for input port */ 
f* Incoming Super-cells phase */ 
if (new cell arrives at qi) { 

c = c + t* Z: /*t is the number of slot times since last 
super-cell arrival */ 
if (c. D= 1){ 

vii = V + 1: 
f* conforming cell arrived */ 

Cii: Cii. 1: 
V =V+1; 
if (V == C) { 
V = V - C; 
inform scheduler of conforming Super-cell from i to: 

else { f* non-conforming cell arrived */ 
W = Wii + 1: 
W = W+1; 
if (W == C) { 
W = W - C: 
inform scheduler of non-conforming Super-cell from i to: 

f* Pseudo-code for input port */ 
f* Grant handling phase */ 
if (receive a grant for i to j) { 

for (each qi) { /* look for conforming cells */ 
if (super-cell is not complete) { 

if (v. D 0) { 
add cells from q to super-cell; 
decrement V appropriately; 

for (each qi) { /* look for non-conforming cells */ 
if (super-cell is not complete) { 

if (ws 0) { 
add cells from q to super-cell; 
decrement wit appropriately; 

0059. To implement the above-described pseudo-code, a 
Round-Robin type of algorithm constructs the super-cell on 
the fly when transmission is granted by the scheduler 4, 
similar to those discussed above. Alternatively, a first-in, first 
out (FIFO) queue can be used to construct the super-cell. In 
the FIFO queue method, whenever a cell arrives, the queue 
number of the cell is queued in the FIFO queue. Conforming 
traffic has its own FIFO queue and non-conforming traffic 
also has its own FIFO queue. When the input buffer receives 
a grant from the scheduler 4, the class queues are emptied in 
the FIFO order. 
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0060. To implement the optional FIFO method, the fol 
lowing pseudo-code may be implemented, where FV, is the 
FIFO that holds a queue number of conforming cells from 
input portito output portjand FW, is the FIFO that holds the 
queue number of non-conforming traffic from input port i to 
output port: 

f* Pseudo-code for input port using FIFO */ 
f* Incoming Super-cells phase */ 
if (new cell arrives at qi) { 

c = c + t* Z: /*t is the number of slot times since last 
super-cell arrival */ 
if (c. D= 1){ 

vii = V + 1: 
f* conforming cell arrived */ 

Cii: Ciii. 1; 

add cell queue number) to FIFO FV; 
if (V == C) { 
V = V - C: 
inform scheduler of conforming Super-cell from i to: 

else { f* non-conforming cell arrived */ 
W = Wii + 1: 
W = W +1; 
add cell queue number) to FIFO FW: 
if (W == C) { 
W = W - C: 

inform scheduler of non-conforming Super-cell from i to: 

/* Pseudo-code for input port */ 
f* Grant handling phase */ 
if (receive a grant for i to j) { 

for (each cell's queue number in the head of FIFO FVij)) 
{ * look for conforming cells */ 

if (Super-cell is not complete) { 
remove a cell from q according to queue number in the 

head of FIFO FVij) and add to Super-cell; 
decrement V appropriately; 

for (each cell's queue number in the head of FIFO 
FWij)) { /* look for non-conforming cells */ 

if (Super-cell is not complete) { 
remove a cell from q according to queue number in the 

head of FIFO FWij)and add to super-cell; 
decrement wit appropriately; 

0061. D. Scheduler Virtual Queuing Structure 
0062. This section discusses the scheduler virtual queuing 
structure with multiple chips. More specifically, the activities 
occurring at the scheduler with respect to the input buffer 
module are described. 

0063 FIG. 6 illustrates the structure of the scheduler 
according to the preferred embodiment of the present inven 
tion. A plurality of chips 100, 101 are provided (e.g., 1... M), 
and each of the chips 100, 101 is capable of handling multiple 
input ports 1a ... 1n, where n=N/M, as described in greater 
detail below. There is a counter for conforming and noncon 
forming Supercells for each output per input port. As illus 
trated in FIG. 6, which is an exemplary description of the 
scheduling module of the present invention, but is not limited 
thereto, the first schedule module operates for time (t), the 
second schedule module operates to time (t+1), the third 
schedule module operates for time (t+2) and the fourth sched 
ule module operates for time (t+3). Further, there are connec 
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tions between chips 100 and 101, such that messages can be 
sent to ensure fairness and guarantee minimum bandwidth, as 
described in greater detail further below. 
0064. The scheduler selects a set of input-output connec 
tions for each slot, under the constraint that no input port 
sends more than one Super-cell and no output port receives 
more than one super-cell. To make the scheduler scalable to 
N—the number of input or output ports, a distributed sched 
uler with pipeline architecture is necessary. In this pipeline 
scheduler architecture, the scheduling task of an NxN system 
is distributed among a number (e.g., M) Scheduler Modules 
(SMs), N/M input ports per module. These SMs are con 
nected in around-robin ring fashion. At a given time slot, each 
SM receives scheduling messages from its upstream neigh 
bor, makes Scheduling decisions, and passes the possibly 
altered scheduling messages to its downstream neighbor. 
Since each SM makes independent scheduling decisions from 
all others, it needs to make scheduling decisions for a timeslot 
that is different from that of others. Thus, a frame of M time 
slots is needed for this distributed scheduler to complete the 
M scheduling slots for N ports. 
0065 FIG. 11 illustrates a 4x4 system with 4 SMs. A 
scheduling window is also used to show that each SM sched 
ules for its input ports in a different time slot. The number in 
each box of this window designates the time slot that the 
corresponding SM(in the vertical axis) schedules for its input 
at the corresponding time slot (in the horizontal axis). For 
example, but not by way of limitation, at time slot 1, SM1 
makes decisions of timeslot 5 and output port 2 for input port 
1, SM2 makes decisions of time slot 6 and output port 2 for 
input port 2, SM3 makes decisions of time slot 7 and output 
port 2 for input port 3, and SM4 makes decisions of time slot 
8 and output port 3 for input port 4. One time slot later, each 
SM will try to schedule for its input port for the time slot 
received from its upstream S.M. After a frame of 4 time slots, 
all SMs would have tried to schedule for all the input ports for 
all 4 time slots. 
0066 E. Delay of a Pipelined Scheduler 
0067. 1. Delay Concepts 
0068 To further explain the pipeline implementation, a 
simple hardware model is provided, with a scheduling mod 
ule comprising S pipeline stages, where the value of S 
depends on the implementation, but will be an integer in the 
range 1 <=S<=N/M. In general, each pipeline stage handles a 
block of N/M/S input ports. The pipeline stages pass reserva 
tion vectors to each other. The reservation vector represents 
the partial permutation to be routed at Some point in the 
future. It simply indicates which output ports have already 
been reserved for that slot, and therefore only N bits are 
needed. 
0069. In one slot time, each pipeline stage is able to make 
reservations (if possible) for each of its N/M/S input ports, 
and pass the reservation vector to its neighboring pipeline 
stage. With this approach, all input ports are allowed to 
attempt to make reservations in a reservation vector with a 
latency of SM time slots. To increase the throughput of the 
system, a scheduling window is started by allowing each 
reservation module to start with a reservation vector. In this 
way, SM reservation vectors can be calculated in SM slot 
times. 
0070 Thus, the complexity of the scheduler is increased 
by considering the fact that each input port has two chances to 
see each reservation vector. The first time it sees a reservation 
vector, it should try to reserve only conforming traffic. The 
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second time it sees the reservation vector, it can also try to 
reserve non-conforming traffic. Having two scheduling 
phases, the scheduler doubles the latency to 2SM time slots; 
that is, it requires 2SM timeslots to schedule output for every 
SM time slots. This is insufficient, since we need to schedule 
one set of output port reservation every time slot. To over 
come this problem, the resources at each Scheduling module 
are doubled; each scheduling module must handle two reser 
Vation vectors in each slot time. 

(0071. At time t—1, we start with SM reservation vectors 
distributed over the SM pipeline stages. At time t-SM, those 
vectors have reservations for conforming traffic. At time 
t=SM--1, we start up a new batch of SM reservation vectors, 
while we let the original batch start on its second pass through 
the pipeline. Thus, at each slot time each pipeline stage is 
handling conforming reservations for one vector and non 
conforming reservations for another. The overall latency to 
schedule a vector is 2SM, but the system outputs SM vectors 
(calculated in this scheduling window but for use in the next 
scheduling window) every SM slots, resulting in the required 
throughput. 
0072 To more accurately model the restrictions of current 
hardware, it is now assumed that it takes one slot time to 
transfer a reservation vector between modules. Considering 
only a single vector, the latency has increased to 2(SM--M). 
Using the technique described in the previous paragraph 
becomes infeasible, since it would only calculate SM partial 
permutations every SM-I-M time slots. It is necessary to be 
working on 2(SM--M) reservation vectors at any given time. 
To achieve this goal, a transfer time is equivalent to a pipeline 
stage for which no work is done. At the beginning of a batch 
of reservation vectors, the transfer stages also start with res 
ervation vectors. Effectively, each batch starts with SM--M 
reservation vectors instead of SM. To reiterate, the latency has 
become 20SM--M), and the system outputs SM--M reserva 
tion vectors every SM-I-M timeslots. 
0073 
0074. A small example of the scheduling algorithm with 
N=4, M=2, and S=2 can be found in FIG. 7, which empha 
sizes the manipulation of a single reservation vector. The 
matrices X and y hold the X, and y, denoting the number of 
Super-cells waiting for transfer for conforming and non-con 
forming traffic, respectively. In this example these values do 
not change as the reservation vector passes through the sched 
uler, though in general this does not have to be the case. The 
example also assumes communication between modules does 
not incur extra delay. In the first pass through the pipeline, 
input port 1 reserves output port 1 and input port 4 reserves 
output port 4. In the second pass, input port 3 reserves output 
port 2. Note that a given input port can make only one reser 
Vation in a given time slot. The latency to schedule a vector is 
2SM=8 time slots. 

(0075 FIG. 8 shows a larger example (N=32, M=4, and 
S=2) that emphasizes the movement of reservation vectors 
within a scheduling window. Delays between modules exist, 
so the scheduler outputs SM--M=12 reservation vectors every 
12 slots. In the shown window, the reservation vectors for 
time slots 1-12 can reserve for either conforming or non 
conforming traffic, since in a previous processing operation 
conforming-only reservations were made for these time slots. 
These are shown as boxes with dotted lines. The reservation 
vectors for time slots 13-24 can reserve for new conforming 
traffic only. These are shown as boxes with solid lines. 

2. Exemplary Description 
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0076 F. Scheduler Methods 
0077 FIG.9 illustrates a method of the scheduler process 
ing information from the input buffer module according to the 
preferred embodiment of the present invention. In a first step 
S15, a request is received from the input buffer module. As 
noted above, depending on whether credits are available, the 
request may be for a conforming or non-conforming Super 
cell. At step S16, queue length for either the conforming or 
non-conforming queue is incremented, based on the type of 
request. The scheduler then makes the necessary reservation 
(which is discussed in greater detail further below) by sched 
uling the cell at timeslott (this is done at different time slots 
for each of the different inputs) for output. Then, a supercell 
is scheduled for the input and a grant is sent to the input buffer 
module, for each input. 
0078. Once the input buffer module receives the grant, the 
process is performed, as illustrated in FIG. 5(b) and discussed 
in greater detail further above. 
007.9 FIG. 10 illustrates a method of the scheduler sched 
uling Supercells for transport, according to the preferred 
embodiment of the present invention. In a first step S17, a 
Supercell is scheduled for connected input, for transport at a 
time slot t in the future. Then, at step S118, the grant is 
transmitted to one of the connected inputs. At step S19, the 
reservation status is transmitted to the next chip (i.e., Sched 
uling module) in the scheduler. At step S20, a check is per 
formed to determine if the frame is complete. If so, then the 
process ends. If the frame is not complete, then steps S17-S20 
are repeated until it is determined that the frame has been 
completed in step S20. 

II. The Fairness Problem and the Pipeline Scheduler 
0080. In the related art pipeline scheduler, the operation of 
which is described in greater detail in Section I above, there 
exists a problem known as the fairness problem. The basis of 
the fairness problem is the fact that not all input ports and/or 
output ports share available time slots equally. 
0081. Accordingly, fairness can be defined by fair access 
of a scheduling module to a share of the total available capac 
ity. Fairness can be further divided based on being equally 
weighted or not equally weighted. For example, but not by 
way of limitation, if all scheduling modules having traffic are 
guaranteed equal access in terms of total capacity, then equal 
fairness has been guaranteed. For example, equal fairness 
exists when active schedule modules (SM's) that are carrying 
traffic each have equal access to the total capacity, even with 
the input and output bottleneck situations described in greater 
detail below. 
0082 Alternatively, fairness can also be weighted. If a 
particular scheduling module is to be given priority due to 
heavy traffic or for any other reason, then that scheduling 
module will be given a greater weight. For example, if a first 
SM is more heavily weighted than a second SM (e.g., 75/25), 
then the first SM will receive a proportionately larger share of 
access (e.g., 75%) to the total capacity than the second SM 
(e.g., 25%). 
0083. Further, the concept of weighting is not limited to 
comparison between the two scheduling modules in the 
aforementioned example, and can be used to distribute 
weighting between all active scheduling modules that are 
carrying traffic. 
I0084 A. Bottleneck at the Output Port 
0085 Fairness problems can occur due to bottlenecks at 
the input port and/or the output port. If a particular input port 
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has queues for many different output ports, there is a problem 
in the allocation of transmission capacity among the queues. 
If allocation is not proper, then there can be a collision 
between outputs if the order of output port selection is not 
performed fairly. Further, not maintaining output fairness can 
result in congestion at busy output ports. The preferred 
embodiment of the present invention overcomes the related 
art bottleneck problem at the output port, as discussed in 
greater detail below. 
I0086. An example of the output bottleneck problem fol 
lows. First, it is assumed that the related art sequence of 
scheduling for a particular time slot with respect to the time 
frame is always fixed and unfair among the scheduler mod 
ules (SMs) due to the topology of connection of the SMs in 
the distributed architecture. As illustrated in FIG. 11, which is 
described in greater detail further below, the scheduling order 
is always SM1->SM2->SM3->SM4 for timeslot 5, 9, 13, and 
etc. (i.e., the first time slot of each time frame). 
I0087. For example, but not by way of limitation, SM1 and 
SM2 have no traffic, and both SM3 and SM4 have traffic that 
goes to output port 1 only. A prior artscheduler would let SM3 
consume all 3 time slots 5, 6, and 7 of time frame 2, and SM4 
would only get time slot 8. Thus, SM3 gets 3/4 of the total 
capacity while SM4 only gets 4 of the total capacity. That 
pattern will continue for the remainder of the time frames of 
operation. In the above-described situation, ideally, the first 
and second SMs should each get 50% of the total capacity. As 
a result, SM4 does not have fair access with respect to SM3. 
The above-mentioned problem is referred to as the output port 
bottleneck problem. 
I0088 B. Bottleneck at the Input Port 
I0089 Additionally, bottleneck problems can also occurat 
the input port. For example, but not by way of limitation, 
when an input port is treated unfairly with respect to an output 
port (i.e., total capacity is not allocated fairly between mul 
tiple scheduler modules having different input ports and the 
same output port), then congestion can occur at Some of the 
input ports. The preferred embodiment of the present inven 
tion overcomes the related art bottleneck problem at the input 
port, as discussed in greater detail below. 

III. Achieving Equal Fairness 
Global Dynamic Round Robin 

0090. As noted above, the fairness problem in the pipeline 
scheduler can be overcome by having either equal fairness or 
weighted fairness. To achieve equal fairness, a global 
dynamic round robin (GDRR) is applied. This section 
describes overcoming the aforementioned related art output 
port and input port bottleneck problems separately, and then 
the combined, overall solution to the bottleneck problem that 
achieves equal fairness. An example is also provided. 

A. Overcoming the Output Bottleneck Problem (Global 
Round Robin) 
0091. As discussed in the foregoing section, the output 
bottleneck problem occurs when multiple input ports sendan 
output to the same output port. To overcome this problem, the 
Global Round Robin (GRR) is applied. This section discusses 
the application of the GRR. 
0092. In the related art, to overcome the speed bottleneck 
problem at the output, a round-robin scheme is used to imple 
ment the aforementioned example. As illustrated in FIG. 11, 
in a round robin (RR) scheme, each scheduler module SM1. 
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... SM4 schedules for a given time slot one frame in advance 
of the current frame to generate a reservation status vector. 
Four supercells can be transmitted by each SM in a given time 
frame. Thus, at TS1, SM1 reserves TS5, SM2 reserves TS6, 
and so on. ATTS2, SM2 has the opportunity to reserve TS5 
for frame 2, if it has not yet been reserved by SM1, SM3 has 
the same opportunity with TS6, SM4 has the same opportu 
nity with TS7, and SM1 has the same opportunity with TS8. 
Thus, as noted above, a fairness problem results from this 
basic related art pipeline scheduler. 
0093. To overcome the fairness problem that relates to the 
output port bottleneck, the GRR algorithm of the preferred 
embodiment of the present invention is illustrated in FIGS. 
12(a) and 12(b). In a first step S21, it is determined whether 
priority is held for the current time slot. If the answer is YES, 
then in step S22, it is determined whether the current timeslot 
is reserved by minimum cell rate (MCR) traffic. The concept 
of MCR traffic will be discussed in greater detail below. 
0094. If the answer to step S22 is NO, then the output is 
reserved with held priority at step S23, and at step S24, 
holding priority for the next frame is released. However, if the 
answer to step S22 is NO, then the holding priority is released 
at step S25. 
0095. After step S25, or alternatively, if the answer to step 
S21 is NO, it is determined whether the output queue is empty 
at Step S26. If the output queue is empty, then another queue 
is tried in the round robin list at step S27, and steps S26 and 
S27 are repeated until a non-empty output queue is found. 
0096. If the answer to step S26 is NO, then at step S29 it is 
determined whether (a) the output port is available and (b) the 
output port is not held by another input port. If the answer to 
step S29 is NO, then step S27 is performed as described in 
greater detail above. If the answer to step S29 is YES, then the 
output port is reserved at step S30. 
0097. As illustrated in FIG. 12(b), after step S30, or alter 
natively, step S24, has been completed, it is determined in 
step S31 whether the output queue is empty for the next 
frame. If the answer to step S31 is YES, then the next queue in 
the round robin list is tried at step S32, and steps S31 and S32 
are repeated until a non-empty output queue for the next 
frame is found. 

0098. If the answer to step S31 is YES, then it is deter 
mined whether for the next frame, there is an output port that 
is available and not held by any other input port. If the answer 
to step S31 is NO, the step S32 is performed as described in 
greater detail above. However, if the answer to step S33 is 
YES, then the reservation is held for the output (i.e., J) that is 
in the next frame at step S34. 
0099. In an alternative embodiment of the present inven 

tion, a minimum cell rate (MCR) reservation can be made, 
which can block permission for reservation of the output port 
by an input port with held priority. Such an embodiment is 
described above with respect to steps S22 and S25, and also in 
greater below. The aforementioned alternative embodiment is 
performed if a particular input port has queues for many 
different output ports 2a ... 2N, such that the particular input 
port must divide transmission capacity evenly among its 
queues, and maintain output fairness. 
0100 B. Overcoming the Input Bottleneck Problem (Dy 
namic Round Robin) 
0101 AS also discussed in the foregoing section, the input 
bottleneck problem occurs when different output ports share 
a common input port. To overcome this problem, the 
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Dynamic Round Robin (DRR) is applied. This section dis 
cusses the application of the DRR. 
0102) To overcome the bottleneck speed problems at the 
individual inputs, the DRR algorithm is applied. In the pre 
ferred method according to the present invention, a SM uses 
a dynamically adjusted Round-Robin list to maintain the 
order in which the output ports 2a ... 2N are selected by the 
input port. The selection and ordering processes of the 
Dynamic Round-Robin (DRR) list differs from the related art 
Round-Robin list in that a selected/served element in the list 
is moved to the back of the list, and the head of the list stays 
if it is not served. 
0103 For example, but not by way of limitation, in FIG. 
11, if input port 1 has queues for output ports 1, 2, and 3, then 
the initial selection order of the dynamic Round-Robin list is 
(1, 2, 3). When output port 1 is served, then the list becomes 
(2, 3, 1). However, if output port 2 is served first because port 
1 is blocked (i.e., reserved by other input), then the list should 
become (1, 3, 2) so that output port 1 still is favored to be 
selected in the next time frame. 

C. Overcoming the Output and Input Bottleneck Problems 
(Global Dynamic Round Robin) 
0104. As noted in sections II. A and III.Babove, the output 
and input bottleneck problems can be overcome separately by 
applying the GRR and the DRR, respectively. However, to 
overcome both the input as well as the output bottleneck 
problems at the Substantially same time, a Global, Dynamic 
Round Robin (GDRR) solution is provided, as described in 
greater detail below. 
0105 FIGS. 13(a) and 13(b) illustrate the steps of the 
GDRR according to the preferred embodiment of the present 
invention. Where indicated, the DRR and GRR methods are 
performed as indicated above. In a first step S35, it is deter 
mined whether priority is held for the current time slot. If the 
answer is YES, then in step S36, it is determined whether the 
current time slot is reserved by minimum cell rate (NCR) 
traffic, as discussed in greater detail above with respect to 
FIGS. 12(a) and (b), as well as further below. 
0106 If the answer to step S36 is NO, then the output is 
reserved with held priority at step S38, and at step S39, 
holding priority for the next frame is released. However, if the 
answer to step S36 is NO, then the holding priority is released 
at step S37. 
0107. After step S37, or alternatively, if the answer to step 
S35 is NO, the process is started from the head of the DRR list 
as determined by the above-described DRR process, at step 
S40. Then, it is determined whether the output queue is empty 
at Step S41. If the output queue is empty, then another queue 
is tried in the DRR list at step S42, and steps S40-S42 are 
repeated until a non-empty output queue is found for the 
current time slot in the current frame. 
(0.108 If the answer to step S41 is NO, then at step S43 it is 
determined whether (a) the output port is available and (b) the 
output port is not held by another input port for the current 
time slot in the current frame. If the answer to step S43 is NO. 
then step S42 is performed as described in greater detail 
above. If the answer to step S43 is YES, then the output port 
is reserved at step S44. Next, the output for the current time 
slot and the current frame is moved to the back of the DRR list 
by the method described above with respect to the DRR 
algorithm, at step S45. 
0109. As illustrated in FIG. 13(b), after step S45, or alter 
natively, step S39, has been completed, the process starts 
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from the head of the DRR list for the next frame at step S46. 
It is then determined in step S47 whether the output queue is 
empty for the next frame. If the answer to step S47 is YES, 
then the next queue in the DRR list is tried at step S48, and 
steps S46 and S47 are repeated until a non-empty output 
queue for the next frame is found. 
0110. If the answer to step S47 is YES, then it is deter 
mined whether for the next frame, there is an output port that 
is available and not held by any other input port at step S49. If 
the answer to step S49 is NO, the step S48 is performed as 
described in greater detail above. However, if the answer to 
step S33 is YES, then a reservation is held for the output (i.e., 
J) that is in the next frame at step S51. Next, the output for the 
next frame is moved to the back of the DRR list. 

0111. As noted above, in an alternative embodiment of the 
present invention, a minimum cell rate (MCR) reservation 
can be made, which can block permission for reservation of 
the output port by an input port with held priority. 
0112 Thus, the GDRR algorithm combines the features of 
the above-described GRR and DRR algorithms to provide for 
equal fairness by overcoming the above-described input 
bottleneck and output bottleneck problems in a single algo 
rithm (i.e., GDRR). The example provided below illustrates 
an application of the GDRR. 

D. Exemplary Description 

0113 FIGS. 14(a) and 14(b) illustrate a first example of 
the preferred embodiment of the present invention. In FIG. 
14(a), a simple example of a 4x4 system is used to illustrate 
the details of the scheduling algorithm. In this example, 
Port1/SM1 has traffic to output port 2, Port2/SM2 has traffic 
to output port 2, Port3/SM3 has traffic to output ports 2 and 4, 
and Port4/SM4 has traffic to output ports 3 and 4. 
0114. In FIG. 14(a), SM1 makes a reservation for output 
port 2 for time slot 5 since port 2 was not held and is available. 
The <OR, Pa vector changes from <0000, 0000> to <0100, 
0000> due to reservation at time slot 5. The <PI, POs vector 
becomes <0, 2> since port 2 is the head of the Round-Robin 
order. The updated <PI, PO> vector stays with SM1 at the first 
time slot of the current time frame, and it will be inherited by 
SM1 at the first time slot of the next time frame. 

0115 Also, SM2 holds reservation permission for output 
port 2 for time slot 9 since port 2 was reserved at time slot 5 
but it is still open for holding. The <OR, P> vector changes 
from <0100, 0000> to <0100, 0100> due to holding at time 
slot 9. The <PI, PO> vector becomes <2, 2> since port 2 is the 
head of the Round-Robin order and input port 2 now is hold 
ing the reservation right for output port 2 at time slot 9. The 
third entry indicates that SM3 not only reserves output port 4 
at time slot 6 but also holds permission for output port 2 at 
time slot 10. 

0116. Next, SM3 makes reservation for output port 4 for 
time slot 5 since port 2 was reserved at time slot 5 and its 
holding right was held at time slot 9. The <OR, Pa vector 
changes from <0101, 0100> to <0101, 0100> due to reserva 
tion at time slot 5 for output port 4. The <PI, PO> vector 
becomes <0, 2>. Port 2 stays as the head of the Round-Robin 
order although port 4 was served first. This scheme will give 
port 2 preferences for the next round of scheduling process so 
that it will not miss its chance of being served. 
0117 FIGS. 14(a) and 14(b) indicate that both SM1 and 
SM2 are totally blocked, neither reserve nor hold, from doing 
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any scheduling. Hence, the <OR, Pa vector stays the same. 
The <PI, POs vector becomes <0, 2>. Port 2 is the head of the 
Round-Robin order. 
0118. At the end of the timeslot 4, the end of time frame 1, 
time slots 5, 6, 7, and 8 are scheduled. The scheduler slides 
into time frame 2 for scheduling. 
0119) Note that the OR vectors of SM1, SM2, SM3, and 
SM4 are set to 0’s at the beginning of time frame 2, but the P 
vectors are inherited from SM4, SM1, SM2, and SM3 at the 
end of time frame 1 respectively. Both SM1 and SM2 are 
blocked from scheduling because some other input ports are 
holding the reservation rights in this time frame for time slots 
5 and 6. 
I0120 SM2 makes a reservation for output port 2 because 
SM2/input port 2 held the reservation right for time slot 9. 
Once SM2 exercises this right, it has to return this right by 
changing vector P from 0100 to 0000 so that other SMs can 
use it. In addition, PI has to be reset to 0. 
I0121 The rest of the scheduling steps illustrated in FIGS. 
14(a) and 14(b) follow without further explanation, because 
those steps follow the same methodology discussed in greater 
detail above. 

IV. Guaranteeing Minimum Bandwidth 

A. Two-Phased Scheduling System 
0.122 To give priority to conforming traffic, the two 
phased scheduling approach is used. In the first phase, only 
conforming traffic makes reservations, while in the second 
phase, only non-conforming traffic makes reservations. 
When a cell arrives at the input buffer module, the cell is 
classified as conforming if it finds an unused credit in its 
associated credit pool. Otherwise, the cell is classified as 
non-conforming. Accordingly, the traffic in an aggregated 
flow is conforming if it does not utilize more than its allocated 
bandwidth. The scheduler 4 does not discard non-conforming 
traffic (as is done in the related art system), but instead routes 
non-conforming traffic so as to not conflict with conforming 
traffic. 
0123. Alternatively, conforming and/or non-conforming 
reservations may be made in the second phase. The conform 
ing traffic is also called the Minimum Cell Rate (MCR) traffic 
because each Virtual Output Queue (VOO) accumulates 
transmission credits at a specified minimum cell rate over 
time. When enough cells arrive (with the same input port and 
output port, and possibly, but not necessarily, having different 
classes) at one of the queues to construct a Super-cell, the 
input port informs the scheduler 4 of the new arrival of a 
Super-cell, including whether or not the Super-cell is con 
forming. 
0.124 When an arrival notification is received by the 
scheduler 4, the scheduler 4 increments a variable associated 
with the Super-cell's input port, output port, and conformation 
status. The variables are X (for conforming super-cells) and 
y (for non-conforming super-cells). Note that X, is actually 
the integer quotient of V/C, and y, is the integer quotient of 
W/C. Overall, the scheduler 4 needs 2N variables. The 
variables are decremented when the scheduler 4 chooses 
Super-cells to route. 
0.125. The preferred embodiment of the present invention 
uses class-based queuing (CBQ), which supports the related 
art IETF-defined differentiated services (diffserv) technique. 
Further, bandwidth guarantee is achieved by dispensing the 
total transmission capacity over the flows by using a credit 
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system that makes each flow accumulate a fraction of one 
super cell transmission bandwidth every time slot. When a 
flow accrues at least one credit, one super cell in this flow is 
transmitted, and the Super-cell consumes that transmission 
credit. 
0126 The scheduler 4 need not distinguish between each 
of the K classes of traffic, but only stores the number of 
conforming and non-conforming Super-cells from each input 
port to each output port. That is possible because the sched 
uler 4 views inputs as two virtual queues from each input port 
i to its respective output port j, wherein one of the virtual 
queues holds conforming traffic, and the other virtual queue 
holds non-conforming traffic. The scheduler 4 maintains 
information about sizes of the virtual queues (e.g., units of 
potential Super-cells) and selects partial permutations for 
transport on this basis. 
0127. In the preferred embodiment of the present inven 

tion, each of the input ports 1a ... 1N includes dedicated lines 
9a,9b to communicate with the scheduler 4, which constantly 
monitors the number of conforming and non-conforming 
super-cells in each queue. As illustrated in FIG. 4, all cells 
having the same input port, output port, and class are main 
tained in the same queue at the input port, regardless of 
whether they are conforming or non-conforming. However, a 
Super-cell may contain cells from different classes, because it 
is only constructed based on a predefined policy after receiv 
ing a transmission grant from the scheduler 4. 
0128. The granting and requesting phases are independent 
of one another. Further, the input port scheduler module 
determines how to construct the C-cell. For example, but not 
by way of limitation, the C-cells can be constructed in the 
order in which they are sent to the output port. Also, the 
position of each cell in the queue is not as important as the 
number of conforming cells in a given queue. 
0129. Credits are maintained only at the input port queues, 
and the scheduler 4 has no knowledge of credits. Further, the 
cells within each queue at each input port need not be labeled 
as conforming or non-conforming. In FIG. 4, q, represents 
the queue for class-k traffic from input port i to output port. 
c, represents the number of credits (e.g., units of cells) asso 
ciated with q, and V, and W, respectively represent inte 
gers for the number of conforming cells and non-conforming 
cells within the queue q. When a cell arrives at a queue, it is 
determined whether the queue has any credits left. If c >=1, 
V, is incremented and the cell is placed in the queue q. 
Otherwise, W, is incremented and the cell is placed in q. 
Thus, the cells are sent to the input port based on output port, 
and queues in the input port based on class. 
I0130 V, and W, represent integers for the number of 
conforming cells and non-conforming cells, respectively, 
from input port i to output port that the scheduler 4 has not 
yet been informed about, independent of class. When a new 
cell arrives at any of queues i to jat the input porti, either V, 
or W., is incremented. If V C, where C represents the num 
ber of cells in a Super-cell (e.g., C-8), then a new conforming 
Super-cell is constructed when a grant is given by the sched 
uler 4. A conforming request is sent to the scheduler 4 and C 
is subtracted from V. Next, based on W, and C, the scheduler 
4 is informed of the existence of a new non-conforming 
potential Super-cell. Requests to the scheduler 4 are made for 
grants based on accumulating either C conforming cells or C 
non-conforming cells. 
0131 When an input port receives a grant from the sched 
uler 4, the super-cell is constructed “on the fly' and transmit 
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ted to the scheduler 4 to the crossbar switch 5, and an arrival 
signal is sent to the scheduler 4. Because the input buffer 
knows the number of conforming and non-conforming cells 
in each service queue, conforming cells are added to the 
Super-cell before non-conforming cells are considered. Fur 
ther, when a cell is added to a super-cell, the added cell comes 
from the head of a service queue, regardless of whether that 
cell was originally classified as conforming. 
I0132) For example, but not by way of limitation, if a queue 
holds three non-conforming cells, and a single conforming 
cell then arrives at the queue, followed by a transmission 
grant from the scheduler 4 (i.e., the Supercell can be con 
structed), the Supercell constructor at the input port knows 
that the queue has a conforming cell. To include the conform 
ing cell, the constructor then takes the cell at the head of the 
queue, not the late-arriving conforming cell. 
I0133. In another preferred embodiment of the present 
invention, a Super-cell may include a mixture of conforming 
and non-conforming cells. 
I0134. The preferred embodiment of the present invention 
normally selects conforming cells prior to non-conforming 
cells independent of class. However, certain situations exist 
where the super-cell constructor at the input ports 1a ... 1N 
can have a preference based on classes of traffic. For example, 
but not by way of limitation, a fixed priority Scheme (e.g. 
classes with lower numbers having priority) may be imple 
mented instead of selecting conforming cells before non 
conforming cells at the Super cell constructor of the input 
ports 1a . . . 1N. Alternatively, certain “low latency' classes 
may be considered as a priority. As noted above, the cell 
discrimination based on classes occurs at the input ports 1a . 
... 1N, not the scheduler 4. 

B. Exemplary Description 

I0135. As illustrated in FIG. 15, the two-phase MCR 
scheduling fits well with the 2 frame scheduling window, as 
each SM needs to schedule 2 different timeslots at a time: one 
for MCR, and the other for fairness. The order that each SM 
processes its requests is to a) make reservation for the previ 
ously held permission or make reservation for the non-con 
forming traffic in the dynamic Round-Robin order in F1 part 
of the scheduling window, b) make reservation for conform 
ing traffic MCR traffic, c) release the previously held per 
mission if it were blocked again by a MCR traffic or hold the 
reservation right for the output port that is at the head of the 
dynamic Round-Robin list. 
10136. Thus, a new vector ORM for 1<j<N and 1<k<M is 
needed to indicate which output ports 2a . . . 2N have already 
been reserved for a given position of time slot k in the future 
timeframe: “1” indicates reserved, “O'” indicates not reserved. 
It is initialized to all O’s at the beginning of each time frame. 
Also, OR, now inherits the ORM, information at the begin 
ning of each time frame instead of being initialized 0. 
0.137 As illustrated in FIG. 15, during time Frame 1, each 
SM schedules fairness traffic for F1 part Frame 2, and MCR 
traffic for the F2 part Frame 3, of the scheduling window 11. 
Then, as the scheduler slides the window 11 one frame 
ahead—to Frame 2, the SMs will schedule fairness traffic for 
Frame3 OR, inherits ORM, information, and MCR traffic 
for Frame 4. Each box in the window 11 represents that one 
SM is processing 2 different time slots in 2 different time 
frames. For example, at time slot 1, SM1 is scheduling fair 
ness traffic for timeslot Sat Frame 2 and MCR traffic for time 
slot 9 at Frame 3. Since any fresh time frame is always 
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scheduled for MCR traffic first, MCR guarantee can be 
achieved. Of course, an addition reservation ORM is needed 
to carry this information among the SMs. Although the 
throughput of the scheduler stays the same, the latency of the 
scheduler is doubled. 
0138 FIG. 16 illustrates an example similar to FIGS. 
14(a) and 14(b), with MCR and guaranteed traffic for con 
forming cells. In this two-phase approach, the scheduler 
makes and holds reservations only for conforming cells in 
frame 1, and then makes and holds reservations for conform 
ing as well as nonconforming cells in frame 2. ATTS1, SM3 
(output 2) meets the MCR requirements, and thus has a con 
forming cell. As a result, SM3 no longer holds a reservation 
for TS 11 (output 2). The reservation is given up, because it no 
longer needs to reserved for a conforming cell. Thus, a non 
conforming cell may reserve output 2, TS11, as is done at TS3 
by SM1. 
0.139. In FIG. 16, the same example illustrated in FIGS. 
14(a) and 14(b) is used, except that the traffic from input port 
3 to output port 2 is MCR guaranteed. Another vector ORM 
is added to the set that were passed among the SMs. The status 
of the ORM vector at the end of a time frame will initialize the 
OR vector at the beginning of the next time frame so that 
MCR traffic will be given priority. In addition, those “held 
permission of reservation’ ports will have to be released if 
preempted by a MCR reservation in the same time frame. 
0140. Additionally, at time slot 2, SM3 makes reservation 
for output 4 at time slot 6 because port 2 was blocked. How 
ever, SM3 can not hold the reservation right for port 2 at time 
slot 10, because the slot was used by the MCR traffic. Further, 
at timeslot 3, SM1 holds the reservation right for output port 
2 for time slot 11 anyway although this slot was reserved 
already by some other SM, because SM1 does not check the 
status of ORM while attempting to hold a reservation right. 
Thus, the held reservation right is released by input port 1 at 
time slot 11, when SM1 tries to exercise that right. Alterna 
tively, SM3 makes a MCR reservation for output port 2 for 
time slot 9, although port 2's reservation right was held by 
SM2 at time slot 2, which forces SM2 to release its held right 
when time when SM2 tries to exercise its right later. 
01.41 Each output port will have two lines to signal the 
scheduler 4, as shown schematically in FIG. 1. One line will 
signal “stop non-conforming traffic only.” The other line will 
signal 'stop both conforming and non-conforming traffic.’ 
When an output port senses an oncoming overflow, it can 
assert one line or the other. Again, the CAC should have 
ensured that the output port (and output lines) could support 
all conforming traffic, thus requesting a halt to non-conform 
ing traffic only should normally suffice. Frequent request to 
stop all traffic to an output port probably indicates that tuning 
of the CAC is necessary. 
0142. A further alternative embodiment of combining the 
fairness and bandwidth guarantee scheduling involves having 
the input port that previously held a preempted permission of 
reservation by a MCR scheduling continue to have priority to 
hold permission of reservation of the same output port again. 
This alternative ensures input fairness for a given output port 
regardless of whether MCR scheduling is present. 

V. Multicasting and Back-Pressure 
0143. The preferred embodiment of the present invention 
places a copy of the multicast datagram into each desired 
unicast queue. Copies of the datagram are not made until 
absolutely necessary. For example, but not by way of limita 
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tion, if a multicast datagram is destined for two different 
output ports, then a datagram is copied into the corresponding 
relevant queues at the input port. However, if a multicast 
datagram is destined for two output lines connected to the 
same output port, only one copy of the datagram is sent to the 
output port, but at the output port the datagram is copied and 
put into the corresponding output line queues. In an ATM or 
MPLS context, it may be desirable to send multiple copies of 
a multicast datagram over the same output line. The afore 
mentioned scheme would be handled similarly at the output 
port. 
0144. For example, but not by way of limitation, if a mul 
ticast cell arrived at input i with destinations j, k, and 1, a copy 
is placed in all three relevant queues. While there is an extra 
cost in this approach that includes the maintenance of mul 
tiple copies of multicast cells at the input ports 1a ... 1N, this 
approach has the benefit of being able to use simple unicast 
schedulers. This approach is a simple extension of the unicast 
bandwidth guarantees, and conforms to the "maximum load” 
guaranteed bandwidth approach described earlier, and is 
therefore easy for the CAC to handle. For example, but not by 
way of limitation, the flow described above would require 
reserved bandwidth for the relevant class fromitojitok, and 
i to 1. 

0145 Core switch support for certain issues associated 
with the switch interface, includes (i) the reconstruction of 
datagrams at the output, and (ii) back-pressure signals from 
the output port to the scheduler. 
0146 In the basic switch model, IP datagrams are parti 
tioned into cells at the input of the crossbar switch 5, and cells 
are concatenated back into datagrams at the output. In the 
preferred embodiment of the present invention, associated 
with each input portare 8 inputlines, and associated with each 
output port are 8 output lines. The sum of the capacity of the 
lines connected to a port is approximately equal to the overall 
capacity of the port. To be specific, we assume the input 
(output) lines can Support 2.4 Gbs, and that input (output) 
ports can support 20 Gbs. 
0147 Different datagrams can enter an input port simul 
taneously from the different lines, as shown in FIG. 17. When 
a datagram arrives, its class is determined, and the next hop is 
determined. If necessary, multicast copies are created as 
described above, with a distinct copy being made for each 
distinct output port, and the datagrams are segmented into 
cells. The cells are then multiplexed into a single flow. Data 
grams arriving at a particular input line are routed sequen 
tially (i.e. no interleaving of cells from datagrams arriving at 
the same line). 
0148 FIG. 18 shows the design of the output line inter 
face. First, multicast copies are made if multiple output lines 
are on the multicast route, which is somewhat complicated by 
the fact that the datagrams have not yet been assembled. Then, 
demultiplexing is required to route each datagram to the 
appropriate output line. Because each output line may simul 
taneously be constructing 8NK datagrams in the worst case, 
8NK queues are needed to reconstruct the datagrams. Multi 
cast copying again takes place to handle ATM and MPLS 
environments. Then, the datagrams are queues again accord 
ing to class before being sent on the output line. 
014.9 The switch 5 must provide sufficient information to 
enable the output ports 2a . . . 2N to properly reconstruct the 
datagrams. The output port needs to know the input line (i.e., 
the input port and input offset) the output offset, and the class 
of each cell, which is overhead information that is sent in a 
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header that accompanies each cell going through the Switch 5. 
FIG.3 shows a super-cell, including overhead labeling infor 
mation. 
0150 Since the C cells in each super-cell may have differ 
ent input offset, output offset, and class, each cell requires 3 
labels. Since there are R offsets per port and K classes, this 
amounts to C*(2 log R+log K) bits per super-cell. Addition 
ally, while the input port must be known, all cells in a Super 
cell will have the same input port. Thus, the number of bits to 
label the common input port is log N, and the total number of 
overhead bits per super-cell is C*(2 log R+log K)+log N. 
0151. Since an output line has less capacity than an output 
port, there is a need for queuing at the output ports. The CAC 
ensures that no outputline Supports conforming traffic greater 
than the capacity of that output line. However, non-conform 
ing traffic can overtake the capacity of a single input line. For 
example, but not by way of limitation, an output port receives 
non-conforming traffic at a rate of 20 Gbs, all destined for the 
same output line that can handle only 2.4 Gibs. 
0152 Though the crossbar switch 5 cannot be stable for 
Such a load over a long period of time, bursty traffic is Sup 
ported. A number of excess buffers is located at each output 
port. In addition, an output port can request a slow-down or 
even halt traffic by signaling the scheduler. By using this 
back-pressure technique, the buffers at both the input ports 1 a 
... 1N and the output ports 2a ... 2N can support such traffic 
bursts. 
0153 Changing the scheduler design to support back 
pressure requests is logically straightforward. However, a 
naive related art implementation of the proposed scheme has 
a scalability problem, since each of the M scheduling mod 
ules will need to know all output ports 2a . . . 2N requesting 
back-pressure. Certainly, 2N additional pins on each sched 
uling module cannot be afforded. Additionally, several imple 
mentation schemes are possible, from pipelining back-pres 
Sure information between scheduling modules, to 
broadcasting only changes in back-pressure status. 

VI. Advantages 

0154 The present invention has various advantages over 
the prior art. For example, but not by way of limitation, the 
method of scheduling and reservation according to the pre 
ferred embodiment of the present invention has an improved 
speed. As noted above, the preferred embodiment of the 
present invention uses a pipeline technique with simple 
operations in each stage, and a throughput of one partial set of 
selection of input-output connections per time slot is 
achieved. Further, minimum bandwidth is guaranteed using 
the two-phase scheduling system according to the preferred 
embodiments of the present invention. 
0155. Additionally, it is an advantage that the preferred 
embodiment of the present invention Supports multiple 
classes of traffic, each class having its own QoS. Each class is 
provided with credits, and new credits are generated at a rate 
equal to the guaranteed bandwidth for the class. Cells with 
credits have high priority, and can make reservations in the 
first phase of the scheduling algorithm. As noted above, the 
CAC determines the amount of bandwidth that can be guar 
anteed to each class. By controlling bandwidth allocation, 
different classes are provided with different QoS. 
0156 Another advantage is that the preferred embodiment 
of the present invention also supports non-conforming (i.e., 
best-effort) traffic. Classes that send traffic higher than their 
guaranteed rate will not have enough credits for all the cells 
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therein, and cells without credits can make reservations only 
in the second phase of the scheduling algorithm. 
0157. Further, it is another advantage of the present inven 
tion that input and output ports are treated fairly. Also, the 
present invention has an advantage in that the scheduler is 
work-conserving. In each time slot, a maximal set of queues 
is serviced. Also, fairness between ports is ensured (e.g., 
equal fairness or weighted fairness for certain ports). The 
fairness problem is further alleviated by holding reservation 
priority. 
0158. The present invention also provides a scalable 
design. Increasing the number of classes Supported does not 
affect the scheduler design but incurs a small extra cost at the 
input ports 1a . . .1N, which must maintain more queues. 
0159. Additionally, the preferred embodiment of the 
present invention has a high degree of Scalability for at least 
two reasons. First, increasing the number of supported classes 
does not increase the complexity of the scheduler, because the 
scheduler only needs to differentiate between conforming 
and non-conforming traffic. Thus, only the CAC and the input 
ports 1a . . . 1N handle the provision of different services to 
different classes. Second, increasing the number of input or 
output ports 2a . . . 2N does not adversely affect the through 
put of the scheduler 4. 
0160 The present invention is also more efficient. For 
example, but not by way of limitation, the preferred method of 
informing the scheduler 4 of arrivals of potential super-cells 
according to the present invention is more efficient than the 
related art method of sending the scheduler 4 the full status 
information at every time slot. If the scheduler 4 according to 
the preferred embodiment of the present invention needs to 
know about the existence of conforming and non-conforming 
super-cells from input porti to output port, the “full status’ 
related art approach requires at least 2Nbits for communica 
tion between each input port module and the scheduler for 
each slot, which results in a total of 2N-bits. In contrast, if the 
“arrival signal' method of the preferred embodiment of the 
present invention is used, only (log N+1) communication 
bits are needed for each input port bit (i.e., to indicate the 
output port number and the conforming information), result 
ing in a total of N (log N+1) bits. 
0.161 It will be apparent to those skilled in the art that 
various modifications and variations can be made to the 
described preferred embodiments of the present invention 
without departing from the spirit or scope of the invention. 
Thus, it is intended that the present invention cover all modi 
fications and variations of this invention consistent with the 
Scope of the appended claims and their equivalents. 

1-38. (canceled) 
39. A network device comprising: 
an input module including a set of input ports, the input 

module to: 
partition, into a group of data units, at least one of a 

plurality of datagrams received at one of set of the 
input ports, each of the group of data units being one 
of conforming or nonconforming, 

buffer the data units in a set of queues based on output 
port destinations in the network device and quality of 
service (QoS) classes associated with the respective 
data units, and 

generate an arrival notification of a potential data unit 
aggregate that includes a predetermined number of 
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either the conforming data units or the nonconform 
ing data units corresponding to one of the output port 
destinations; 

a scheduler to: 
receive the arrival notification, and 
generate a grant, to the input module, to form the poten 

tial data unit aggregate; and 
an output module to: 

receive the formed data unit aggregate, and 
output, via the one output port destination, output data 

grams corresponding to the formed data unit aggre 
gate. 

40. The network device of claim 39, where the arrival 
notification identifies a status of the potential data unit aggre 
gate as one of conforming or nonconforming. 

41. The network device of claim 40, where a priority for the 
grant is provided for the potential data unit aggregate having 
the conforming status. 

42. The network device of claim 40, where the scheduler 
bases the grant on the identified status. 

43. The network device of claim 42, where a priority for the 
grant is based on the QoS class associated with the buffered 
data units. 

44. The network device of claim 39, where the potential 
data unit aggregate comprises: 

a first data unit that includes an associated first QoS class, 
and 

a second data unit that includes an associated second QoS 
class, the first QoS class and the second QoS class being 
different. 

45. The network device of claim39, where the conforming 
data units conform to a minimum cell rate (MCR) and the 
non-conforming data units do not conform to the MCR. 

46. The network device of claim 39, further comprising: 
a crossbar Switch connected to the input module, 
where the output module: 

repartitions the formed data unit aggregate into indi 
vidual data units, and 

recombines the individual data units into the output 
datagrams. 

47. The network device of claim 39, where the input mod 
ule accesses a lookup table to determine the associated output 
port destination and the associated QoS class. 

48. The network device of claim 39, the potential data unit 
aggregate comprising a first data unit and a second data unit, 
at least one of an input offset, an output offset, or a QoS class 
associated with the first data unit differing from a correspond 
ing input offset, an output offset, or a QoS class associated 
with the second data unit. 

49. The network device of claim 39, where the input mod 
ule determines whether a credit is available and identifies the 
data units as one of conforming or nonconforming based on 
the availability of the credit. 

50. The network device of claim 39, where the input mod 
ule comprises: 

a classifying device to receive the datagrams via an input 
line, 

a routing device to route the received datagrams to a mul 
ticasting device to generate a multicast copy of the 
received datagrams; 

a partitioning device to perform the partitioning; and 
a multiplexer to multiplex partitioned datagrams into one 

of the data units. 
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51. A system comprising: 
an input device comprising: 

a classifying device to determine a quality of service 
(QoS) class associated with each data transmission of 
a plurality of data transmissions received at the input 
device, 

a segmenting device to segment each of the data trans 
missions to form a plurality of data segments, 

a set of input ports including service queues correspond 
ing to the QoS class in which to buffer the plurality of 
data segments, 

a first virtual queue to accumulate conforming ones of 
the buffered data segments, and 

a second virtual queue to accumulate nonconforming 
ones of the buffered data segments: 

a scheduling device to provide a grant to the input device to 
construct Super data segments when a predetermined 
number of conforming ones of the buffered data seg 
ments or nonconforming ones of the buffered data seg 
ments are accumulated; and 

an output device that includes a set of output ports, the first 
virtual queue being associated with a first input port 
output port pair, and the second virtual queue being 
associated with a second input port-output port pair. 

52. The system of claim 51, where the input ports make 
determinations as to whether the respective data segments are 
conforming or nonconforming based on an availability of 
credit associated with the respective data segments. 

53. The system of claim 51, where the received data trans 
missions include an associated credit pool, and the classifying 
device further classifies the data transmissions as conforming 
when an unused credit is in the credit pool and as noncon 
forming when the unused credit is not in the credit pool. 

54. The system of claim 51, where the scheduling device 
selects a time slot for transmission of the Super data segment 
Such that no one input port sends more than one of the Super 
data segments in the selected time slot, and no output port 
receives more than one of the Super data segments in the 
selected time slot. 

55. The system of claim 51, where the scheduling device 
monitors, irrespective of the associated QoS classes, the accu 
mulation of the conforming ones of the buffered data seg 
ments and the nonconforming ones of the buffered data seg 
mentS. 

56. The system of claim 51, where the Super data segments 
have an associated Status as conforming or nonconforming. 

57. The system of claim 56, where the scheduling device 
makes and holds a first reservation for a conforming Super 
data segment in a first frame, and makes and holds a second 
reservation for a nonconforming Super data segment in a 
second frame, the first frame preceding the second frame. 

58. The system of claim 56, where the Super data segments 
having the nonconforming status include one or more con 
forming ones of the buffered data segments. 

59. A method performed by a network device, the method 
comprising: 

determining, by an input module of the network device, 
whether each data unit of a plurality of data units, 
formed from datagrams received at the network device, 
conform to a minimum cell rate (MCR); 

virtually queuing, by the input module, each of the data 
units in a conforming virtual queue and a nonconform 
ing virtual queue when each of the data units conform to 
the MCR, irrespective of a level of quality of service 
(QoS) associated with the each of the data units: 
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generating, by the input module, a notification of an accu 
mulation of a predetermined number of the data units 
queued in one of the conforming virtual queue or the 
nonconforming virtual queue to aggregate the predeter 
mined number of data units; and 

granting, by a scheduler, a request for the aggregation 
based on an associated conformation status. 

60. The method of claim 59, further comprising: 
Scheduling the aggregation for output, where in a first 

phase, aggregations having a conforming status make 
reservations, and in a second phase, aggregations having 
a nonconforming status make reservations, the first 
phase preceding the second phase. 

61. A system for transporting data, comprising: 
means for partitioning, into data units, a plurality of data 

grams received at the system; 
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means for virtually queuing each of the data units in a first 
virtual queue and a second virtual queue based on a 
credit availability associated with the each of the data 
units, irrespective of a level of quality of service (QoS) 
associated with the each of the data units: 

means for generating a notification of an accumulation of a 
predetermined number of the data units queued in one of 
the first virtual queue or the second virtual queue to 
aggregate the predetermined number of the data units: 
and 

means for granting a request for the aggregation based on a 
priority of the first virtual queue relative to that of the 
second virtual queue. 
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