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(57) Abstract: A system and method for decoding video. A first syn-
tax element for a block of video data is received, a value of the first
syntax element indicating one of a plurality of mapping functions to
be used to determine a magnitude of a scaling parameter for cross-
component prediction. A second syntax element for the block of
video data is received, a value of the second syntax element corres-
ponding to the magnitude of the scaling parameter, wherein receiv-
ing the second syntax element includes decoding the value of the
second syntax element with a specific binarization method. The
magnitude of the scaling parameter is determined using the one of
the plurality of mapping functions indicated by the first syntax ele-
ment and the value of the second syntax element. Cross- component
prediction is performed for at feast one component of the block
video data using the determined magnitude of the scaling parameter.
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CROSS-COMPONENT PREDICTION IN VIDEO CODING

{68081} This apphication claims the benefit of ULS. Provisional Application No.
62/815,301, filed June 28, 2814, which is hereby incorporated by reference in its

entirety.

TECHNICAL FIELD

18662} This disclosure relates to video coding,

BACKGROUND
[8863] Digital video capabilities can be incorporated into a wide range of devices,
including digital televisions, digital direct broadcast systeis, wireless broadeast
systems, personal digital assistants (PDAS), laptop or desktop computers, tablet
computers, e-book readers, digital cameras, digital recording devices, digital media
players, video gaming devices, video game consoles, cellular or satellite radio
telephones, so-called “smart phones,” video teleconferencing devices, video streaming
devices, and the like. Digital video devices implement video compression techniques,
such as those described in the standards defined by MPEG-2, MPEG-4, ITU-T H.263,
ITU-T H.264/MPEG-4, Part 10, Advanced Video Coding (AVQ), ITU-T H.263, High
Efficiency Video Coding (HEVQ), and extensions of such standards. The video devices
may transmit, receive, encode, decode, and/or store digital video information more
efficiently by implementing such video compression technigues.
(8044} Video compression techniques perform spatial (infra-picture) prediction and/or
temporal (inter-picture) prediction to reduce or remove redundancy inherent in video
seqaences. For block-based video coding, a video shice (i.e., a picture or a portion of a
picturg) may be partitioned inte video blocks, which may also be referred to as
treeblocks, coding units (CUs) and/or coding vodes. Video blecks in an intra-coded (1)
slice of a picture are encoded using spatial prediction with respect to reference samples
in neighboring blocks in the same picture. Video blocks in an inter-coded (P or B) shce
of a picture may use spatial prediction with respect o reference samples in neighboring
blocks 1o the same picture or teroporal prediction with respect to reference samples in
other reference pictures. Pictures may be referred to as frames, and reference pictares

may be reforred to as reference frames.
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16045} Spatial or temaporal prediction results in a predictive block for a block to be
coded. Resichsal data represents pixel differences between the original block to be coded
and the predictive block. An inter-coded block is encoded according to a motion vector
that poirds 1o a block of reference samples forming the predictive block, and the residual
data indicating the difference between the coded block and the predictive block. An
mtra-coded block is encoded according to an intra-coding mode and the residual data.
For further compression, the residual data may be transformed from the spatial domain
1o a transform domain, resulting in residual transform coefficients, which then may be
quantized. The quantized transform coefficients, initially arranged in a two-dimensional
array, may be scanned in order to produce a one-dimensional vector of transform

coefficients, and entropy coding may be applied to achieve cven more compression.

SUMMARY

[68086] In general, this disclosure describes technigues related to inter-color component
residual prediction. The techniques of this disclosure may be used for predicting a block
of residual chroma samples based at least in part on a block of luma residoal sampies.
160671 In one example, a method of decoding video data inchades receiving a first
syntax element for a block of video data, a value of the first syntax element indicating
one of a plurality of mapping functions to be used to determine a magnitude of a scaling
parameter for cross-component prediction; recciving a sccond syniax element for the
block of video data, a valoe of the second syntax element corresponding to the
magnitude of the scaling parameter; wherein receiving a second syntax element includes
decoding the value of the second syntax clement with a specific binarization method
regardiess of the value of the first syntax clement, determining the magnitude of the
scaling parameter from a set of scaling parameter values using the one of the plurality of
mapping functions indicated by the first syntax element and the value of the second
syitax element; and porforming cross-component prediciion for at least one chroma
component of the block video data using the determined magoitude of the scaling
parameter.

(86881 In another example, a destination device 14 includes memory configured to store
video data and a video decoder connected to the memory. The video decoder is
contigured to receive a first syntax element for a block of the video data, a value of the

first syntax clement indicating one of a plurality of mapping functions to be used to
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(98]

determine a magnitude of a scaling parameter for cross-component prediction; receive a
second syntax clement for the block of video data, a value of the second syntax element
corresponding to the magnitude of the scaling parameier, wherein receiving a second
syntax clement includes decoding the value of the second syntax clement with a specific
binarization method regardless of the value of the first syntax element; determine the
magnitude of the scaling parameter from a set of scaling parameter values osing the one
of the phurality of mapping functions indicated by the first syntax clement and the value
of the second syntax clement; and perform cross-component prediction for at least one
chroma component of the block video data using the determined magnitude of the
scaling parameter.

(8069} In avother exanple, a video decoder includes means for receiving a first syntax
element for a block of video data, a value of the first syntax element indicating one of a
plurality of mapping functions to be used to determine a magnitude of a scaling
parameter for cross-component prediction; means for receiving 8 second syntax clement
for the block of video data, a value of the second syntax element corresponding 1o the
magnitude of the scaling parameter, wherein the means for receiving a second syntax
clement includes means for decoding the value of the second syntax element with a
specific binarization method regardiess of the value of the first syntax clement; means
for determining the magnitude of the scaling parameter from a set of scaling parameter
values using the one of the phurality of mapping functions indicated by the first syntax
clement and the value of the second syntax clement; and means for performing cross-
component prediction for at least one chroma component of the block video data using
the determined magnitude of the scaling parameter,

[6018] In yet another example, method of encoding a block of video data inchudes
determining a scaling parameter for cross-component prediction of a block of video
data; sclecting a mapping function from a plurality of mapping functions, wherein cach
mapping function maps the scaling parameter to a mapped value corresponding to the
magnitude of the scaling parameter; signaling, in a video bitstream, a first syntax
clement, a value of the first syntax element indicating the mapping function sclected
from the plurality of mapping functions; and signaling, in the video bitstream, a sccond
syntax element, wherein the second syntax element includes the mapped value
corresponding to the selected mapping fimction and wherein signaling a sccond syntax
clement mnchudes cncoding the value of the second syntax clement with a specific

binarization method regardless of the value of the first syntax element.
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18611} The details of one or more aspects of the disclosure are set forth in the
accompanying drawings and the description below. Other features, objects, and
advantages of the techuiques described in this disclosure will be apparent from the

description and drawings, and from the claims.

BRIEF BESCRIPTION OF BRAWINGS
18612} FIG. 1 is a block diagram illustrating an example video encoding and decoding
system $0 that may utihize the techoiques of this disclosure for cross-component
prediction.
(8613} FIG. 2 1s a block diagram illustrating an example of video encoder 20 that may
implement techriques of this disclosure for cross-component prediction, as will be
explained in more detail below.
{8614} FIG. 3 is a block diagram illustrating an example of video decoder 30 that may
implement techniques for cross-component prediction.
16018} FIG. 4 1s a conceptual diagran dlustrating an Intra Block-Copy (BC) coding
technigue.
[8016] FIGS. 5A and 3B are conceptual diagrams showing example candidate blocks
for motion vector prediction.
(88171 FIG. 6 s a tlowchart illustrating an example process for signaling cross-
component prediction parameters n accordance with one or muore aspects of this
disclosure.
16018} FIG. 7 is a flowchart illustrating an example process for decoding video
mchiding 4 cross-component prediction in accordance with one or more aspects of this
disclosure.
(8019} FIG. 8 is a flowchart illustrating an cxample process for encoding video with a
cross-component prediction in accordance with one or more aspects of this disclosure.
(68026} FIG. 9 15 a flowchart illustrating an alternate example process for decoding video
incloding cross-component prediction in accordance with one or more aspects of this
disclosure.
16621} FIGS. 10A-10C dlustrate sets of scaling parameters according to various

techniques for signaling sets of scaling parameters.
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DETALLED DESCRIPTION
{8622} In general, this disclosure relates to techniques for performing cross-component
prediction (CCP) in a video encoding process and/or a video decoding process. More
specifically, this disclosure describes technigques related to the signaling and devivation
of scaling parameters and offsets for CCP. It may be used in the context of advanced
video codecs, such as extensions of HEVC or the next generation of video coding
standards.
186231 A video coder (i.e. a video encoder or decoder) is generally configured 1o code a
video sequence, which is generally represented as a sequence of pictures. Typically, the
video coder uses block-based coding technigues to code each of the sequences of
pictures. As part of block-based video coding, the video coder divides cach picture of 2
video sequence into blocks of data. The video coder codes {i1.e., encodes or decodes)
each of the blocks. Encoding a block of video data generally involves encoding an
original block of data by identifying one or more predictive blocks for the original
block, and a residual block that corresponds 1o differences between the original block
and the one or more predictive blocks. Specifically, the origimal block of video data
ichides a matrix of pixel values, which are made up of one or more channels of
“saraples,” and the predictive block ncludes a matrix of predicted pixel values, each of
which are also made of predictive samples. Fach sample of a residual block indicates a
pixel value difference between a sample of a predictive block and a corresponding
sampic of the original black.
18624} Prediction technigues for a block of video data are generally categorized as
mtra-prediction and inter-prediction. Intra-prediction {e.g., spatial prediction} generally
imvolves predicting a block from pixel values of neighboring, previously coded blocks
within the same picture. fnter-prediction generally involves predicting the block from
pixel values of previously coded blocks in previously coded pictures,
{8025} The pixels of each block of video data each represent color in 4 particular
format, referred to as a “color representation.” Different video coding standards may use
different color representations for blocks of video data. As one exanple, the main
profile of the High Efficiency Video Coding (HEVC) video standard, which was
developed by the Joint Collaborative Team on Video Coding (JCT-VC), uses the
Y CbCr color representation to represent the pixels of blocks of video data.
[8026] The YCbCr color representation generally refers to a color representation in

which cach pixel of video data is represented by three components or channels of color
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information, *Y,” *“Ch,” and “Cr.” The Y chamnel represents luminance (1.e., light
itensity or brightness) data for a particular pixel. The Cb and Cr components are the
blue-difference and red-difference chrominance, i.e., “chroma,” components,
respectively. YChCr is ofien used to represent celor in compressed video data because
there is typically a decorrelation between each of the Y, Ch, and Cr components,
meaning that there 15 little data that is duphicated or redindant among each of the Y, (b,
and Cr components. Coding video data using the YChCr color representation therefore
offers good compression performance in many cases.

16627} Additionally, many video coding techmiques utilize a technique, referred to as
“chroma subsampling” to further improve compression of color data. Chroma sub-
sampling of video data having a YChCr color representation reduces the number of
chroma values that are signaled in a coded video bitstream by selectively omitting
chroma components according to a pattern. In a block of chroma sob-sampled video
data, there is gencrally 3 luma value for each pixel of the block. However, the Ch and Cr
components may only be signaled for some of the pixels of the block, such that the
chroma components are sub-sampled relative to the luma component.

[8628] A video coder {(which may refer to a video encoder or a video decoder)
interpolates Cb and Cr components for pixels where the Cb and Cr values are not
explicitly signaled for chroma sub-sampled blocks of pixels. Chroma sub-sampling
works well to reduce the amount of chrominance data without introducing distortion in
blocks of pixels that are more uniform. Chroma sub-sampling works less well to
represent video data baving widely differing chroma values, and may ntroduce large
amounts of distortion in those cases.

{8629} The HEV( Range Extension and Screen Content Coding Extension, which are
extensions to the HEVC standard, add sopport to HEVC for additional color
representations (also referred to as “color formats”). The support for other color formats
may mmclude support for encoding and decoding RGB sources of video data, as well as
video data having other color representations and using different chroma subsampling
patterns than the HEVC main profile.

186381 As mentioned above, the HEV(C main profile uses YChCr because of the strong
color decorrelation between the luma component, and the two chroma components of
the color representation {also referred to as a color format). In many cases however,

there may still be correlations among Y, Chb, and Cr components. The correlations
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between components of a color representation may be referred to as cross-color
component correlation or inter-color component correlation.

(8031} The techuigques of this disclosure may exploit the corrclation between samples in
the residual domain. A video coder (i.e. a video encoder or a video decoder) configured
n accordance with the techniques of this disclosure may be configured to determine
blocks of chroma residual samples from predictors of blocks of chroma residual samples
and blocks of luma residual samples that correspond to cach other. In some examples,
an updated block of chrorea residual values may be detormined based on a predictor for
the block of chroma residual samples and a corresponding block of luma residual
sampies. The block of hima residual samples may be modified with a scale factor and/or
an offset.

(88321 One or more examples of this disclosure may be directed to inter-color
component residual prediction techniqoes that may wtilize YCbCr chroma YCbCr 4:4:4
and/or YCBCr 4:2:2 chroma subsampling formats. However, a video coder configured
in accordance with the technigues of this disclosure may process blocks of other color
formats, such as blocks having an RGB color format in a stmilar way as YCbCr 4:4:4
using the techuiques disclosed herein.

[8033] FIG. 1 is a block diagram illustrating an cxample video encoding and decoding
system 10 that may utilize the techniques of this disclosure for cross-component
prediction. As shown in FIG. 1, system 10 includes 8 source device 12 that generates
encoded video data o be decoded at a later time by a destination device 14, In
particular, source device 12 provides the video data to destination device 14 via a
computer-readable medium (such as storage device 31} or a link 16. Source device 12
and destination device 14 may comprise any of a wide range of devices, inchuding
desktop computers, notebook (1.¢., laptop) computers, tablet computers, set-top boxes,
telephone handsets such as so-called “smart™ phones, so-called “smart” pads,
televisions, cameras, display devices, digital media players, video gaming consoles,
video streaming device. In some cases, source device 12 and destination device 14 may
be equipped for wireless communication.

18634} Destination device 14 may receive the encoded video data to be decoded via
storage device 31, Storage device 31 may comprise any type of medium or device
capable of moving the encoded video data from source device 12 to destination device
14. In one example, storage device 31 may comprise a communication medium to

enable source device 12 to transmoit encoded video data directly to destination deviee 14.
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In another example, hink 16 provides a communications medium used by source device
12 {0 transmit encoded video data directly to destination device 14,

{8035} The encoded video data may be modulated according to s communication
standard, such as a wireless conununication protocol, and transmitted to destination
device 14. The communication mediwm may comprise any wireless or wirved
communication medivm, such as a radio frequency (RF) spectniam of one or more
physical transmission lines. The commmunication medivm may form part of a packet-
based network, such as a local arca network, a wide-arca network, or a global network
such as the Internet. The communication medivm may inchude routers, switches, base
stations, or any other equipment that may be aseful to facilitate commenication from
source device 12 to destination device 14.

[8036] In some examples, encoded data may be output from output interface 22 to a
storage device 31. Similarly, encoded data may be accessed from the storage device 31
by input interface 28, The storage device 31 may include any of a variety of distributed
or locally accessed data storage media such as a hard drive, Blu-ray discs, DVDs, CD-
ROMs, tlash memory, volatile or non-volatile memory, or any other suitable digital
storage media for storing encoded video data. In a further example, the storage device
31 may correspond 1o a file server or another intermediate storage device that may store
the encoded video gencrated by source device 12.

(80371 Destination device 14 may access stored video data from the storage device 31
via sireaming or download. The file server may be any type of server capable of sioring
encoded video data and transmitiing that encoded video data 1o the destination device
14, Example file servers inchide a web server (e.g., for a website), an FTP server,
network attached storage (NAS) devices, or a local disk drive. Destination device 14
may access the encoded video data through any standard data connection, including an
Ioteroet connection. This may inchude a wireless chamnel (e.g., a Wi-Filconuection), &
wired connection {e.g., DAL, cable modem, etc.), or a combination of both that is
suitable for accessing encoded video data stored on a file server. The transmission of
encoded video data from the storage device 31 may be a strearping transmission, a
download transmussion, or a combination thercof,

{8638} The techniques of this disclosure are not himited to wireless applications or
settings. The techniques may be applied to video coding in support of any of a variety of
owultimedia applications, such as over-the-air television broadcasts, cable television

transmissions, satellite television transmissions, Internet streaming video transmissions,
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such as dynamic adaptive streaming over HTTP (DASH), digital video that is encoded
onto a data storage mediom, decoding of digital video stored on 8 data storage mediim,
or other applications. In some examples, system 10 may be configured to support one-
way ot two-way video transmission to support applications such as video streaming,
video playback, video broadeasting, and/or video telephony.
(88381 In the exampie of FIG. 1, source device 12 includes video source 18, video
encoder 20, and output interface 22. Destination device 14 includes input interface 28,
video decoder 30, and display device 32. In accordance with this disclosure, video
encoder 20 of source device 12 may be configured to apply the techniques for eross-
component prediction n video coding. In other examples, a source device and a
destination device may include other components or arrangements. For example, source
device 12 may receive video data from an external video source 18, such as an external
camera. Likewise, destination device 14 may mterface with an external display device,
rather than incloding an integrated display device. in addition, if video source 18 is a
video camera, source device 12 and destination device 14 may form so-called camera
phones or video phones. The technigues described in this disclosure may be applicable
to video coding in general, and may be applied to wireless and/or wired applications,
68048} The tHlustrated encoding and decoding system 10 of FIG. 1 is merely one
example. Techniques for cross-component prediction may be performed by any digital
video encoding and/or decoding device. Although generally the techuigues of this
disclosure are performed by a video encoding device, the techniques may also be
performed by a video encoder/decoder, typically referred to as a “CODEC.”” Moreover,
the techniques of this disclosure may also be performed by a video preprocessor. Source
device 12 and destination device 14 are merely examples of such coding devices n
which source device 12 generates coded video data for transmission to destination
device 14. Tn some examples, devices 12, 14 may operate in a substantially symmetrical
manner such that sach of devices 12, 14 include video encoding and decoding
components. Henece, system 10 may support one-way or two-way video transmission
hetween video devices 12, 14, e.g., for video streaming, video playback, video
broadcasting, or video telephony.,
{8641} Video source 18 of source device 12 may inchide a video capture device, such as
a video camera, 8 video archive containing previously captured video, and/or a video
ced interface to receive video from a video content provider. As a further aliernative,

video source 18 may generate computer graphics-based data as the source video, or a
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combination of Hve video, archived video, and computer-generated video. In some
cases, if video source 18 is a video camera, source device 12 and destination device 14
may form so-called camera phones or video phones. As mentioned above, however, the
techniques described in this disclosure muay be applicable to video coding in geuneral,
and may be applied to wireless and/or wired applications. fn cach case, the captured,
pre-captured, or computer-generated video may be encoded by video encoder 20, The
encoded video information may then be output by output interface 22 onto a computer-
readable medivm such as storage 31 or to destination device 14 via link 16,

16042} A computer-readable mediom may include transient media, such as a wireless
broadcast or wired network transmission, or storage media (that i3, non-transitory
storage media), such as a hard disk, flash drive, corpact dise, digital video disc, Blu-ray
disc, or other computer-readable media. In some examples, a network server (not
shown) may receive encoded video data from source device 12 and provide the encoded
video daia to destination device 14, e.g., via network transmission. Similarly, a
computing device of a medium production facility, such as a disc stamping facility, may
reccive encoded video data from source device 12 and produce a disc containing the
encoded video data. Therefore, computer-readable mediom may be understood to
include one or more computer-readable modia of varicus forms, in various exaoples.
68043} This disclosure may generally refer to video encoder 20 “signaling” certain
information to another device, such as video decoder 30. 1t should be understood,
however, that video encoder 20 may signal information by gencrating syntax clemenis
and associating the syntax elerents with various encoded portions of video data. That
is, video encoder 20 may “signal” data by storing certain syntax clements to headers of
various encoded portions of video data. In some cases, such syntax elements may be
generated, encoded, and stored {e.g., stored to the computer-readable medium) prior to
being received and deceded by video decoder 30. Thus, the terra “signaling” may
generally refer to the communication of syntax or other data for decoding compressed
video data, whether such communication occurs in real- or near-real-time or over a span
of time, such as might occur when storing syotax clements to a medium at the time of
encoding, which then may be retrieved by a decoding device at any time after being
stored to this medium.

{8044} Input interface 28 of destination device 14 receives information from storage 3 1.
The nformation of a computer-readable medivm such as storage device 31 may nclude

syntax information defined by video encoder 20, which 15 also used by video decoder
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30, that inclades syntax elements that describe characteristics and/or processing of
blocks and other coded units, e.g., groaps of pictures (GOPs). Display device 32
dispiays the decoded video data (o a user, and may comprise any of a varicty of display
devices such as a cathode ray tube (CRT), a liquid crystal display (LCD), a plasma
display, an organic light emitting diode (OLED) display, or another type of display
device.

186451 Although not shown in FIG. 1, in some aspects, video encoder 20 and video
decoder 30 may cach be integrated with an audio encoder and decoder, and may include
appropriate MUX-DEMUX units, or other hardware and software, to handle encoding
of both audic and video in a common data stream or separate data streams., If applicable,
MUX-DEMUX units roay conform fo the ITU H.223 muktiplexer protocel, or other
protocols such as the user datagram protocol (UDP).

(8846} Video encoder 20 and video decoder 30 each may be implemented as any of a
variety of suitable encoder or decoder circuitry, as applicable, such as one or more
microproecessors, digital signal processors (D8Ps), application specific ntegrated
cireuits (ASICs), field programmable gate arrays (FPGAs), diserete logic circuitry,
software, hardware, firmware or any combinations thereof, Each of video encoder 20
and video decoder 30 may be included in one or more encoders or decoders, either of
which may be integrated as part of a combined video encoder/decoder (CODEC). A
device including video encoder 20 and/or video decoder 30 may comprise an integrated
circuit, a microprocessor, and/or a wireless commmunication device, such as a cellular
telephone.

18647} In one example approach, video encoder 20 encodes a block of video data
according to the techniques of this disclosure by determining a scaling parametor for
cross-component prediction of a block of video data, selecting a mapping function from
a plurality of mapping functions, wherein cach mapping function maps the scaling
parameter 10 a mapped value corresponding to the magnitude of the scalimg parameter,
signaling, in a video bitstream, a first syntax element, a value of the first syntax clement
indicating the mapping function sclected from the plurality of mapping functions, and
signaling, n the video bitstream, a second syntax element, wherein the second syntax
clement includes the mapped value corresponding to the selected mapping function.
(8648} In onc example approach, video decoder 30 decodes video data according to the
techniques of this disclosure by receiving a first syntax clement for a block of video

data, a value of the first syntax element indicating one of a plurality of mapping
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functions to be used to determine a magnitude of a scaling parameter for cross-
component prediction, receiving a second syntax element for the block of video data, a
vafue of the second syntax clement corresponding to the maguitude of the scaling
parameter, determining the magnuude of the scaling parameter from a set of scaling
parameter values using the one of the phurality of mapping fimetions indicated by the
first syntax element and the value of the sccond syntax element, and performing cross-
component prediction for at least one chroma component of the block video data using
the determined magnitude of the scaling parameter.

16645} In one example approach, a device 14 includes a memory configured to store
video data and a video decoder 30 connected (o the memory, Video decoder 30 15
configured to receive a first syntax eloment for a block of the video data, a value of the
first syntax element indicating one of a phlurality of mapping functions to be used to
determine a magnitude of a scaling parameter for cross-component prediction, to
receive a second syntax clement for the block of video data, a value of the second
syntax clement corresponding to the magnitude of the scaling parameter; determine the
magnitude of the sealing parameter from a set of scaling parameter values using the one
of the plurality of mapping fonctions indicated by the first syntax clement and the value
of the second syntax clement, and to perform cross-component prediction for at [east
one chroma compounent of the block video data using the determined magmitude of the
scaling parameter.

18858] In another example approach, video decoder 30 includes means for receiving a
first syntax element for a block of video data, a value of the first syntax cloment
ndicating one of a phirality of mapping functions to be used to determine a magnitude
of a scaling parameter for cross-component prediction, means for recciving a second
syntax clement for the block of video data, a value of the second syntax element
corresponding to the magritude of the scaling parameter, means for detormining the
magnitude of the scaling parameter from a set of scaling parameter values using the one
of the phurality of mapping functions indicated by the first syntax clement and the value
of the second syntax clement, and means for performing cross-component prediction for
at ieast one chroma component of the block video data using the determined magnitude
of the scaling parameter.

(8651} Video encoder 20 and video decoder 3(, in somge examples, may operate
according to a video coding standard, such as the HEVC and may conform to the HEVC

Test Model (HM)., HEVC was developed by the Joint Collaboration Team on Video
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Codmg (JCT-VC) of ITU-T Video Coding Experts Group (VCEG) and [SO/TEC
Motion Pictare Experts Group (MPEG) and approved as TTU-T H.265 and ISO/IEC
23008-2. The current version of ITU-T H.265 is available at www.ite.int/rec/T-REC-

H.265. One Working Draft of the Range extensions to HEVC, referred to as RExt WDY7

hereinaftor, is available from http://phenix.int-

evry fr/ict/doc_end user/documents/17 Valencia/wgl/ICTVC-G1005-v8 zip. One

working draft of the Screen Content Coding extension to HEVC, referred to as SCC
W3 hereinafier, is available from: hitp://phenix.int-

evry. fifjct/doc_end user/current document.phpid=10025

{8652} The HEV( standardization offorts were based on an evolving model of a video
coding device referred to as the HEVC Tost Model (HM). The HM presumes several
additional capabilities of video coding devices relative to existing devices according to,
e.g., ITU-T H.264/AVC. For example, whereas H.264 provides nine intra-prediction
encoding modes, the HM may provide as many as thirty-five intra-prediction encoding
modes.

16083} In genersl, the working mode! of the HM describes that a video picture {or
“frame”) may be divided into a sequence of treeblocks or largest coding units (LCU)
that include both humea and chroma samples. Syntax data within a bitstream meay define a
size for the LCU, which is a largest coding unit in terms of the number of pixels. A shice
includes a number of consecutive treeblocks in coding order. A picture may be
partitioned into one or more shices. Each treeblock may be split into coding units (CUs)
according to a quadiree. In general, a quadtree data structure includes one node per CU,
with a root node corresponding 1o the treeblock. Tt a CU s split into four sub-Cls, the
node corresponding to the CU includes four leaf nodes, cach of which corresponds to
one of the sub-Cls.

(8054} Each node of the quadires data structure may provide syntax data for the
corresponding CU. For example, 4 node n the quadivee may include a sphit flag,
indicating whether the CU comesponding to the node is split into sub-CUs. Syntax
clements for a CU may be defined recursively, and may depend on whether the CU s
split into sub-Cls. If a CU is not split further, 1t is referred as a leaf-Cl. In this
disclosure, four sub-CUs of a leat-CU will also be referred to as leaf-CUs even if there
is no explicit splitting of the original leat-Cl. For example, ifa CU at 16x16 size is not
split further, the four 8x8 sub-CUs will also be referred to as leaf-Cls although the

16x16 CU was never split.
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160585] A CU has a similar purpose as a macroblock of the H.264 standard, except thata
CU does not have a size distinction. For example, a trechlock may be spht into fowr
child nodes (also referred to as sub-CUs), and cach child node may in turp be a parent
node and be split into another four child nodes. A final, vnsplit child node, referred to as
a leaf node of the guadiree, comprises a coding node, also referred to as 4 leaf-Cl.
Syntax data associated with a coded bitstream may define a maximum muanber of imes
a treeblock may be split, referred to as a maximum CU depth, and may aiso define a
mininure size of the coding nodes. Accordingly, a bitstream may also define a smallest
coding unit (SCU). This disclosure uses the term “block™ to refer to any of a CU, PU, or
TU, in the context of HEVC, or similar data structures in the context of other standards
{e.g., macroblocks and sub-blocks thereof in H.264/AV0),

80586} A CU includes a coding node and prediction vmits (PUs) and transform units
{TUs) associated with the coding node. A size of the CU corresponds to a size of the
coding node and is typically square in shape. The size of the CU may range from 8x8
pixels up to the size of the trechlock with a maximum of 64x64 pixels or greater. Each
CU may contain one or more PUs and one or more TUs. Syntax data associated with a
CU may describe, for example, partitioning of the CU into one or more PUs.
Partitioning modes may differ between whether the CU is skip or direct mode cncoded,
mtra-prediction mode encoded, or inter-prediction mode encoded. PUs may be
partitioned to be non-square in shape. Syntax data associated with a CU may also
describe, for example, partitioning of the CU into one or more TUs according to a
quadtree. A TU can be square or non-square (e.g., rectangular) in shape.

160687} The HEVC standard allows for transformations according 1o TUs, which may be
different for different CUs. For intra modes, the TUs are typically sized based on the
size of PUs within a given CU defined for a partitioned LLU, although this may not
always be the case. The TUs are typically the same size or smalier than the PUs. For
mter modes, the TUs could be larger than the PUs. In some examples, residual samples
corresponding to a CU may be subdivided into smaller vuils using a quadiree structure
known as “restdual quad tree” (RQT). The leaf nodes of the RQT may be referred to as
transform umits (TUs). Pixel difference values associated with the TUs may be
transformed to produce transform coefficients, which may be gquantized.

(8658} A leaf-CU may include ong or more prediction units (PUs). In general, a PU
represents a spatial arca corresponding to all or a portion of the corvesponding CU, and

may include data for retrieving a reference sample for the PU. Moreover, a PU inclades
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data related to the prediction process. For example, when the PU 1s ntra-mode encoded,
data for the PU may be included in a residual quadiree (RQT), which may include data
describing an intra-prediction mode for a TU corresponding to the PU. As another
example, when the PU is juter-mode encoded, the PU may include data defining one or
more motion vectors for the PU. The data defining the motion vector for a PU may
describe, for example, a hortzontal component of the motion vector, a vertical
component of the motion vector, a resohution for the motion vector (.., one-quarter
pixel precision or one-cighth pixel precision), a refercnce picture to which the motion
vector points, and/or a veference picture list {e.g., List 0, List |, or List C) for the motion
VeCtor.

(8058 A leaf-CU having one or more PUs may also include one or more transform
umits {TUs). The ransform units may be specified using an RQT (also referred to as a
TU guadtree structure), as discussed above. For example, a sphit flag may indicate
whether a leaf-CU is split into four transform units. Then, cach transform unit may be
split further into further sub-TUs. When a TU 1s not split further, it may be referred 1o as
a leaf-TU. Generally, for intra coding, all the leaf-TUs belonging to a leaf-CU share the
same infra prediction mode. That is, the same intra-prediction mode is generally applied
to caleulate predicted values for all TlUs of a leat-CU. For wtra coding, 2 video cncoder
20 may calculate a residual valae for each leaf-TU using the intra prediction mode, as a
difference between the portion of the CU corresponding to the TU and the original
block. A TU is not necessarily Hmited to the size of 3 PU. Thus, TUs may be larger or
smaller than a PU. For intra coding, 2 PU may be collocated with a corresponding leaf-
TU for the same CU. In some examples, the maximuom size of 8 leaf-TU may
correspond to the size of the corresponding leaf-CU.

18664} Morcover, TUs of leaf-ClUs may also be associated with respective quadtrec data
structures, reforred to as residual guadivees (RQTs). That is, a leaf-CU may include a
quadtree indicating how the leat~CU 1s partitioned into TUs. The rootnode of a TU
guadtree generally corresponds to a leaf-CU, while the root node of a CU guadtree
generally corresponds o a frechlock (or LCU). TUs of the RQT that are not split are
referred to as leaf-TUs, In general, this disclosure uses the terms CU and TU to refer to
feaf-CU and leaf-TU, respectively, unless noted otherwise.

(8661} A video sequence typically includes a series of pictures. As described herein,
“picture” and “frame” may be used interchangeably. That is, picture condaining video

data may be referred to as video frame, or simply “frame.” A group of pictures (GOP)
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generally comprises a series of one or more of the video pictures. A GOP may include
syntax data in a header of the GOP, a header of one or more of the pictures, or
clscwhere, that describes a number of pictures included in the GOP. Each slicc of a
picture roay include slice syntax data that describes an encoding mode for the respective
shee. Video encoder 20 typically operates on video blocks within individual video slices
in order to encode the video data. A video block may correspond to a coding nede
within a CU. The video blocks may have fixed or varying sizes, and may differ in size
according to a specified coding standard.

16062} As an example, the HM supports prediction in various PU sizes. Assuming that
the size of a particular CU is 2NxZN, the HM supports intra-prediction in PU sizes of
2NX2N or NxN, and inter-prediction in symmetric PU sizes of 2Nx2N, ZNxIN, NxZN, or
NxN. The HM also supports asymmetric partitioning for inter-prediction in PU sizes of
2Nxnl]) 2NxnD, nLa2N, and nRx2N. In asymmetric partiioning, one direction of a CU
18 not partitioned, while the other direction is partitioned into 23% and 75%. The portion
of the CU corresponding to the 25% partition is indicated by an “n” followed by an
ndication of “Up,” “Down,” “Left,” or “Right.” Thus, for example, “ZNxnl]” refers to
2NXRZN CU that is partitioned horizontally with a 2ZNx0.SN PU on top and a 2ZNx1 SN
FU on botton.

68063} In this disclosure, “NxN” and *“N by N” may be used interchangeably to refer to
the pixel dimensions of a video block in terms of vertical and horizontal dimensions,
o.g., 16x16 pixels or 16 by 16 pixels. In gencral, a 16x16 block will have 16 pixcls ma
vertical direction {y = 16) and 16 pixels in & horizontal direction (x = 16). Likewise, an
NxN block generally has N pixels in a vertical direction and N pixels n a horizontal
direction, where N represents a nonmegative integer value. The pixels in a block may be
arranged in rows and columns, Morcover, blocks need not necessarily have the same
sumber of pixels in the horizontal direction as n the vertical direction. For example,
blocks may comprise NxM pixels, where M 1s not necessarily equal to N,

18864} Following inira-predictive or inter-predictive coding using the PUs of a CU,
video encoder 20 may calculate residual data for the TUs of the CU. The PUs may
comprise syntax data describing a method or mode of generating predictive pixel data in
the spatial domain (also referred to as the pixel domain) and the TUs may comprise
coefficients in the transform domain following application of a transform, ¢.g., a
discrete cosing transform (DCT), an infeger transform, a wavelet transform, or a

conceptually similar transform to residual video data. The residual data may correspond
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to pixel differences between pixels of the vmencoded picture and prediction values
corresponding to the PUs. Video encoder 20 may form the TUs inchuding the residual
data for the CU, and then transform the TUs to produce transform coefficicnts for the
Cu.

8065} Following any transforms to produce transform coefficients, video encoder 20
may perform quantization of the trapsform coefficients. Quantization generally refers to
a process in which transform coefficients are quantized to possibly reduce the amount of
data used to represent the cocfficients, providing further compression. The quantization
process may reduce the bit depth associated with some or all of the coefficients. For
example, an #-bit value may be rounded down to an m-bit value during quantization,
where » 15 greater than m.

8866} Following guantization, video encoder 20 may scan the transform cosfficients,
producing a one-dimensional vector from the two-dimensional matrix incloding the
guantized transform cocflicients. The scan may be designed o place higher energy {(and
therefore lower frequency) coefficients at the front of the array and to place lower
energy (and therefore higher frequency) coefficients at the back of the array.

{8667} In some examples, video encoder 20 may utilize a predefined scan order to scan
the quantized transform coctlicients to produce a serialized vector that can be entropy
encoded. In other examples, video encoder 20 may perform an adaptive scan. After
scaming the quantized transform coefficients to form a one-dimensional vector, video
encoder 20 may entropy cucode the one-dimensional vector, e.g., according to context-
adaptive variabie length coding (CAVLC), context-adaptive binary arithmetic coding
(CABAC), syntax-based context-adaptive binary arithmetic coding (SBAC), Probability
Interval Partitioning Entropy (PIPE) coding or another entropy encoding methodology.
Video encoder 20 may also entropy encode syntax clements associated with the encoded
video data for use by video decoder 30 in decoding the video data.

[8068] Video encoder 20 may further send syntax data, such as block-based syntax data,
picture-based syntax data, and GOP-based syntax data, to video decoder 30, ¢.g., ina
picture header, a block header, a slice header, or 2 GOP header. The GOP syntax data
may describe a mumber of pictures in the respective GOP, and the picture syntax data
may ndicate an encoding/prediction mode vsed to encode the corresponding picture.
18069} FIG. 2 is a block diagram illustrating an cxample of video encoder 20 that may
implement techriques of this disclosure for cross-component prediction, as will be

explained in more detail below.
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186781 Video encoder 20 may perform intra- and inter-coding of video blocks within
video shices. Intra-coding relics on spatial prediction to reduce or remove spatial
redundancy in video within a given video frame or picture. Inter-coding relies on
temporal prediction to reduce or remove temporal redundaney in video within adjacent
frames or pictures of a video sequence. Intra-mode (1 mode) may refer to any of several
spatial based coding modes. Inter-modes, such as uni-directional prediction (P mode) or
bi-prediction (B mode), may refer to any of several temporal-based coding modes.
186711 As shown in FIG. 2, video encoder 20 receives a current video block within a
video frame to be encoded. In the example of FIG. 2, video encoder 20 includes a video
data memory 41, a mode select unit 40, decoded picture buffer (DPB) 64, summer 50,
cross-component prediction processing vntt 51, transform processing unit 52,
quantization unit 34, and entropy encoding unit 56, Mode sclect anit 40, i turn,
mclades motion compensation unit 44, motion estimation unit 42, intra-prediction unit
46, and partition unit 48. For video block reconsiruction, video encoder 20 also includes
inverse quantization unit 58, inverse transforo unit 60, inverse cross-component
prediction processing unit 6 land summer 62. A deblocking filter (not shown n FIG. 2)
may also be included to filter block boundaries to remove blockiness artifacts from
reconstructed video. It desired, the deblocking filter would typically filter the output of
summer 62, Additional filters (in loop or post loop) may also be used in addition to the
deblocking filter. Such filters are not shown for brevity, but if desired, may filter the
cuiput of sununer 50 (as an in-loop filter). Example filers may include adaptive loop
filters, sample adaptive offsct (SAQ) filiers or other types of filiers.

16672} Video data memory 41 may store video data to be encoded by the components of
video encoder 2. The video data stored in video data memory 41 may be obtained, for
example, from video scurce 18, Decoded picture buffor 64 may be a reference picture
memory that stores reference video data for use in encoding video data by videe
encoder 20, e.g., in intra- or inter-coding modes. Video data memory 41 and decoded
picture buftfer 64 may be formed by any of a varicty of memory devices, such as
dynanic random access memory (DRAM), including synchronous DRAM (SDRAM),
magnetoresistive RAM (MRAM), resistive RAM (RRAM), or other types of memory
devices. Video data memory 41 and decoded picture buffer 64 may be provided by the
same memory device or separate memory devices. In various examples, video data
memory 41 may be on-chip with other components of video encoder 20, or off-chip

relative to those components.
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186731 During the encoding process, video encoder 20 receives a video frame or shice to
be coded. The frame or slice may be divided into multiple video blocks. Motion
estimation unit 42 and motion compensation unit 44 perform inter-predictive coding of
the received video block relative to one or more blocks in one or more reference frames
to provide temporal prediction. Intra-prediction unit 46 may alternatively perform mtra-
predictive coding of the received video block relative to one or more neighboring blocks
in the same frame or slice as the block to be coded to provide spatial prediction. Video
encoder 20 may perform moultiple coding passes, ¢.g., to select an appropriate coding
maode for each block of video data.

[8074] Moreover, partition unit 48 may partition blocks of video data into sab-blocks,
based on evaluation of previous partitioning scheres in previous coding passes. For
example, partition unit 48 may initially partition a frame or shice into LCUs, and
partition each of the LCUs into sub-CUs based on rate-distortion analysis {(e.g., rate-
distortion optimization). Mode select unit 40 may further produoce a guadiree data
structure indicative of partitioning of an LCU into sub-ClUs. Leaf-node ClUs of the
guadtree may include one or more PUs and one or more TUs.

{8673} Mode select unit 40 may select one of the coding modes, intra or inter, ¢.g.,
based on errvor resulis, and provides the resulting intra- or inter-coded block to summer
50 to generate residual block data and to summer 62 to reconstruct the encoded block
for use as a reference frame. Mode select umit 40 also provides syntax elements, such as
motion vectors, intra-mode indicators, partition information, and other such syntax
information, 1o entropy encoding unit 56.

16676] Motion estimation wnit 42 and motion compensation unit 44 may be highly
mtegrated, but arc llustrated separately for conceptual purposes. Motion estimation,
performed by motion estimation unit 42, is the process of generating motion vectors,
which estimate motion for video blocks. A motion vector, for example, may indicate the
displacement of a PU of a video block within a current video frame or picture relative to
a predictive block within a reference frame (or other coded unit) relative to the current
block being coded within the current frame (or other coded unit).

186771 A predictive block is a block that 1s found to closely match the block to be
coded, in torms of pixel difference, which may be determined by sum of absohite
difference (SAD), sum of square difference (SSD), or other differcnce metrics. In some
examples, video encoder 20 may calculate values for sub-integer pixel positions of

reference pictures stored in decoded picture buffer 64, For example, video encoder 20
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may interpolate valoes of one-guarter pixel positions, one-cighth pixel positions, or
other fractional pixel positions of the reference picture. Therefore, motion estimation
unit 42 may perform s motion search relative to the full pixel positions and fractional
pixel positions and output a motion vecior with fractional pixel precision.

(8878 Motion estimation unit 42 calculates a motion vector for a PU of a video block
i an mter-coded slice by comparing the position of the PU to the position of a
predictive block of a reference picture. The reference picture may be selected from a
first reterence picture Hst (List 0} or a second reference picture st (List 1), cach of
which identify one or more reference pictures stored in decoded pictare buffer 64,
Motion estimation unit 42 sends the calculated motion veetor to entropy encoding wmit
56 and motion compensation unit 44,

{8078} Motion compensation, performed by motion compensation unit 44, may involve
fetching or generating the predictive block based on the motion vector determined by
motion cstimation unit 42. Again, motion cstimation unit 42 and motion compensation
unit 44 may be functionally integrated, in sone examples. Upon receiving the motion
vector for the PU of the current video block, motion compensation unit 44 may locate
the predictive block to which the motion vector points in one of the reference picture
lists. Summer 50 forms a residual video block by subtracting pixel values of the
predictive block from the pixel values of the current video block being coded, forming
pixel difference values, as discussed below. In general, motion estimation vnit 42
performs motion estimation relative to luma components, and motion compensation unit
44 uses motion vectors calenlated based on the luma components for both chvoma
components and luma components. Mode select unit 40 may also gencrate syntax
clements associated with the video blocks and the video slice for use by video decoder
39 in decoding the video blocks of the video slice.

(8088} Intra-prediction untt 46 may infra-predict a current block, as an alternative to
the mter-prediction performed by motion estimation unit 42 and motion compensation
unit 44, as described above. In particular, wotra-prediction unit 46 may determine an
ntra-prediction mode to use to encode a current block. In some examples, jotra-
prediction unit 46 may encode a current block using various intra-prediction modes,
e.g., during separate encoding passes, and intra-prediction unit 46 (or mode select unit
40, in some examples) may select an appropriate intra-prediction mode 10 use from the

tested modes.
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18681} For example, intra-prediction unit 46 may calculate rate-distortion values using a
rate-distortion analysis for the various tested intra-prediction modes, and select the
intra-prediction mode having the best rate-distortion characteristics among the tested
modes. Rate-distortion analysis geoerally determines an amount of distortion (or ervor)
between an encoded block and an original, unencoded block that was encoded to
produce the encoded block, as well as a bitrate {that is, a number of bits) used to
produce the encoded block. Intra-prediction unit 46 may calcuelate ratios from the
distortions and rates for the various enceded blocks to determine which intra-prediction
maode exhibits the best rate-distortion value for the block.

[8082] Cross-component prediction processing unit S1 is an adaptively switched
predictor that codes the residuals of a sccond and third celor component using the
residual of the first color component. In one example approach, in the case of YG,C,,
the residoal of the homa (Y) loma component is used {0 code the residuals of the two
chroma (Cy, C,) components. In another exampic approach, the residual of the green (G)
channel of RGB is used to code the residuals of the red (R} and blue (B) chaunels.
Cross-component prediction processing unit 51 may be configured to perform the
techniques of this disclosure related to determining and signaling a mapping function
for a scaling parameter for cross-component prediction. These techniques are described
m further detail below.

[8083] Transform processing anit 52 applics the transform to the residual block,
producing a block of residual transform coefficients. The transform may convert the
residual mformation from a pixel value domain to a transform domain, such as a
frequency domain. Transform processing unit 52 may perform transforms such as
discrete cosine transforms (DCTs) or other transforms that are conceptually similar to
DCT. Wavelet transforms, integer transforms, sub-band iransforms or other types of
transforms could also be used. Transform processing unit 52 may seund the resulting
transform cocfficients to quantization unit 54. In some examples, the transform process
may be skipped.

18084} Quantization unit 54 guantizes the transform coefficients to further reduce bit
rate. The quantization process may reduce the bit depth associated with some or all of
the coefficients. The degree of quantization may be modified by adjusting a quantization
parameter. In some examples, quantization unit 54 may then perform a scan of the
matrix including the quantized transform coefficionts. Alternatively, entropy encoding

umit 56 may perform the scan.
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16085} Following quantization, entropy encoding unit 56 entropy codes the quantized
transform coefficients. For example, entropy encoding unit 56 may perform context
adaptive binary arithmetic coding (CABAC) or other entropy coding processes, such as
context adaptive variable length coding (CAVLC), syntax-based condext-adaptive
binary arithmetic coding (SBAC), or probability interval partitioning entropy (PIPT}
coding. In the case of context-based entropy coding, context may be based on
neighboring blocks. Following the entropy coding by entropy encoding unit 596, the
encoded bitstrecanm may be transmitted to another deovice {e.g., video decoder 30) or
archived for later transmission or retrieval.

{8686} Inverse quantization anit 58, mverse transform unit 60 and inverse cross-
component prediction processing unit 61apply inverse quantization, mverse
transformation and inverse cross-component prediction processing, respectively, to
reconstruct the residual block in the pixel domain, e.g., for later use as a reference
block. Motion compensation unit 44 may calculate a reference block by adding the
residual block to a predictive block of one of the frames of decoded picture bufter 64.
Motion compensation unit 44 may also apply one or more interpolation filters to the
reconstructed residual block to caleulate sub-integer pixel vahies for use in motion
estimation.

(88871 Summer 62 adds the reconstructed residual block to the motion compensated
prediction block produced by motion compensation unit 44 to produce a reconstructed
video block for storage in decoded picture buffor 64, The reconstructed video block may
be used by motion cstimation unit 42 and motion compensation unit 44 as a reference
block to inter-code a block in a subsequent video frame.

[8088] In one example approach, cross-component prediction processing vnit S1
encodes a block of video data according to the techniques of this disclosure by
determining a scaling parameter for cross-component prediction of a block of video
data, selecting a mapping function from a plurality of mapping fonctions, wherein each
mapping function maps the scaling parameter to a mapped value corresponding to the
magritade of the scaling parameter, signaling, in a video bufstream, a first syntax
clement, a value of the first syntax element indicating the mapping function selected
from the plurality of mapping functions, and signaling, in the video bitstream, a second
syntax clement, wherein the second syntax clement includes the mapped value

corresponding to the selected mapping function.
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16089} FIG. 3 1s a block diagram illustrating an example of video decoder 30 that may
implement techniques for cross-component prediction. In the example of FIG. 3, video
decoder 30 includes an a video data memory 71, an entropy decoding unit 70, motion
compensation unit 72, intra-prediction unit 74, inverse quantization unit 76, mverse
transformation unit 73, mverse cross-component prediction processing unit 79, decoded
picture buffer (DPR) 82 and surmmmer &0,

18898] Video data memory 71 may store video dats, such as an encoded video
bitstream, to be decoded by the components of video decoder 30. The video data stored
i video data memory 71 may be obtained, for example, from a computer-readable
medium, ¢.g., from a local video source, such as a camera, via wired or wircless
network communication of video data, or by accessing physical data storage media.
Video data memory 71 may form a coded picture buffer (CPB) that stores encoded
video data from an encoded video bitstream. Decoded picture buffer 82 may be a
reference picture memory that stores reference video data for use in decoding video data
by video decoder 30, e.g., in infra- or inter-coding modes. Video data memory 71 and
decoded picture buffer 82 may be formed by any of a variety of memory devices, such
as dypamic random access memory (DRAM), including synchronous DRAM
{(SDRAM), magnetoresistive RAM (MRAM), resistive RAM (RRAM), or other types of
memory devices. Video data memory 71 and decoded picture bufter 82 may be
provided by the same memory device or separate memory devices. In various examples,
video data memory 71 may be on-chip with other components of video decoder 30, or
off-chip relative to those components.

16091} During the decoding process, video decoder 30 veceives an encoded video
bitstream that represents video blocks of an encoded video slice and associated syntax
clements from video encoder 20. Entropy decoding unit 70 entropy decodes the
bitstream to generate quantized cocfficients, motion vectors or intra-prediction mode
mdicators, and other syntax elements. Video decoder 30 may receive the syntax
clements at the video slice level and/or the video block level

160921 When a video slice s ceded as an jntra-coded (1) slice, intra-prediction untt 7¢
may generate prediction data for a video block of the current video slice based on a
signaled intra prediction mode and data from previously decoded blocks of the corrent
frame or picture.

(8093} Wheno the video frame 18 coded as an inter-coded (i.¢., B or P} slice, motion

compensation unit 72 produces predictive blocks for a video block of the current video
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slice based on the motion vectors and other syntax clements received from entropy
decoding unit 70. The predictive blocks may be produced from one of the reference
pictures within one of the reference picture lisis. Video decoder 30 may construct the
reforence frame Hsts, List O and List 1, using default constroction technigques based on
reference pictures stored in decoded picture buffer 82,

[80484] Motion compensation anit 72 determines prediction information for a video
block of the current video slice by parsing the motion vectors and other syntax clements,
and uses the prediction information to produce the predictive blocks for the current
video block being decoded. For example, motion compensation umit 72 uses some of the
recetved syntax elements to determine a prediction mode (e.g., intra- or inter-prediction)
used to code the video blocks of the video slice, an inter-prediction shice type (e.g., B
slice or P shice), construction information for one or more of the reference picture Hsts
for the slice, motion vectors for each inter encoded video block of the slice, nter-
prediction status for each inter-coded video block of the slice, and other information to
decode the video blocks in the current video shice.

16095] Motion compensation vnit 72 may also perform interpolation based on
mterpolation filters. Motion compensation unit 72 may ose interpolation filters as used
by video encoder 20 during encoding of the video blocks to calculate interpolated values
for sub-integer pixels of reference blocks. Tn this case, motion compensation unit 72
may delermine the interpolation filters used by video encoder 20 from the received
syntax clements and use the interpolation filters to produce predictive blocks.

18096} Inverse quantization unit 76 inverse quantizes, 1.¢., de-guantizes, the quantized
transform coefficients provided in the bitstream and decoded by entropy decoding unit
70. The inverse quantization process may inchude use of a quantization parameter QPy
calculated by video decoder 30 for cach video block in the video slice to determine a
degree of quantization and, Hkewise, a degree of inverse quantization that should be
applied. Inverse transform unit 78 applics an inverse wransform, e.g., an imverse DCT, an
inverse integer transform, or a conceptually similar inverse transform process, to the
transtorro coefficients o order to produce residual blocks in the pixel domain,

160971 Inverse cross-component prediction processing unit 79 receives the coded
residoals of the second and third color components and reconstructs the residoals of the
second and third color components as g function of the first color component. In the
case of YCu Oy, the lama (Y} component may be used, for example, as the first

component and, in that case, the residual of the luma component 15 used to reconstruct
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the residuals of the two chroma (G, ;) components. Likewise, in the case of RGRB, the
green {(3) component may be used, for example, as the first component and, in that case,
the residual of the green component is used to reconstruct the residuals of the red (R}
and blue (B) components. This process is described in further detail below,

[8098] After motion compensation unit 72 or mira-prediction unit 74 generates the
predictive block for the current video block based on motion vectors or other syntax
clements, video decoder 30 forms a decoded video block by sumaming the residual
blocks from tuverse cross-coraponent prediction processing unit 79 with the
corresponding predictive blocks generated by motion compensation unit 72 or intra-
prediction unit 74, Summer 80 represents the component or components that perform
this supynation operation.

68099} If desired, a deblocking filter may also be applied to filter the decoded blocks in
order to remove blockiness artifacts. Other loop filters {either in the coding loop or after
the coding loop) may also be used to smooth pixel transitions, or otherwise improve the
video quality. The decoded video blocks ina given frame or picture are then stored in
decoded picture buffer 82, which stores reference pictures used for subsequent motion
compensation, Decoded picture buffer 82 alse stores decoded video for later
presentation on a display device, such as display device 32 of FIG. 1,

[8186] In one example approach, inverse cross-component prediction processing unit 79
decodes video data according to the techniques of this disclosure by receiving a first
syntax element for a block of video data, a value of the first syntax clement indicating
one of a plurality of mapping functions to be used to determing a ragnitude of a scaling
parameter for cross-component prediction, receiving a sccond syntax element for the
block of video data, a value of the second syntax clement corresponding to the
magaitude of the scaling parameter, determining the maguitude of the scaling paramcter
from a set of scaling parameter values using the one of the plurality of mapping
fimctions indicated by the fivst syntax element and the valie of the second syntax
clement, and performing cross-compenent prediction for at least one chroma component
of the block video data using the determined magnitude of the scaling paramcter.

18161} Intra BC techniques bave been included in HEVC RExt, FIG. 4 is a conceptual
diagram illustrating an example technique for predicting a current video block 102
within a current picture 103 according to an intra BC mode. FIG. 4 illustrates a
predictive video block 104 within current picture 103, A video coder, ¢.g., video

encoder 20 and/or video decoder 30, may use predictive video block 104 to predict
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current video block 102 according to an intra BC mode in accordance with the
techniques of this disclosure.

18162} Video encoder 20 determings a predictive video block 104 for predicting current
video block 102 from a set of previously reconstructed blocks of video data. That s,
predictive video block 104 15 determined from among the blocks of video data that were
already encoded and reconstructed in the same frame as current video block 102, Video
encoder 20 reconstructs blocks of videe data by inverse quaniizing and inverse
transtorroing the video data that is alse included in the encoded video bitsiream, and
summing the resulting residual blocks with the predictive blocks used to predict the
reconstructed blocks of video data.

(8183} In the example of FIG. 4, scarch region 108 within currend picture 103, which

LRI

may also be referred to as an “intended area,” “search area,” or “raster arca,” includes a
set of previcusly reconstructed video bocks. Video encoder 28 may determine
predictive video block 104 used to predict current video block 102 from among the
video blocks in scarch region 108 bascd on an analysis of the relative efficiency and
accuracy of predicting and coding current video block 102 based on various video
blocks within search region 108,

(8184 Video encoder 20 determines a two-dimensional block vector 106 {also called an
offset vector, displacement vector, or motion vector) representing the location or
displacement of predictive video block 104 relative to current video block 102, In some
exaraples, block veetor 106 is caleulated from the position of the upper left pixel of
predictive video block 104 and the position of the upper left pixel of current video block
102, However, biock vector 106 may be calculated relative to any predefined or
signaled position within predictive video block 104 and current video block 102,

[818¢5] Block vector 106 is a two-dimensional vector that includes a horizontal
displacement component 112 (i.¢., an x-component) and a vertical displacement
component 110 (e, a v-component), which respectively represent the horizontal and
vertical displacement of predictive video block 104 relative to current video block 102.
Video encoder 20 may include one or more syntax elements that idendify or define block
vector 106, e.g., that define horizontal displacement component 112 and vertical
displacement component 110, in the encoded video bitstream. Video decoder 30 may
decode the one or more syntax elements o determine the horizontal and vertical
displacement components of block vector 106, and use the determined block vector fo

wdentify predictive video block 104 for current video block 102,
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18186} Current video block 102 may be a CU, ora PU of a CU. In some examples, a
video coder {e.g., video encader 20 and/or video decoder 30) may split a CU that is
predicted according to inira BC into a number of PUs {sce, for cxample, FIGS. 5A and
5B). Insuch examples, the video coder may determine a respective (e.g., different)
BVD for each of the PUs ofthe CU. For example, a video coder may split a 2Nx2N CUJ
into two 2NN PUSs, two NxZN PUs, or four NxN PUs. As other examples, a video
coder may spht a 2ZNx2N CU into ({(N/ZxN + (3N/23xN) PUs, ((GN/2xN + (N/2xN)
PUSs, (Nx(N/2) + Nx(3N/23) PUs, (Ns(3N/2) + Nx(N/2)) PUs, four (N/2x2N PUs, or
four ZNx{N/2) PUs. In some examples, video coder may predict a ZNx2ZN ClU using a
ANKIZN PUL

(8187} As shown o FIG. 4, #t may be observed that predictive video block 104 can only
be inside the already decoded region (i.e., search region 108} and cannot fall outside this
region. In some proposals for the SCC, rather than coding the entirety of block vector
106, a block vector difference (BVD) is coded in the bitstream. The BV D is the block
vector minus a block vector predictor (BVP). There have been various proposals related
to BVP prediction methods, and a core experiment was setup to study such methods {(the
document Sele, et al. “HEVC Screen Content Coding Core Experiment | (SCCEI):
Totra Block Copying Hxtensions,” Joint Collaborative Team on Video Coding (JCT-VC
of [TU-T SG 16 WP 3 and ISO/IEC JTC 1/8C 29/WG 11, 17th Meeting: Valencia, ES,
27 March — 4 April 2014, JCTV(C-Q1121 details some methods).

14108} If the prodictor of the current block is known while parsing, valid and invalid
BYDs can be derived and such information can be used 1o optimize BV D coding,.
Motivated by this observation, systems and methods to improve BVD coding are
disclosed. Various aspects on intra BC coding are disclosed herein. Bach of the
examples described below may be applicd jointly or separately with other cxamples.
(8189} The next section will discuss various features of HEVC that are relevant to the
cross-component prediction (CCP) technigues of this disclosure.

18118} As noted above, n HEVC, the largest coding unit in a slice i3 called a coding
tree block (CTB). A CTB contains a quad-tree the nodes of which are coding units. The
size of a CTB can range from 16x16 to 64x64 in the HEVC main protile {although
technically 8x8 CTB sizes can be supported). A coding unit {CU) could be the same size
of a UTH, although and as small as 8x¥4. Each CU is coded with one mode {e.g., inter
coding ot fotra coding). When a CU is inter coded, it may be further partitioned into two

prediction units (PUs) or become just one PU when further partitioning does not apply.
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When two PU’s are present in one CU, they can be half size rectangles or two rectangle
size with % or % size of the CUL

(8111} When a CU i inter coded, one set of motion information is present for cach PUL
o addition, each P is coded with a unique inter-prediction mode to derive the set of
motion information. In HEVC, the smallest PU sizes are 8x4 and 4x8.

(8112} HEVC specifics four transform units (TUs) sives of 4x4, 8x8, 16x16, and 32x32
to code a prediction residual. A CTB may be recursively partitioned into four or more
Tis. TUs use integer basis functions that are similar to the discrete cosine transform
(DCT). In addition 4x4 luma transform blocks that belong to an intra coded region are
transformed osing an integer transform that is derived from discrete sine transform
{DST). Chroma transform blocks use the same TU sizes as luma transtorm blocks.
{8113} In the current HEV( specification, for the luma component of each PU, an intra
prediction mode is determined from 33 angular prediction modes {(indexed from 2 o
343, a DC mode {indexed with 1), and a Planar mode {indexed with 0). In addition to the
above 35 intra modes, one more mode, named ‘I-PUM’, is also employed by HEVC. In
I-PCM mode, prediction, transform, quantization, and entropy coding are bypassed
while the prediction samples are coded by a predefined number of bits. The main
purpose of the I-PCM mode is to bandle the situation when the signal cannot be
efficiently coded by other modes.

(8114} In the HEVC standard, there are motion vector prediction processes for inter
prediction, named merge {skip is considered as a special case of merge) and advanced
motion vector prediction (AMVP) medes, respectively, for a PU. In cither AMVP or
merge moede, a motion vector (MV) candidate list is maintained for multiple motion
vector predictors. The motion vector(s), as well as reference indices in the merge mode,
of the current PU are generated by taking copying the motion vector and reference index
from one candidate (¢.g., a neighboring block) from the MV candidate list.

[8115] In some examples, the MV candidate list contains up to 5 candidates for the
merge maode and only two candidates for the AMVE mode. A merge candidate may
contain a sct of motion information, ¢.g., motion vectors corresponding to both
reference picture lists (hist O and hist 1) and the reference indices. If a merge candidate is
identified by a merge index, the reference pictures are used for the prediction of the
current blocks, as well as the associated motion vectors are determined. However, vmder
AMVP mode, for cach potendial prediction direction from either list O or list 1, a

reference index needs to be explicitly signaled, together with an MVP index 1o the MV
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candidate Hst since the AMVP candidate contains only a motion vector. In AMVP
muode, the predicted motion vectors can be further refined.

(8116} As can be seen above, a merge candidate corresponds to a full set of motion
information while an AMVP candidate contains just one motion vector for a specific
prediction direction and reference index. The candidates for both modes are derived
similarly from the same spatial and temporal neighboring blocks.

18117} Spatial MV candidates are derived from the neighboring biocks shown on FIG.
SA, for a specific PU (PUG), although the methods gencrating the candidates from the
blocks differ for merge and AMVP modes. In merge mode, up to four spatial MV
candidates can be derived with the orders showed on FIG. SA. The order of checking
MYV candidates is as follows: left (0, above (1), above right (2), below left (3), and
above left (4).

[8118] In AVMP mode, the neighboring blocks are divided into twe groups: left group
consisting of the block 0 and §, and above group consisting of the blocks 2, 3, and 4 as
shown on FIG. 5B. For each group, the potential candidate i a neighboring block
referring to the same reference picture as that indicated by the signaled veference index
has the highest priority to be chosen to form a final candidate of the group. It 18 possible
that all neighboring blocks do not contain a motion vector pointing to the same
reference picture. Theretore, if such a candidate canmot be found, the first available
candidate will be scaled to form the final candidate, thus the temporal distance
differences can be compensated.

181191 In Wel Py, et al,, “RCE1:Descriptions and Results for Experiments 1, 2, 3, and
4,7 JCT-VC of TTU-T 8G 16 WP 3 and ISO/EC JTCI/SC 29/WG 11, 15 Meeting:
Genegva, CH 25 Oct— 1 Nov. 2013 JCTVC-00202), technigues for CCP were proposed
to remove the correlation among cofor components by using the lums residual as a
predictor for the residual of the chiroma compouents. To perform CCP a set of scaling
parameters is predefined and one of the scaling parameters is selected and signaled m
the bitsiream:. CCP may be performed for both intra- and inter-coded blocks. However,
in case of wira coding, in some examples, only those with blocks direct mode (DM)
chroma mode are allowed to use this prediction. A scaling parameter may be selected
for cach transform block.

[8128] Current proposals for CCP exhibit several drawbacks. One drawback involves
the mapping function for the scaling parameter o, the decoded valug of

tog? res scale abs plusi. One approach for CCP uses a mapping function of:



WO 2015/196119 PCT/US2015/036760

(o7 I<<{o-1}:0)
to convert the decoded value o to the magnitade of the actually used scaling parameter.
The statistical results of the scaling parameter ¢ in coding RGEB sequences and YCbCr
sequences are quite different. Using the same mapping function may not, therefore, be
optimal for different color coding formats.
(81211 A second drawback 1s that the fixed set of scaling parameters is not applicable to
a variety of test sequences.
181221 What are described next are schutions that address these drawbacks in order to
improve the coding performance of cross-component prediction. In one example
approach, new scaling parameters based on coded information may be used to produce
additional coding gains.
(8123} FIG. 6 s a tlowchart illustrating an example process for signaling cross-
component prediction parameters n accordance with one or muore aspects of this
disclosure. For purposes of illustration only, the method of FIG. 6 may be performed by
& video encoder, such as a video encoder corresponding to video encoder 20 of FIGS 1
and 2.
13124} In the following discussion, for cross-component prediction, 7. (x,, y} represents

the final chroma reconstructed residual sample at a position (x, y), # (,\:,y) represents

the reconstructed chroma residual sample from the bit-stream at a position {x, y), and

¥, ( x,v) represents the reconstructed residual sample in the luma component at a

position {x, v). In one cxample approach, the chroma residual is predicted at the encoder
side (based on a scaling parameter and/or offset selected from two or more sets of
scaling parameters) as:

e ) = 1 () = ey < (3, ) 2> 3
and it is corapensated at the decoder side as:

re(xyy =i vy e xr ()} >>3
where 1 indicates the sclected set of scaling parameters and an index into the selected set
indicates the selected scaling parameter a(7).
(8125} In another example approach, the chroma residual is predicted at the encoder
side (based on a scaling parameter and/or offset selected from a sct of scaling
parametors) as:

Fox vy = ra vyl xr {x, y) e 3
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and 1t is compensated at the decoder side as:

()= (e x o () )5 3
In one such example approach, the scaling parameter and/or offset used is signaled
through signaling of a new mapping function or, 1o some embodiments, through
signaling of just the scaling parameter and/or the offset. In some such approaches, the
scaling parameters signaled become a part of the set of scaling parameters used by the
decoder and encoder for fultire cross-component prediction,
16126} In yet another examplie approach, a scaling parameter and/or offset is determined
based on the residual information from previoos frames.
(81271 A method of encoding video is shown in FIG. 6 which encompasses sach of the
above approaches. In one example appreach, cross-component prediction (CCP)
processing umit $1 in video encoder 20 encodes a block of video data according to the
technigues of this disclosure. CCP processing unit Slselects a mapping function (140)
and signals the sclected mapping function in 8 first syniax clement (142). Each mapping
function maps the scaling parameter to a mapped value corresponding to the magnitude
of the scaling parameter. CCP processing unit 5ithen determines 2 scaling parameter for
cross-component prediction of a block of video data (144). CCP processing unit 51
signals, in a video bitstream, a second syntax element (146), wherein the second syntax
element inchides the mapped value of the scaling parameter corresponding to the
selected mapping fimction. In one example approach, the first syniax is only signaled
once for one whole slice/picture, while the valuc of the second syntax element is
signaled, for example, at the TU level
16128} In one example approach, the set of scaling parameters ¢ is allowed to be chosen
from %\{ 8 -4,-2,-1,0,1,2, 4, 2( . inclusively, When o = 0, the inter-component
residual prediction is turned off. TU level on/off switch signaling may also be used to

cfficiently handle this casc.
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16125] Syntax clements and semantics for an example CCP implementation are shown

below. Related syntax elements are shown with italics.

7.3.2.3 Picture parameter sct RBSP syntax

pic_parameter_set_rbspl } § Descriptor
pps_pic_parameter set_id ue(v)
pps_seq_parameter_sei id ne(vy
dependent_slice segments_enabled flag w1}
output_flag present flag w1}

H{ pps_ravge_extensions_flag) {

iff trapsform_skip_enabled_tlag )

log2 max_transform_skip block_size nunus? ue(v)
cross _compenent_prediction_enabled flag w1}
chromaa_qp_offset list enabled flag w1}

iff chiroma_gp_offset_list_enabled flag) {

diff cu chroma gp offset depth ue(vy
chiroma_gp_offset_list len minus} (v}

for{i=10;1 <= chroma gp_offset_list_len minusl; i++} {

cb_gp offset lisi] 1] Se(V)
or_gp offset Hst{1} 564V}
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7.8.1.16 Transform umit syntax
teansform woit{ x0, v, xRase, vRase, log2TrafoSize, trafoDepth, bikldx ) { Descr
iptor

iff chfLuma )
residual_coding( x0, yO, log2TrafoSize, )

H{ log2Teatosize > 2 || ChromaAwayType == 3} {

voss compouent_prediction_enabled flag && cbfLuma &&
Cup ed‘\lode{ x{ i V()] == MODE_INTER ||

i cxe
{

cross_comp_pred{ 10, v0 ﬂh
for tdx = 0; tdx < ChromaArrayType == 272:1); tldg++)
i ¢bf ob{ xO }f v+ (1ldx << Jog2TrafoSizeC ) | trafoDepth 1)

residual_coding{ x0, y0 + {(1ldx <<
log2TrafoSize( }, log2TrafoSizeC, 1)
i 01088 womp(mm- pl"’dibtiot- mabit‘d {lag && wbiLuma &&

utm_f‘hx orna _prcd_modﬂ[ x0 1 v0 ] = e 4 } )
cross_comp_pred{ x3,y8, 1}

for{ tldx = 0; tidx < { ChromaArrayType == 21y, thdxr)
Y b crf 30§ y0 + (ddx << log2TrafoSizeC ) i trafoDepth |)

wesidual_coding( x8, v0 + { tldx <<
‘10g2’{'raf‘ "m,( ) -ogllmi\&t e, w)

for( tidx = 0; tidx < ( CIH(»m@AiTay’I‘yp == 777 1) thdx++)
if{ cbf_ch{ xBase || V}‘{a‘,c +{Hdx <<
fog2TrafoSizeC ) || trafobDepth - 1 1)
residual_coding{ xBase, yBase + ( thdx <<
logZTrafoSize }, log2TrafoSize, 1)
for{ tdx = 0; tldx < { ChromaArrayType == 2721}, thdx++}

H{ obi orf xBase i yBase + { tdx <<
iogZTmfoSueC ) | trafoDepth 1 13
residual_coding{ xBase, yBase + { tldx <<
log2TrafoSize ), log2 TrafoSize, 2 3

7.3.8.12 Cross-component prediction syniax
cross_comp_predi X0, y0, ¢ ) { [Ed. Replace with cldx] Descriptor

log? res scale abs plusifc]
'l
1

fel =06

ift log2 res scale abs plusl

res_scale sign flagf ¢ ] ael

M

[8138] A decoding process for CCP will now be described and shown in FIG. 7. In one
example approach, the signaling of the scaling parameter g has two parts, the first part is
to code the magnitude (as log2_res_scale_abs_piusl) and the second part is 1o code the

sign flag {as res_scale sign_flag). When coding the magnitude (.c., abs{u) in the



WO 2015/196119 PCT/US2015/036760

34

following table), 1t is first mapped to another non-negative value (e, M{n)) and then
coded with the truncated unary binarization method. The mapping function for abs{a)

for a first mapping function is shown in the following table.

abs{o) Mie) Bin String
0 0 0
i i i0
2 110
4 3 1116
& 4 111l

(8131} The mapping function for abs{a} for a second mapping function is shown in the

following table.

abs{a) M Bin String
0 { {
R i i0
4 2 110
2 3 1110
1 4 11t

16132} FIG. 7 1s a flowchart illustrating an example process for decoding video
mchiding a cross-component prediction in accordance with one or more aspects of this
disclosure. In one example approach, inverse cross-component prediction processing
unit 79 decodes video data according to the technigques of this disclosure by receiving a
first syntax element for a block of video data (150}, The first syntax element includes a
vahue that indicates which one of 8 plurality of mapping fumctions is to be used to
determine the magnitude of the scaling parameter used to scale the residual of the frst
component for either the second component or the third component, or both. Inverse
CCP processing unit 79 also receives a second syntax element (152}, The second syntax
clement includes a value. Tnverse CCP processing unit 79 then determings the
magoitude of the scaling parameter based on the value in the second syntax clement
{154} and adjusts residual values of a fivst color component (here, the loma component)

{156}. Inverse CCP processing unit 79 then performs cross-component prediction for at
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least one chroma component of the block video data using the determined magnitude of
the scaling parameter {158).
(8133} In some example approaches, imverse CCP processing unit 79 uses a third syniax
clement 1o determine the sign of the scaling parameter.
[8134] In one example approach, inverse CCP processing unit 79 determines the
magnitude of the scaling parameter using the mapping fonction indicated by the first
syntax element and the value of the second syntax element. In one such approach, unit
79 uses the value in the sccond syntax clement and the mapping function indicated by
the first syntax element to map the value of the second syntax clement to a predefined
set of parameters as will be further detailed below. In one such approach, the set of
scaling parameters is =8, —4,-2,-10,1,2,4, b} The mapping functions arc used to
map the valuc in the second syntax element 1o one of the elements of the set of scaling
parameters.
{8135} In one example approach, the value is mapped by the mapping function
indicated by the first syntax clemoent to obtain an index nto one or more sats of
parameters.
(8136} In the method ilhustrated in FIG. 8, video encoder 20 deternines huma residual
samplies for a block of video data (180), and determines chroma residoal samples for the
block of video data (182). In onc example approach, video encoder 20 adjusts the luma
residoal samples with 4 scaling parameter selected from two or more sets of scaling
parameters to prodoce tuma residual sample predictors (184), and determines predictive
chroma residual samples for the block of video data based on the chroma residual
sampies and the limna residual sample predictors (186). In another approach, the scale
parameter alse includes an offset. Video encoder 20 adjusts the luma residual samples
with the scale parameter and offset selected to produce loma residual sample predictors
{184), and determines predictive chroma residual samples for the block of video data
based on the chroma residual samples and the luma residual sample predictors (186).
Euntropy encoding unit 56 of video encoder 20 may encode the predictive chroma
esidual samples and the fums residual samples (188},
(8137} As noted above, the same set of scaling parameters may not be optimal for all
applications. To address this issue, systemn 10 includes two or more mapping function
and, in some situations, two or more sets of scaling parameters. In one example

approach, a first mapping function is used for YCbCr sequences, while a second
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mapping function is used for RGB sequences. In one such example approach, a syntax
clement is used to signal the desired mapping function. In an example approach having
two mapping functions into 2 single set of scaling parameters, such a syntax element
may take the form of the flag di#Y_mapping_alpha_enabled_flag. In an exanple
approach having three or more mapping functions, such a syntax element takes the form
of an index dHf mapping alpha enabled_idx.

14138} The mapping does not have to be to the same set of scaling parameters. In one
exarple approach, diff_mapping_aipha_enabled_flag sclects between two sets of
scaling parameters, while the mapping into cach set of parameters remains the same.
Similarly, in the case of three or mwore sets of scaling parameters, an index from

diff mapping_alpha_enabled_idx selects between three or more sets of scaling
parameters. A mixture of different mapping functions and sets of scaling parameters is
also contemplated,

18139} In the following discussion, the techniques of the disclosure will be discussed in
terms of sets of scaling parameters. It should be understoed that, in some case, the same
results can be achieved by using different mapping functions mto a single set of scaling
parameters.

(6148} In onc cxample approach, a scaling parameter o is chosen from two sets of
scaling parameters { B -4 -2, -L0 124, rf and {-1,-2,-4,-8,0,8,4,2, 1},
mchisively, When o = §, the infer-component residual prediction is turned off. TU level
on/off switch signaling may also be used to efficiently handle this case. In ong such
approach, a value indicative of the scaling parameter selected is signaled to the decoder
and is used to determine the scaling parameter to use in the decoder.

{6141} In another example approach, a scaling parameter o is chosen from two sets of
scaling parameters and offsets. When o = 0, the inter-component residoal prediction is
turned off. TU level on/off switch signafing may also be used to efficiently handle this
casc. In one such approach, a value indicative of the scaling parameter/offsct sclected is
signaled to the decoder and is used to determine the scaling parameter and offset 1o use
in the decoder.

(6342} FIG. 9 15 a flowchart illustrating an example process for decoding video
mcluding a cross-component prediction in accordance with one or more aspects of this

disclosure. For purposes of illustration only, the method of FIG. 9 may be performed by



WO 2015/196119 PCT/US2015/036760

L9
~1

a video decoder, such as a video decoder corresponding to video decoder 30 of FIGS. 1
and 2.

(8143} In the method of FIG. 9, video decoder 30 may determing luma residual sampies
for a bleck of video data (200), and determine predictive chroma residual samples for
the block of video data (202). Video decoder 30 may be further configured to, in one
example approach, adjust the luma residual samples with a scale factor and or an offset
to produce luma residual sample predictors (204). Furthermore, video decoder 30 may
determine updated chroma residual samples based on the predictive chroma residual
samples and the hima residoal sample predictors (206). Video decoder decodes the
block of video data based on the loma residual samples and the updated chroma residual
sampies (208).

[68144] Mcthods for signaling the scaling parameter will be discussed next. FIGS. 10A-
10C iilustrate sets of scaling parameters according to various technigues for signaling
seis of scaling parameters. In onc example approach, such as is shown in FIG. 10A, a
first syntax element signals an index 164 used to index jnto the selected set 162 of
scaling parameters, while a sccond syntax element (not shown) signals the sign of the
scaling parameter. On the encoder side, in one example approach, a value representing
the sign of the selected scaling paramcter is stored in the second syntax clement while
mdex 164 is an index into a set of the magnitudes of the scaling parameters. In the
example shown in FIG. 104, scaling parameter ¢ 160 1s a fimction of a set selection flag
162 (e.g., diff mapping alpha enabled flag) and of index 164.

18145} In one examuple approach, a selected scaling parameter and offset are signaled
using set selection flag 162 (e.g., &iff _mapping alpha cnabled flag) and index 164, In
another example approach, a single set of scaling parameters is used and

diff mapping alpba cnabled flag 162 is used to select between mapping functions that
map the scaling parameter to an index into the set of scaling parameters.

[68146] In a second example approach, the first and second syntax elements combined
index into a set of up to cight signed scaling parameters. On the enceder side, in one
example embodiment, the most significant bit of an index into the set of cight signed
scaling parameters is stored in the second syntax clement, while the least significant two
bits are stored in the first syntax clement. One such example approach is shown in FIG.
108, where scaling parameter o 170 is a function of set selection index 172 (e.g.,

diff mapping alpba ecnabled dx) and of sign 176 and index 174,
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16147} In one example approach, a sclected scaling parameter and offsct are signaled
using set sclection index 172 {e.g., diff mapping alpha enabled idx) and of sign 176
and index 174

(6148} Current proposals for CCP use the syntax elements

cross_compenent prediction_enabled flag, log2 res_scale_abs plusi{c] and

res scale sign flagicl to defing aspects of CCP based on the reconstructed residual
sampics of the luma component at a position {v.x). In some example approaches, these
same syntax clements may be used to toplement a set based approach to signaling a
selected scaling parameter or offset.

[6149] The following is an example implementation of CCP according to the teheniques
of this disclosure. The following examples describes the syntax eloments and semantics
changes on top of the techniques disclosed in HEVC RExt WD7. The newly added parts
arc highlighted in BOQLD and UNDERLINED and the deleted parts are marked as

[
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7.3.2.3 Picture parameter set RBSP syntax

pic_parameter_sct_rbsp( ) { Beseriptor
pps_pic_parameter set id ue{v)
pps_seq parameter set id ue{v)
dependent slice_segments_enabled_flag a1
output_flag present_flag a1

iff pps_range cxtensions flag ) {

if{ transform skip enabled flag)

og2 max_transform_skip_block size_minus? ue{v)
eross_component_prediction_enabled_flag u( )
gt mwapping alpha enabled flac uil
chroma_qp_ offset list enabled flag u(l)

iff chroma gp offset list enabled flag ) {

diff cu_chroma_gp_offset_depth pe{v)

chroma_gp offset list len minusl ne{v)

for( i=0;1 <= chroma_gp offset lst len wminusi; i++) {

cb gp offset list] i | se{v)

cr gp offset histf 1] se{v}

[

()

Alternatively, the following applies:
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7.3.2.3 Picture parameter set RBSP syntax

pic_parameter_sct_rbsp( ) { Bescript
or
ppy_pic_parameter_set id ue(v)
pps_seq parameter set id ue{v)
dependent slice_segments_enabled_flag u(l}
sutput_flag present flag o)

if pps_range cxtensions flag ) {

iff transform_skip enabled flag)

Iog2 max transform skip bleck size minus2 ue{v)

eross_component_prediction_enabled_flag utl}

if{cross component prediction enabled flag)

¢iff wanpine alpha canbled flar i}
chroma_qp_ offset list enabled flag u(l}

iff chroma gp offset list enabled flag ) {

¢iff cu_chroma_gp offset depth e{v)

chroma_gp_offset list len_minusl ue{v)

for( i=0;1 <= chroma_qp offsct list len winusl; i++) {

cb_gp offset list{i| se{v}

ey ___‘qp__ﬁﬂnSQE___ﬁSt[ 1 ] sef \/}

()

16156] In one cxample approach, setting eross_component_prediction_enabled flag
and res_scale sign flag may be present in the ransform unit syntax for pictures
referring 1o the Picture Parameter Sct (PPS). The syntax clement
cross_component_prediction enabled flag equal to 0 may indicate that

fog2 ves scale abs plusl and res scale sign flag are not present for pictures referring
to the PPS. When not present, the value of cross_component prediction_enabied flag is

2

inferred to be equal to 0. When ChromaArrayType is not equal to 3, it is a requirement
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of bitstream conformance that the vahie of cross component prediction enabled flag
shall be equal to 0.

(8151} In onc cxample approach, the syntax clement logZ res scale_abs_plusic]
orinus | specifics the base 2 logarithim of the magnitude of the scaling factor
ResScaleVal used in cross-component residual prediction. This is one of the sets of
scaling parameters that might be used in system 10. When not present,
fogZ res scale abs plusl is inferred equal to G.

18152} In one example approach, the syntax clement res_scale sign flag] ¢ | is the
third syntax clement. The syntax clement res_seale_sign_flag| ¢ | specifies the sign of
the scaling factor used in cross-component residual prediction as follows: If
res_scale sign flagic] is equal to O, the corresponding ResScaleVal has a positive
value. Otherwise (res_scale sign flagl ¢ ] is equal to 1), the corresponding ResScaleVal
has a negative value.

[0153] As noted above, in one example approach, a new syntax element,
diff mapping alpha_enabled_flag is used to select which one of two sets of scaling
parameters to use as the source of the scaling parameter. A different syntax element,
diff mapping alpha enabled idx (not shown} is an index used to select which one of
three or more sets of scaling parameters 1o use as the source of the scaling parameter.
{8154 The varable ResScaleVal[ ¢ldx ][ x0 i y0 ] specifies the scaling factor used in
cross-component residoal prediction. The array indices x{, y0 specify the location
{ x0, vy ) of the top-left luma sample of the considered transform block relative to the
top-left luma sample of the picture. The array jndex cldx specifies an indicator for the
color component; 1t s equal to 1 for Cb, and equal to 2 for Cr. In one such example
approach, the vartable ResScaleVal] ¢ldx [ x0 I v0 | is derived as follows: If

tog2 res scale abs plusif cldx — 1 ]is equal to O, the following applics:

ResScaleVal[ cldx [ x0 [ v0 | =0

Otherwise, for one example approach, (for two sets of scaling parameters and for

fogZ res scale abs plusl{ cldx — 1 1) is not equal to 0}, the following applics:
- Set the variable ScalPara equal to:

!diff mapping_ alpha enabled flag 7 log? res scale abs phusi{cidi—1 |
map{log? res scale abs plusi| cldx — 11}

esScaleVall cldx I x0 H{ v0 j={(1 << ScalPara—~1})*

{(1—2 *res_scale sign flag| cldx — 1]}
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When diff mapping_alpha enabled flag is equal to 0, the mapping function 15 defined
as (1 <<log2 res scale abs plusi] cldx — 1 7- 1) while when

diff mapping alpha cnabled flag is equal to 1, the mapping function is defined as {1
<< mapliog? res scale abs plusi{cldx — 1 i} - 1} Note that

tog? res scale abs plasiicldx - 1] is the decoder value from parsing the bitstream, and
ResScaleVall cldx I x0 1] v0 ] is the actual vahie that 1s used in CCP decoding process.
The results are as shown in FIG. 10A for various values of cldx.

163155} Syntax clements and semantics for example CCP tmplementations are decribed
i U.S. Provisional Application No. 62/015,301, filed June 20, 2014, which is hereby
mcorporated by reference in their entivety.

[8186] A decoding process for CCP will now be described. In one example approach,
the signaling of the scaling parameter o has two parts, the first part is to code the
magnitude {as, from the example above, log2 res scale_abs _plusl) and the second
part is to code the sign flag (as, from the exampic above, res_secale sign_flag). In one
example approach, when coding the magnitude (i.e., abs{a)), it is first mapped to
another non-negative value (i.e., M{e)) and then coded with the truncated unary
binarization method. In terms of the decoder side, M) 1s the decoded vabhae, which is
denoted by log? res scale_abs plusi{ cldx — 1 | in previous introductions. Examples of
such mapping fumctions for abs{u) were shown n the following tables above and are
llustrated as sets 0 and 1, respectively in FIGS. 10A and 10B.

18157} In one example approach, one or more syntax elements ave signaled in a
sequence parameter set (SPS), a picture parvameter set (PPS), or a shice header 1o
ndicate the particular mapping fimetion 1o use to map the decoded value M{n} to a
magnitude of the sealing parameter ¢. In one such approach, such as is shown in FIG.
10A, the set to use is selected via set selection flag 162 signaled in 2 sequence parameter
sct (SP3), a picture parameter set {PPS), or a slice header. In one such example
approach, set selection flag 1672 15 signaled via o diff mapping_alpha_enabled flag as
discussed above, while index164 is signaled via log? res scale abs pluslic]. The
current syntax design and binarization process for CCP are kept unchanged.

16188} In one example approach, one of the mapping functions 1s defined as (o0 7 I<<
{o-1y: 1), as in cwrrent HEVC range extension, while the other mapping fimetion is
definedas ( o 7 (1 << (4 — o)}: 0}, shown as Set | in Fig. 10A. The parameter set of Set

1 may be used, for example, to bandle RGE sequences.



WO 2015/196119 PCT/US2015/036760

18189} In a second example approach, two ways of mapping may result in two different
sets of scaling parameters. For example, another new miapping function may be defined
as; {07 {1 <<{5-g) Q) asillustrated in Set 2 of FIG. 10B. The parameter s¢t of
Set 2 may also be used, for example, to handle RGB sequences.

(68166} In a third example approach, the syntax element is signaled only when the
syntax clement cross_component prediction enabled flag is equal to 1. In one sach

example approach, the syntax is:

if{cross component prediction enabled flag)

giff mapping alpha enabled flas u{i}

18161} In a fourth cxampic approach, a sct selection index 172 1s signaled in the SPS,
PPS, or shice header to dicate one of a plurality of mapping functions, as shown in
FIG. 108. For example, a coder may have four mapping functions and mndex 172 signals
which of the four mapping functions to usc.

(8162} In onc cxample approach, one of the chroma components may be used in the
process described for the luma component above to predict the luma component and the
other chroma component.

14163} The context model for coding the sign flag of the scaling paramcter may be
dependent on the signaled mapping function. Ao example of this s shown w FIG. 10C,
where sign 176 {e.g., res scale sign flag] ¢ 1) = 0 indicates a minus sign for Set 1,
while sign 176 {e.g., res_scale sign flagi ¢ ]} = | indicates a8 minus sign for Sets 0 and
2. In some cxample approaches, a new sign flag res_scale new sign flag{ ¢ | is used
for some states of diff_mapping_alpha_enabled_f{lag and for some values of

states of diff_mappiog_alpha_enabled flag and for other values of

giff mapping_alpha_enabled_idx.

16164} In one aspect of the second example, when the newly introdaced mapping
function of this disclosure is enabled for one picture/slice/sequence, a separate context
model is utilized with its mitialization value unequal to 154, which corresponds to equal
probabilities of § and 1. In one such example approach, a new syntax clement
res_scale_new _sign flag[ ¢ | is used to ntroduce a different initiabization value. For
mstance, in one such example approach, res_scale sign flaglc] has an initialization

value of 154 for each of two or more values of ¢txldy, while
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res_scale new sign flag[c] has an initialization value of 79 for each of two or more
values of ctaldx. The binarization and initilzation process for the new syntax clement
res_scale mew sign flag| c | is described in Table 9-34 and 9-4, vespectively. Since the
possible values of res_scale_new_sign_flag| ¢ | could only be 0 and 1, there is no need

to perform the binarization process,i.e., the value is divectly coded.

Tabie 9-34 — Syntax elements and associated binarizations

Syntax Syntax element Binarization

structure Proce |
input parameters
88

cross comp p | log? res scale abs pl | TR ]
; cMax =4, cRiceParam =0
red{ ) ust

res_scale sign flag FL cMax =1

res scale new sion | FL

c¢Max =1

fag

residual transform skip flag{ | | FL
o e cMax = 1
coding( ) [

coeff sign flag| | FL cMax =
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Tabie 9-4 — Association of cixidx and syntax elements for cach InitializationType in

the initialization process

Syntax initType
Syntax element cixTable
structure 8 i 2
Error!
log? res scale abs , 16..
Reference source 4.7 8..15
_plusif] 23
not found.
CTOSS_COMm - —
res_scale sign flag Table 9-38 ,
p_pred( ) _ 0.1 2.3 4.5
L
res scale new sie Table 9-38
§.1 2. 4.8
n flagf |
transform_skip fla Table 9-25
i ¢ 1 2
‘ glitlfel
residual
coding( }
cocff abs level gr Table 9-30 0.3 24 .4 48..
cater! flagf | 7 71
Table 9-39 - Assignment of ctxine to syntax ¢lements with context coded bins
binldx
Syntax element S
& 1 2 3 4
5
tog? res scalc a 4 4% 4% 4¥¢+
i na na
bs plusi{c] o+ ct 1 c+2
res_scale sign fl
i C na na nd na na
agl ¢ |
res scale new
& na na na aa na
ign flagic]
transform_skip f _
o { na na na na na
fagl 1L 1 ]
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Table 9-38 — Values of initValoe for ctxldx of res_scale_sign_flag

Initialization
ctxidx of res_scale sign flag
variable
é i 2 3 4 5
initValue 15 15
154 154 154 154
4 4

Table 9-xx — Values of inftValue for cixldx of res scale new sion flag

Initialization cixidx of ves scale sign flag
variabie

8 1 2 3 4 3
initValue

8 18 78 9 ks 78

[8168] Other techniques of signaling and applying scaling parameters 160 and 170 will
be discussed next. In one example aiternate approach, a new mapping function is
signaled via the 8PS, PPS, or slice header. Such an approach may be used, for instance,
to replace the defuult mapping process, e.g., the existing mapping process specificd in
the HEVC RExt (shown as set 0 in FIGS, 10A-10C), with a different mapping process.
In one exampic approach, the mapping function may signal a change from the defaul
mapping to a new mapping that, {or instance, maps the index {164 or 174) to a scaling
parameter and an offset. For mstance, the new mapping process may determine a scaling
parameter and an offsct for each of the set of values indexed by decoded index 164 or
by decoded index 174, Such an approach can be used where scaling alone is not
sufficient,

[#166] In one example approach, a decoder receives a signal indicating a new mapping
function, determines, based on the new mapping function, a value for a scaling
parameter o; and reconstructs, based on the value of the scaling parameter o, a chroma

reconstructed residual sampler.{x, v} for cach position (x, y) in a block of video data,

wherein 7.{x, vy = r.'(x, v} + {axr, (x, v)1>> 3, where #/{x, ) represents a
C S { S L\ e e\
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reconstructed chroma residual sample from the bit-stream at each position (x, y), and

where #, {x, v} represents the reconstructed residual sample in the luma component at

each position (%, ¥).

(81671 In one such example approach, the new mapping fimetion replaces a default
mapping function such as, for cxample, the existing mapping process specified in the
HEVC RExt.

[6168] In another example approach, only one scaling parameter (with or without
offset) is signaled in the SPS, PPS, or slide header. In one such example approach, the
new scaling parameter is used to replace one of the scaling parameters 1o the st of
scaling parameters defined in the current HEVC RExt design (at, for instance, decode
index 164 or 174) and, if desired, 1s used to scale the reconstructed residual sample of
the luma component at cach position {x, v).

16169} In another such example, the signaled scaling parameter moay stmply be used ag
an additional scaling parameter; it 1s used without mapping to replace one of the scaling
parameters in, for instance, the current HEVC RExt set of scaling parameters. Such an
approach can be used, for cxample, 1o extend the number of scaling parameters.

(6176} In all of the above examples, the signaled mapping function may be applied to
both chroma components. Alternatively, 8 set of mapping parameters are transmitied
and uscd separately for cach chroma component.

16371} In one example approach, one of the chroma components may be used in the
process described for the luma component above to predict the luma component and the
other chroma component.

18172} A change in the mapping process can, in some example approaches, be derived
from the residual information of a previously decoded frame. In one example approach,
a new mapping function/scaling parameter/offset value is derived from the residual
information of a previously coded frame. In some such example approaches, the new
mapping function/scaling parameter/offset value is derived from the residual
information of the last frame with the same picture type.

(81731 In other example approaches, the residual is first classified into several sets, and
for cach sct, one scaling parameter {(with or without offset) is derived. To one cxample,
the classification is based on the energy or variance of the residual. In another example,

the classification is based on a coding mode. For instance, if the current block is Intra-
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coded and the new block is Inter-coded {different coding modes), use different scaling
parameters and/or offsets.

(8174} In onc example approach, a deceder determines, based on residual information
of a previously coded frame, a value for a scaling parameter o and reconstructs, based
on the value of the scaling parameter o, a chroma reconstructed residual sample s, (\ x ¥}

for gach position {x,y) in a block of video data, wherein

o (x,y) = 7 (e y) Hawr (x, p))>> 3, where s/ {x,y) represents a reconstructed

A2
chroma residual sample from the bit-strean: at each position (x, y), and where r, ( X, )/)
represents the reconstructed residual sample in the luma component at each position (3,
¥)-

[8175] The techniques described above may be performed by video encoder 20 (FIGS.

1 and 2) and/or video decoder 30 {(FIGS. 1 and 3), both of which may be generally
referred to as a video coder. In addition, video coding may generally refer to video
encoding and/or video decoding, as applicable. While the techniques of this disclosure
are generally deseribed with vespect to range extension and screen content extension to
HEV, the technigues are not limited in this way. The technigues described above may
also be applicable to other current standards or fisture standards not yet developed.
16376} 1t should be understood that, depending on the example, certain acts or events of
any of the methods described herein can be performed in a different sequence, may be
added, merged, or left out altogether (2.g., not all described acts or events are necessary
for the practice of the methed). Morgover, in certain ¢xamples, acts or events may be
performed concurrently, e.g., through multi-threaded processing, inlerrapt processing, or
multiple processors, rather than sequentially. In addition, while certain aspects of this
disclosure are described as being performed by a single module or unit for purposes of
clarity, it should be understood that the techniques of this disclosure may be performed
by a combination of units or modules associated with a video coder.

(81771 While particular combinations of various aspects of the techniques are described
above, these combinations are provided mercly to illustraie examples of the techoigues
described in this disclosure. Accordingly, the techniques of this disclosure should not be
himited {0 these example combinations and may encompass any conceivable
combination of the various aspects of the technigues described in this diselosure.

18178} In one or more examples, the functions described may be implemented in

hardware, software, firmware, or any combination thereof. If implemented in software,
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the functions may be stored on or ransmitted over as one or more instractions or code
on a computer-readable medium and executed by a hardware-based processing unit.
Computer-readable media may mclude computer-readable storage media, which
corresponds to a tangible medium such as data storage media, or communication media
melading any medium that facilitates transfer of a computer program from one place to
another, e.g., according to a communication protocol.

18179} In this manner, computer-readable media generally may correspond to (1)
tangible computer-readable storage media which is non-transitory or (2) a
commumication medivm such as a signal or carmier wave. Data siorage media may be
any available media that can be accessed by one or mwore comprters or one or more
PTOCESSors 1o retrieve instructions, code and/or data structures for implementation of the
techniques described in this disclosure. A compuler program product may include a
computer-readable storage medium and packaging materials.

14188} By way of cxample, and not limitation, such computer-readable storage media
can comprise RAM, ROM, FEPROM, CD-ROM or other optical disk storage, magnetic
disk storage, or other magnetic storage devices, {lash memory, or any other medium that
can be used to store desired program code in the form of tnstructions or data structures
and that can be accessed by a computer. Alse, any conmection is properly tormed a
computer-readable mediom. For example, if fnstroctions are transmitted from a website,
server, or other remote source using a coaxial cable, fiber optic cable, twisted pair,
digital subscriber line (DSL), or wircless technologies such as infrared, radio, and
microwave, then the coaxial cable, fiber optic cable, twisted pair, DSL, or wircless
technologies such as infrared, radio, and microwave are included in the definition of
medium.

(8181} It should be understood, however, that computer-readable storage media and
data storage media do not include connections, carricr waves, signals, or other fransient
media, but are instead divected to non-transient, tangible storage media. Disk and disc,
as used herein, includes compact disc (CD), laser disc, optical disc, digital versatile disc
(DY, floppy disk and blu-ray disc where disks usually reproduce data maguoetically,
while discs reproduce data optically with lasers. Combinations of the above should also
be included within the scope of computer-readable media.

(8182} Instructions may be executed by one or more processors, such as one or more
digital signal processors (DDSPs), general purpose microprocessors, application specific

mitegrated circuits {ASICs), field programmable logic arrays (FPGAs), or other
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equivalent integrated or diserete logic circuitry. Accordingly, the term “processor,” as
used herein may refer to any of the foregoing structure or any other structure suitable for
implementation of the techniques described herein. In addition, in some aspects, the
functionality described beren may be provided within dedicated bardware and/or
software modules configured for encoding and decoding, or incorporated in a4 combined
codee. Also, the techniques could be fully fmplemented in one or more circuits or logic
clements.

16183} The techniques of this disclosure may be implemented in a wide variety of
devices or apparatuses, including a wireless handset, an integrated circuit (IC) or a set of
ICs {e.g., a chip set), Various components, medules, or units are described in this
disclosure to emphasize functional aspects of devices counfigured to perform the
disclosed techniques, but do not necessarily require realization by different hardware
units. Rather, as described above, various umits may be combined in a codec hardware
unit or provided by a collection of interoperative hardware units, including one or more
processors as described sbove, in conjunction with suitable software and/or firmware.
18184} Various aspects of the disclosure have been described. These and other aspects

are within the scope of the following claims.



WO 2015/196119 PCT/US2015/036760

i
—t

WHAT IS CLAIMED 1S:

1. A method of decoding video data, the method comprising:

receiving a first syntax clement for a block of video data, a value of the first
syntax element indicating one of a plurality of mapping functions to be used to
determine a magnitude of a scaling parameter for eross-component prediction;

receiving a second syntax clement for the block of video data, a value of the
second syntax clement corresponding to the magnitude of the scaling parameter,
wherein receiving the second syntax element inchudes decoding the value of the second
syntax element with a specific binarization method regardless of the value of the first
syntax cloment;

determining the magnitade of the scaling parameter from a set of scaling
parameters osing the one of the plorality of mapping functions indicated by the first
syntax element and the value of the second syntax element; and

performing cross-component prediction for at least one chroma component of

the block video data using the determined magnitude of the scaling parameter.

2. The method of claim 1, wherein the plurality of mapping functions comprises a
first mapping function and a second mapping function,

wherein the first mapping function is defimed as (o0 7 (1<<{a-1}}: §), wherein o
i the value of the second syntax clement, and

whercein the second mapping fimction is defined as (o 7 (§ <<{4 —a)): O},
3. The method of claim 1, wherein the plurality of mapping fimctions comprises a
first mapping function and a second mapping function,

wherein the first mapping function is defined as (o 7 (1<<{g -1}): 0 }, wherein o
18 the value of the second syntax element, and

wherein the second mapping function is defined as (o 7 {3 << {§ —a)): O).

4. The method of claim 1, further comprising:
receiving a third syntax element for the block of video data, a value of the third

syntax element indicating a sign of the scaling parameter,
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wherein performing cross-component prediction comprises performing cross-
component prediction for the at least one chroma component of the block video data

using the magnitude of the scaling parameter and the sign of the scaling parameter.

5. The method of claim 4, further comprising:

determining a context model used to entropy decode the third syntax clement
based on the one of the plurality of mapping functions indicated by the first symtax
clement; and

entropy decoding the third syntax element using the determined context model.

6. The method of claim 1, wherein receiving the first syuntax clement for the block
of video data comprises receiving the first syntax element for the block of video data in
at least one of a sequence parameter set, picture parameter set, or shice header.
7. The method of claim 1, whercin the plurality of mapping functions comprises a
first mapping function and a second mapping function, the method further comprising:
receiving the first syntax element for the block of video data, the first syntax
clement indicating the second mapping function; and
receiving the second mapping function for the block of video data in at least one

of a sequence parameter set, pictare parameter set, or slice header.

3. The method of claim 7, further comprising:
receiving a new scaling parameter for the set of scaling parameters in at least
one of a sequence parameter sct, picture parameter set, or shice header; and

replacing one of the set of scaling parameters with the new scaling parameter.

9. The method of claim 1, wherein the plurality of mapping functions comprises a
first mapping function and 3 second mapping function, the method further comprising:
receiving the first symtax elemert for the block of video data, the first syutax
clement indicating the second mapping function; and
determining the second mapping function from characteristics of residual
information of a previously coded video frame, the characteristics comprising onc or
more energy of the residual information, variance of the residual information, or coding

mode of the nformation.
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10. The method of claim 9, wheren determining the second mapping function

comprises determining the second mapping function based on characteristics of residual
information of a previously coded video frame with a same picture type as a frame of

the block of video data.

11, A device, comprising:
a memory configured to store videoe data; and
a video decoder comnected to the memory, wherein the video decoder is
configured to:
receive a first syntax clement for a block of the video data, a value of the
first syntax element indicating one of a plurality of mapping functions to be used
to determine a magnitide of 2 scaling parameter for eross-component prediction;
receive a second syntax element for the block of video data, a value of
the second syniax element corresponding to the magnitude of the scaling
parameter, wherein to receive the second syniax element the video coder is
configired to decode the value of the second syntax element with a specific
binarization method regardless of the value of the first syotax clement;
determine the magnitude of the scaling parameter from a set of scaling
parameters using the one of the plarality of mapping fonctions indicated by the
first syntax clement and the value of the second syntax element; and
perform cross-compounent prediction for at least one chroma component

of the block video data using the determined magnitude of the scaling parameter.

12. The device of ciaim 11, wherein the plurality of mapping functions comprises a
first mapping function and a second mapping function,

wherein the first mapping function is defined as {0 7 (1<<{a-1}): §), wherein o
18 the valuc of the second syntax clement, and

whercein the second mapping fimction is defined as (o 7 (§ <<{4 —a)): O},
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13, The device of claim 11, wheremn the plurality of mapping functions comprises a
first mapping function and a second mapping function,

wherein the first mapping function is defined as (0 7 (1<<{a -1}): 0}, wherein o
is the value of the second syniax element, and

wherein the second mapping fimetion 15 defined as (a7 (1 << {§ - a}): Q).

14, The device of claim 11, wherein the video decoder is further configured to:
receive a third syutax clement for the bleck of video data, a value of the third
syntax element indicating a sign of the scaling parameter,
whergin to perform the cross-component prediction the video decoder is
configured to perform cross-component prediction for the at least one chroma
component of the block video data using the magnitude of the scaling parameter and the

sign of the scaling parameter.

15. The device of claim 14, wherein the video decoder is further configured 1o:

determine a contest model used to entropy decode the third syntax clement
based on the one of the plorality of mapping fumctions indicated by the first syntax
element; and

entropy decode the third syntax element using the determined context model.

14. The device of claim 11, wherein to reccive the first syntax element for the block
of videe data the video decoder is configured to reccive the first syntax element for the
block of video data in at least one of a sequence parameter set, picture parameter set, or

slice header.

17.  The device of claimn 11, wherein the plurality of mapping functions includes a
first mapping function and a second mapping function,
wherein the received first syntax clement for the block of video data includes an
indication that the second mapping function is 1o be used to determine the magnitude of
the scaling parameter for cross-component prediction for the block of video data, and
wherein the video decoder is configured to receive the second mapping function

in at least one of a sequence parameter sof, piciure parameter sct, or shice header.
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18, The device of claim 17, wherein the video decoder is further configured to:
receive a new scaling parameter for the set of scaling parameters in at least one
of a sequence parameicr sct, picture parametier set, or slice header; and

replace one of the set of scaling parameters with the now scaling parameter.

19. The device of claim 11, wherein the plorality of mapping fimctions includes a
first mapping function and 3 second mapping function,

whercin the received first syntax element for the block of video data jncludes an
ndication that the second mapping function is o be used to determine the magnitude of
the scaling parameter for eross-component prediction for the block of video data, and

wherein the video decoder is further configured to determine the second
mapping function from characteristics of residual information of a previously coded
video frame, the characteristics comprising one or more of energy of the residual

information, variance of the residual information, or a coding mode of the information,

20. The device of claim 19, wherein to determine the second mapping function the
video decoder is configured to determine the second mapping function from
characteristics of residual information of a previously ceded video frame with a same

picture type as a frame of the block of video data.

2. A video decoder, comprising:

means for receiving a first syntax element for a block of video data, a value of
the first syntax element indicating one of a phirality of mapping fimctions to be used to
determine a magnitude of a scaling parameter for cross-component prediction;

means for receiving a second syntax element for the block of video data, 8 value
of the second syntax clement corresponding to the magnitude of the scaling parameter,
wherein the means for receiving the second syntax element includes means for decoding
the value of the second syntax clement with a specific binarization method regardless of
the value of the first syntax clement;

means for determining the magnitude of the scaling parameter from a set of
scaling parameters using the one of the plarality of mapping fonctions indicated by the

first syntax clemeont and the value of the second syntax element; and
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means for performing cross-component prediction for at least one chroma
component of the block video data using the determined magpitude of the scaling

parameter.

22, The video decoder of claim 21, wherem the plarality of mapping functions
comprises a first mapping function and 8 second mapping function,

wherein the first mapping function is defined as (a0 7 {1<<{a-1}): (), wherein o
i the value of the second syntax clement, and

wherein the seccond mapping fonction is defined as (o 7 {1 << (4 — o)) O}

23, The video decoder of claim 21, wherein the video decoder further comprises:

means for receiving a thivd syntax element for the block of video data, a value of
the third syntax element indicating a sign of the scaling parameter;

wcans for determining a context modei used to entropy decode the third syntax
clement based on the one of the plurality of mapping functicns indicated by the first
syntax element; and

means for entropy decoding the third syntax element using the determined
context model,

wherein the means for performing cross-component prediction includes means
for performing cross-component prediction for the at least one chroma component of the
block video data using the magaitude of the scaling parameter and the sign of the

scaling parameter,

24, The video decoder of claim 21, wherein the plurality of mapping fimctions
inchades a first mapping function and 3 second mapping function,
wherein the received first syntax element for the block of video data includes an
mdication that the second mapping function 1s 1o be used to determine the magnitude of
the scaling parameter for cross-component prediction for the block of video data, and
wherein the video decoder further comprises:
means for receiving the second mapping function in at least one of 4
sequence parameter set, picture parameter set, or slice header;
means for receiving a now scaling parameter for the sct of scaling
parameters i at least one of 2 sequence parameter set, picture parameter set, of

shice header; and
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means for replacing one of the sct of scaling parameters with the new

scaling parameter.

25, The video decoder of claim 21, wherein the plurality of mapping functions
melades a {fivst mapping function and a second mapping function,
wherein the received first syntax element for the block of video data includes an
indication that the second mapping function is to be used to determine the magnitude of
the scaling parameter for cross-component prediction for the block of video data, and
wherein the device further comprises:
means for determining the second mapping function from characteristics
of residual information of a previously coded video frame, the characteristics
comprising one or moere of energy of the residual information, variance of the
residual information, or a coding mode of the information, wherein the means
for determining the second mapping function includes means for determining the
second mapping function from characteristics of residual information of a
previously coded video frame with a same picture type as a frame of the block of

video data.

26. A method of encoding a block of video data, the method comprising:

determining a scaling parameter for cross-component prediction of a block of
video data;

sclecting & mapping function from a plurality of mapping functions, wherein
cach mapping fumction maps the scaling parameter to a mapped value corresponding to
a magnifude of the scaling parameter;

signaling, in a video bifsircam, a first syntax clement, a value of the first syntax
clement indicating the mapping function selected from the plurality of mapping
functions; and

signaling, in the video bitstream, a second syniax clement, wherein the second
syntax element includes the mapped value corresponding to the selecied mapping
function and wherein signaling a sccond syntax element includes encoding the value of
the second syntax clement with a specific binarization method regardless the value of

the first syntax element.
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27. The method of claim 26, wherein the plurality of mapping fumetions includes a
first mapping function and a second mapping function,

wherein the first mapping function is defined as (o 7 (1<</{a-1}}: O}, wherein o
is the value of the second syniax element, and

wherein the second mapping fimction s defined as (a7 (1 << {4 - a}): Q).

28. The method of claim 26, further comprising:

generating a third syntax element for the block of video data, a value of the third
syntax element indicating a sign of the scaling parameter,

determining a context model used to entropy decode the third syntax element
based on the one of the plurality of mapping functions indicated by the first syntax
element; and

entropy encoding the third syntax clement using the determined context maodel,

wherein performing cross-compounent prediction includes performing cross-
component prediction for at least one chroma component of the block video data using

the magnitude of the scaling parameter and the sign of the scaling parameter.

29, The method of claim 26, wherein the plurality of mapping functions focludes a
first mapping function and a second mapping function, wherein the method further
COMPriacs:

signaling, via the first syntax clement for the block of video data, an indication
that the sccond mapping function is 1o be used to determine the magnitude of the scaling
parameter for cross-component prediction for the block of video data;

signaling the second mapping fumction in at least one of 2 sequence parameter
set, picture parameter set, or slice header; and

signaling, in at loast onc of a scquence paramgicr set, picture parameter set, or
shice header, a new scaling parameter for a set of scaling parameters, wherein the new
scaling parameter replaces one of the scaling parameters in the set of scaling

parameters.

30. The method of claim 26, wherein the phurality of mapping fimctions tncludes a
first mapping function and a second mapping function, wherein the method further

COTIPYiSes:
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determining the second mapping function from characteristics of residual
imformation of a previously coded video frame, the characteristics comprising one or
more of energy of the residual information, variance of the residual information, ora
coding mode of the information,

wherein determining the second mapping function further includes determining
the second mapping fimetion from characteristics of residual information of a previously

coded video frame with a same picture type as a frame of the block of video data.
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