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(57) Abstract: A codebook arrangement for use in cod-
ing an input sound signal comprises first and second
codebook stages. The first codebook stage includes one
of a time-domain CELP codebook and a transform-do-
main codebook. The second codebook stage follows the
first codebook stage and includes the other of the time-
domain CELP codebook and the transform-domain
codebook. A third codebook stage comprising an adapt-
ive codebook may be provided before the first codebook
stage. A selector may be provided to select an order of
the time-domain CELP codebook and the transform-do-
main codebook in the first and second codebook stages,
respectively, as a function of characteristics of the input
sound signal. The selector may also be responsive to
both the characteristics of the input sound signal and a
bit rate of the codec using the codebook arrangement to
bypass the second codebook stage. The codebook ar-
rangement can be used in a coder of an input sound sig-
nal.
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TITLE

[0001] TRANSFORM-DOMAIN CODEBOOK IN A CELP CODER AND
DECODER

FIELD

[0002] The present disclosure relates to a codebook arrangement for use in coding an

input sound signal, and a coder and a decoder using such codebook arrangement.
BACKGROUND

[0003] The Code-Excited Linear Prediction (CELP) model is widely used to encode

sound signals, for example speech, at low bit rates.

[0004] In CELP coding, the speech signal is sampled and processed in successive
blocks of a predetermined number of samples usually called frames, each corresponding
typically to 10-30 ms of speech. The frames are in turn divided into smaller blocks called

sub-frames.

[0005] In CELP, the signal is modelled as an excitation processed through a time-
varying synthesis filter 1/4(z). The time-varying synthesis filter may take many forms, but
very often a linear recursive all-pole filter is used. The inverse of the time-varying synthesis
filter, which is thus a linear all-zero non-recursive filter A(z), is defined as a short-term
predictor (STP) since it comprises coefficients calculated in such a manner as to minimize a
prediction error between a sample s(»n) of the input sound signal and the weighted sum of
the previous samples s(n-1), s(n-2), .., s(n-m), where m is the order of the filter and » is a
discrete time domain index, n=0,...,.L-1, L being the length of an analysis window.

Another denomination frequently used for the STP is Linear Predictor (LP).

[0006] If the prediction error from the LP filter is applied as the input of the time-
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varying synthesis filter with proper initial state, the output of the synthesis filter is the
original sound signal, for example speech. At low bit rates, it is not possible to transmit the
exact error residual (minimized prediction error from the LP filter). Accordingly, the error
residual is encoded to form an approximation referred to as the excitation. In CELP coders,
the excitation is encoded as the sum of two contributions, the first contribution taken from a
so-called adaptive codebook and the second contribution from a so-called innovative or
fixed codebook. The adaptive codebook is essentially a block of samples v(r) from the past
excitation signal (delayed by a delay parameter f) and scaled with a proper gain g,. The
innovative or fixed codebook is populated with vectors having the task of encoding a
prediction residual from the STP and adaptive codebook. The innovative or fixed codebook
vector ¢(n) is also scaled with a proper gain g.. The innovative or fixed codebook can be
designed using many structures and constraints. However, in modern speech coding
systems, the Algebraic Code-Excited Linear Prediction (ACELP) model is used. An
example of an ACELP implementation is described in [3GPP TS 26.190 “Adaptive Multi-
Rate - Wideband (AMR-WB) speech codec; Transcoding functions™] and, accordingly,
ACELP will only be briefly described in the present disclosure. Also, the full content of

this reference is herein incorporated by reference.

[0007] Although very efficient to encode speech at low bit rates, ACELP codebooks
cannot gain in quality as quickly as other approaches (for example transform coding and
vector quantization) when increasing the ACELP codebook size. When measured in
dB/bit/sample, the gain in quality at higher bit rates (for example bit rates higher than 16
kbits/s) obtained by using more non-zero pulses per track in an ACELP codebook is not as
large as the gain in quality (in dB/bit/sample) at higher bit rates obtained with transform
coding and vector quantization. This can be seen when considering that ACELP essentially
encodes the sound signal as a sum of delayed and scaled impulse responses of the time-
varying synthesis filter. At lower bit rates (for example bit rates lower than 12 kbits/s), the
ACELP model captures quickly the essential components of the excitation. But at higher bit

rates, higher granularity and, in particular, a better control over how the additional bits are
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spent across the different frequency components of the signal are useful.
SUMMARY

[0008] The present disclosure is concerned with a codebook arrangement for use in
coding an input sound signal, comprising first and second codebook stages. The first
codebook stage includes one of a time-domain CELP codebook and a transform-domain
codebook, and the second codebook stage follows the first codebook stage and includes the

other of the time-domain CELP codebook and the transform-domain codebook.

[0009] The present disclosure is also concerned with a coder of an input sound signal,
comprising: a first, adaptive codebook stage structured to search an adaptive codebook to
find an adaptive codebook index and an adaptive codebook gain; a second codebook stage
including one of a time-domain CELP codebook and a transform-domain codebook; and a
third codebook stage following the second codebook stage and including the other of the
time-domain CELP codebook and the transform-domain codebook. The second and third
codebook stages are structured to search the respective time-domain CELP codebook and
transform-domain codebook to find an innovative codebook index, an innovative codebook

gain, transform-domain coefficients, and a transform-domain codebook gain.

[0010] The foregoing and other features of the codebook arrangement, coder and
decoder will become more apparent upon reading of the following non restrictive
description of embodiments thereof, given by way of illustrative examples only with

reference to the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS
[0011] In the appended drawings:

[0012] Figure 1 is a schematic block diagram of an example of CELP coder using, in

this non-limitative example, ACELP;
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[0013] Figure 2 is a schematic block diagram of an example of CELP decoder using, in

this non-limitative example, ACELP;

[0014] Figure 3 is a schematic block diagram of a CELP coder using a first structure of

modified CELP model, and including a first codebook arrangement;

[0015] Figure 4 is a schematic block diagram of a CELP decoder in accordance with
the first structure of modified CELP model;

[0016] Figure 5 is a schematic block diagram of a CELP coder using a second structure

of modified CELP model, including a second codebook arrangement; and

[0017] Figure 6 is a schematic block diagram of an example of general, modified CELP

coder with a classifier for choosing between different codebook structures.
DETAILED DESCRIPTION
[0018] Figure 1 shows the main components of an ACELP coder 100.

[0019] In Figure 1, yi(n) is the filtered adaptive codebook excitation signal (i.e. the
zero-state response of the weighted synthesis filter to the adaptive codebook vector v(n)),
and y»(n) is similarly the filtered innovative codebook excitation signal. The signals x;(r)
and x(n) are target signals for the adaptive and the innovative codebook searches,
respectively. The weighted synthesis filter, denoted as H(z), is the cascade of the LP
synthesis filter 1/4(z) and a perceptual weighting filter W(z), i.e. H(z) = [1/A(2)] W(z).

[0020] The LP filter 4(z) may present, for example, in the z-transform, the transfer

M
function A(z)=Zalz” , where a, represent the linear prediction coefficients (LP
i=0

coefficients) with g, =1, and M is the number of linear prediction coefficients (order of

LP analysis). The LP coefficients a, are determined in an LP analyzer (not shown) of the
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ACELP coder 100. The LP analyzer is described for example in the aforementioned article
[3GPP TS 26.190 “Adaptive Multi-Rate - Wideband (AMR-WB) speech codec;
Transcoding functions”] and, therefore, will not be further described in the present

disclosure.

[0021] An example of perceptual weighting filter can be W(z) = A(z/y;)/A(z/y2) where y;
and y, are constants having a value between 0 and 1 and determining the frequency

response of the perceptual weighting filter W(z).

Adaptive codebook search

[0022] In the ACELP coder 100 of Figure 1, an adaptive codebook search is performed
in the adaptive codebook stage 120 during each sub-frame by minimizing the mean-squared
weighted error between the original and synthesized speech. This is achieved by

maximizing the term

(ixl (n)y1<n)j

S =G ; )
Zyl (m)y(n)

[0023] where x)(n) is the above mentioned target signal, y;(n) is the above mentioned

filtered adaptive codebook excitation signal, and N is the length of a sub-frame.

[0024] Target signal x;(n) is obtained by first processing the input sound signal s(n), for
example speech, through the perceptual weighting filter W(z) 101 to obtain a perceptually
weighted input sound signal s, (7). A subtractor 102 then subtracts the zero-input response
of the weighted synthesis filter H(z) 103 from the perceptually weighted input sound signal
sw(n) to obtain the target signal x;(n) for the adaptive codebook search. The perceptual
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weighting filter W(z) 101, the weighted synthesis filter H(z)=W(z)/A(z) 103, and the
subtractor 102 may be collectively defined as a calculator of the target signal x;(n) for the

adaptive codebook search.

[0025] An adaptive codebook index T (pitch delay) is found during the adaptive
codebook search. Then the adaptive codebook gain g, (pitch gain), for the adaptive

codebook index 7T found during the adaptive codebook search, is given by

S 5, (m)y " (n)
g, =22 — @
yi(my)y" (n)

3
=

=

>
<

[0026] For simplicity, the codebook index 7 is dropped from the notation of the filtered

adaptive codebook excitation signal. Thus signal y;(n) is equivalent to the signal y ).

[0027] The adaptive codebook index T and adaptive codebook gain g, are quantized
and transmitted to the decoder as adaptive codebook parameters. The adaptive codebook
search is described in the aforementioned article [3GPP TS 26.190 “Adaptive Multi-Rate -
Wideband (AMR-WB) speech codec; Transcoding functions”] and, therefore, will not be

further described in the present disclosure.

Innovative codebook search

[0028] An innovative codebook search is performed in the innovative codebook stage
130 by minimizing, in the calculator 111, the mean square weighted error after removing

the adaptive codebook contribution, i.e.
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E =mkin{2 b ) - . ~y§">(n>]2}, G)

[0029] where the target signal x,(n) for the innovative codebook search is computed by
subtracting, through a subtractor 104, the adaptive codebook excitation contribution g, -

yi(n) from the adaptive codebook target signal x;(n).

x,(m)=xn)-g, »nn). 4)

[0030] The adaptive codebook excitation contribution is calculated in the adaptive
codebook stage 120 by processing the adaptive codebook vector v(n) at the adaptive
codebook index 7T from an adaptive codebook 121 (time-domain CELP codebook) through
the weighted synthesis filter H(z) 105 to obtain the filtered adaptive codebook excitation
signal y;(n) (i.e. the zero-state response of the weighted synthesis filter 105 to the adaptive
codebook vector v(n)), and by amplifying the filtered adaptive codebook excitation signal

yi1(n) by the adaptive codebook gain g, using amplifier 106.

[0031] The innovative codebook excitation contribution g, - v, (n) of Equation (3) is
calculated in the innovative codebook stage 130 by applying an innovative codebook index
k to an innovative codebook 107 to produce an innovative codebook vector c¢(n). The
innovative codebook vector c(n) is then processed through the weighted synthesis filter
H(z) 108 to produce the filtered innovative codebook excitation signal yg(k) (n). The filtered
innovative codebook excitation signal y,¥(n) is then amplified, by means of an amplifier
109, with innovation codebook gain g. to produce the innovative codebook excitation
contribution g, - y,¥(n) of Equation (3). Finally, a subtractor 110 calculate the term x(n)-
g yg(k) (n). The calculator 111 then squares the latter term and sums this term with other
corresponding terms x(n)- g, - ygﬂ‘) (n) at different values of 7 in the range from 0 to N-1. As
indicated in Equation (3), the calculator 11 repeats these operations for different innovative

codebook indexes k£ to find a minimum value of the mean square weighted error £ at a
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given innovative codebook index k, and therefore complete calculation of Equation (3). The
innovative codebook index k corresponding to the minimum value of the mean square

weighted error E is chosen.
[0032] In ACELP codebooks, the innovative codebook vector c(n) contains M pulses
with signs s; and positions m;, and is thus given by

c(n) =A§sj.5(n—mj), (5)

where s, == 1, and d(n) = 1 for n =0, and d(n) = 0 for n # 0.

[0033] Finally, minimizing E from Equation (3) results in the optimum innovative

codebook gain

=

" %, (1), (n)
NEDEVE (6)
(1, (m))

g

3
H
<

8¢

=

=
Il
[=1

[0034] The innovative codebook index k corresponding to the minimum value of the
mean square weighted error £ and the corresponding innovative codebook gain g, are
quantized and transmitted to the decoder as innovative codebook parameters. The
innovative codebook search is described in the aforementioned article [3GPP TS 26.190
“Adaptive Multi-Rate - Wideband (AMR-WB) speech codec; Transcoding functions™] and,

therefore, will not be further described in the present specification.

[0035] Figure 2 is a schematic block diagram showing the main components and the

principle of operation of an ACELP decoder 200.

[0036] Referring to Figure 2, the ACELP decoder 200 receives decoded adaptive

-8-
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codebook parameters including the adaptive codebook index 7 (pitch delay) and the
adaptive codebook gain g, (pitch gain). In an adaptive codebook stage 220, the adaptive
codebook index T is applied to an adaptive codebook 201 to produce an adaptive codebook
vector v(n) amplified with the adaptive codebook gain g, in an amplifier 202 to produce an

adaptive codebook excitation contribution 203.

[0037] Still referring to Figure 2, the ACELP decoder 200 also receives decoded
innovative codebook parameters including the innovative codebook index & and the
innovative codebook gain g.. In an innovative codebook stage 230, the decoded innovative
codebook index k is applied to an innovative codebook 204 to output a corresponding
innovative codebook vector. The vector from the innovative codebook 204 is then
amplified with the innovative codebook gain g. in amplifier 205 to produce an innovative

codebook excitation contribution 206.

[0038] The total excitation is then formed through summation in an adder 207 of the
adaptive codebook excitation contribution 203 and the innovative codebook excitation
contribution 206. The total excitation is then processed through a LP synthesis filter 1/4(z)

208 to produce a synthesis s’(n) of the original sound signal s(n), for example speech.

[0039] The present disclosure teaches to modify the CELP model such that another
additional codebook stage is used to form the excitation. Such another codebook is further
referred to as a transform-domain codebook stage as it encodes transform-domain
coefficients. The choice of a number of codebooks and their order in the CELP model are
described in the following description. A general structure of a modified CELP model is

further shown in Figure 6.

First structure of modified CELP model

[0040] Figure 4 is a schematic block diagram showing the first structure of modified
CELP model applied to a decoder using, in this non-limitative example, an ACELP

decoder. The first structure of modified CELP model comprises a first codebook

-9.
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arrangement including an adaptive codebook stage 220, a transform-domain codebook
stage 420, and an innovative codebook stage 230. As illustrated in Figure 4, the total

excitation e(n) 408 comprises the following contributions:

- In the adaptive codebook stage 220, an adaptive codebook vector v(n) is produced by
the adaptive codebook 201 in response to an adaptive codebook index T and scaled by
the amplifier 202 using adaptive codebook gain g, to produce an adaptive codebook

excitation contribution 203;

- In the transform-domain codebook stage 420, a transform-domain vector g(n) is
produced and scaled by an amplifier 407 using a transform-domain codebook gain g, to

produce a transform-domain codebook excitation contribution 409; and

- In the innovative codebook stage 230, an innovative codebook vector c(n) is produced
by the innovative codebook 204 in response to an innovative codebook index k& and
scaled by the amplifier 205 using innovation codebook gain g. to produce an innovative

codebook excitation contribution 409. This is illustrated by the following relation:
e(n)=g, v(n)+g, qn)+g.-c(n),n=0,..,N-1, (7)

[0041] This first structure of modified CELP model combines a transform-domain
codebook 402 in one stage 420 followed by a time-domain ACELP codebook or innovation
codebook 204 in a following stage 230. The transform-domain codebook 402 may use, for
example, a Discrete Cosine Transform (DCT) as the frequency representation of the sound
signal and an Algebraic Vector Quantizer (AVQ) decoder to de-quantize the transform-
domain coefficients of the DCT. It should be noted that the use of DCT and AVQ are
examples only; other transforms can be implemented and other methods to quantize the

transform-domain coefficients can also be used.

Computation of the target signal for the transform-domain codebook

-10-
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[0042] At the coder (Figure 3), the transform-domain codebook of the transform-
domain codebook stage 320 of the first codebook arrangement operates as follows. In a
given sub-frame (aligned with the sub-frame of the innovative codebook) the target signal
for the transform-domain codebook g;.(n) 300, ie. the excitation residual r(n) after

removing the scaled adaptive codebook vector g,v(n), is computed as
q,(n)=r(n)—g, v(n),n=0,. N1, (8)

[0043] where r(n) is the so-called target vector in residual domain obtained by filtering
the target signal x;(n) 315 through the inverse of the weighted synthesis filter H(z) with
zero states. The term v(n) 313 represents the adaptive codebook vector and g, 314 the

adaptive codebook gain.

Pre-emphasis filtering

[0044] In the transform-domain codebook, the target signal for the transform-domain

codebook gi(n) 300 is pre-emphasized with a filter F(z) 301. An example of a pre-

emphasis filter is F(z)=1/(1-ca-z™") with a difference equation given by

Gpa(M) =g, (M +0a-gq, ,(n=1), - )

[0045] where ¢;,(n) 300 is the target signal inputted to the pre-emphasis filter F(z) 301,
ginad(n) 302 is the pre-emphasized target signal for the transform-domain codebook and
coefficient o controls the level of pre-emphasis. In this non-limitative example, if the value
of a is set between 0 and 1, the pre-emphasis filter applies a spectral tilt to the target signal

for the transform-domain codebook to enhance the lower frequencies.

Transform calculation

-11-
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[0046] The transform-domain codebook also comprises a transform calculator 303 for
applying, for example, a DCT to the pre-emphasized target signal g, (n) 302 using, for
example, a rectangular non-overlapping window to produce blocks of transform-domain

DCT coefficients Qi «(k) 304. The DCT-II can be used, the DCT-II being defined as

Q,qk)= Zqin,d(n)cos[%(n+%)k:| » (10)

[0047] where k= 0,...,N-1, N being the sub-frame length.

Quantization

[0048] Depending on the bit-rate, the transform-domain codebook quantizes all blocks
or only some blocks of transform-domain DCT coefficients Q;, (k) 304 usually
corresponding to lower frequencies using, for example, an AVQ encoder 305 to produce
quantized transform-domain DCT coefficients Q4k) 306. The other, non quantized
transform-domain DCT coefficients Q;, 4(k) 304 are set to 0 (not quantized). An example of
AVQ implementation can be found in US Patent No. 7,106,228 of which the content is
herein incorporated by reference. The indices of the quantized and coded transform-domain
coefficients 306 from the AVQ encoder 305 are transmitted as transform-domain codebook

parameters to the decoder.

[0049] In every sub-frame, a bit-budget allocated to the AVQ is composed as a sum of
a fixed bit-budget and a floating number of bits. The AVQ encoder 305 comprises a
plurality of AVQ sub-quantizers for AVQ quantizing the transform-domain DCT
coefficients O, «(k) 304. Depending on the used AVQ sub-quantizers of the encoder 305,
the AVQ usually does not consume all of the allocated bits, leaving a variable number of
bits available in each sub-frame. These bits are floating bits employed in the following sub-
frame. The floating number of bits is equal to 0 in the first sub-frame and the floating bits
resulting from the AVQ in the last sub-frame in a given frame remain unused. The previous

description of the present paragraph stands for fixed bit rate coding with a fixed number of

-12-
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bits per frame. In a variable bit rate coding configuration, different number of bits can be
used in each sub-frame in accordance with a certain distortion measure or in relation to the
gain of the AVQ encoder 305. The number of bits can be controlled to attain a certain

average bit rate.

Inverse transform calculation

[0050] To obtain the transform-domain codebook excitation contribution in the time
domain, the transform-domain codebook stage 320 first inverse transforms the quantized
transform-domain DCT coefficients Q(k) 306 in an inverse transform calculator 307 using
an inverse DCT (iDCT) to produce an inverse transformed, emphasized quantized
excitation (inverse-transformed sound signal) ¢4 n) 308. The inverse DCT-II

(corresponding to DCT-III up to a scale factor 2/N) is used, and is defined as

qd(n>=%{%de)+§Qd<k>cos[%k(n+%m, a1

[0051] where n=0,...,N-1, N being the sub-frame length.

De-emphasis filtering

[0052] Then a de-emphasis filter 1/F(z) 309 is applied to the inverse transformed,
emphasized quantized excitation g4(») 308 to obtain the time-domain excitation from the
transform-domain codebook stage g(n) 310. The de-emphasis filter 309 has the inverse
transfer function (1/F(z)) of the pre-emphasis filter F(z) 301. In the non-limitative example
for pre-emphasis filter F(z) given above in Equation (9), the difference equation of the de-

emphasis filter 1/F(z) would be given by
q(m) =q,(n)-a-q,(n-1), (12)

[0053] where, in the case of the de-emphasis filter 309, g«n) 308 is the inverse

-13 -
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transformed, emphasized quantized excitation grn) 308 and g(n) 310 is the time-domain

excitation signal from the transform-domain codebook stage g(»).

Transform-domain codebook gain calculation and quantization

[0054] Once the time-domain excitation signal from the transform-domain codebook
stage g(n) 310 is computed, a calculator (not shown) computes the transform-domain
codebook gain as follows:

N-1

O a (), (k)

k=0
-1

g, = (13)

Al

Q.,(k)Q, (k)

==

=0

[0055] where Qi Ak) are the AVQ input transform-domain DCT coefficients 304, QAk)
are the AVQ output (quantized) transform-domain DCT coefficients 304, k is the
transform-domain coefficient index, £ =0,...,N-1, N being the number of transform-domain

DCT coefficients.

[0056] Still in the transform-domain codebook stage 320, the transform-domain
codebook gain from Equation (13) is quantized as follows. First, the gain is normalized by
the predicted innovation energy E,.q as follows:

&y

gq,norm = E ¢ (1 4)

pred

[0057] The predicted innovation energy E,.q is obtained as an average residual signal
energy over all sub-frames within the given frame, with subtracting an estimate of the

adaptive codebook contribution. That is

-14 -
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P-1

1 1 N-1 s
o =;Z{10 log (Xf-;r (n)H—O.S(CWM(O)+Cn0,m(1)),

i=0

[0058] where P is the number of sub-frames, and C,,,»(0) and Cm(1) the normalized
correlations of the first and the second half-frames of the open-loop pitch analysis,

respectively, and r(n) is the target vector in residual domain.

[0059] Then the normalized gain g,.m is quantized by a scalar quantizer in a
logarithmic domain and finally de-normalized resulting in a quantized transform-domain
codebook gain. In an illustrative example, a 6-bit scalar quantizer is used whereby the
quantization levels are uniformly distributed in the log domain. The index of the quantized
transform-domain codebook gain is transmitted as a transform-domain codebook parameter

to the decoder.

Refinement of the adaptive codebook gain

[0060] When the first structure of modified CELP model is used, the time-domain
excitation signal from the transform-domain codebook stage g(n) 310 can be used to refine

the original target signal for the adaptive codebook search x,(n) 315 as
xl,updt(n) = xl (n)_gq .y3(n) > (15)

[0061] and the adaptive codebook stage refines the adaptive codebook gain using
Equation (2) with x; ,,4(r) used instead of x;(r). The signal y3(n) is the filtered transform-
domain codebook excitation signal obtained by filtering the time-domain excitation signal
from the transform-domain codebook stage g(n) 310 through the weighted synthesis filter
H(z) 311 (i.e. the zero-state response of the weighted synthesis filter H(z) 311 to the

transform-domain codebook excitation contribution g(r)).

Computation of the target vector for innovative codebook search
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[0062] When the transform-domain codebook stage 320 is used, computation of the

target signal for innovative codebook search x;(n) 316 is performed using Equation (4) with

x1(n) = X1 ypad(n) and with g, = g, ypar, 1.€.,

X) (n) = xi,updt (n) - gp,updt "N (n)

16
=x(n) =&, ¥;(M) =&, ypu " 1(1) (16)

[0063] Referring to Figure 3, amplifier 312 performs the operation g,- yi(n) to
calculate the transform-domain codebook excitation contribution, and subtractors 104 and

317 perform the operation x((1) - gp upar - Y1(1) - &4 - ¥3(1).

[0064] Similarly, the target signal in residual domain #(») is updated for the innovative

codebook search as follows:
Vo (M) =1(M) =&, q(N) = &, s V(1) - (17)
[0065] The innovative codebook search is then applied as in the ACELP model.

Transform-domain codebook in the decoder

[0066] Referring back to Figure 4, at the decoder, the excitation contribution 409 from
the transform-domain codebook stage 420 is obtained from the received transform-domain
codebook parameters including the quantized transform-domain DCT coefficients Q (k)

and the transform-domain codebook gain g,.

[0067] The transform-domain codebook first de-quantizes the received, decoded
(quantized) quantized transform-domain DCT coefficients Q4 k) using, for example, an
AVQ decoder 404 to produce de-quantized transform-domain DCT coefficients. An inverse
transform, for example inverse DCT (iDCT), is applied to these de-quantized transform-
domain DCT coefficients through an inverse transform calculator 405. At the decoder, the

transform-domain codebook applies a de-emphasis filter 1/F(z) 406 after the inverse DCT
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transform to form the time-domain excitation signal g(n) 407. The transform-domain
codebook stage 420 then scales, by means of an amplifier 407 using the transform-domain
codebook gain g,, the time-domain excitation signal g(n) 407 to form the transform-domain

codebook excitation contribution 409.

[0068] The total excitation 408 is then formed through summation in an adder 410 of
the adaptive codebook excitation contribution 203, the transform-domain codebook
excitation contribution 409, and the innovative codebook excitation contribution 206. The
total excitation 408 is then processed through the LP synthesis filter 1/4(z) 208 to produce a

synthesis s’(n) of the original sound signal, for example speech.

Transform-domain codebook bit-budget

[0069] Usually the higher the bit-rate, the more bits are used by the transform-domain
codebook leaving the size of the innovative codebook the same across the different bit-
rates. The above disclosed first structure of modified CELP model can be used at high bit
rates (around 48 kbit/s and higher) to encode speech signals practically transparently and to

efficiently encode generic audio signals as well.

[0070] At such high bit rates the vector quantizer of the adaptive and innovative
codebook gains may be replaced by two scalar quantizers. More specifically, a linear scalar
quantizer is used to quantize the adaptive codebook gain g, and a logarithmic scalar

quantizer is used to quantize the innovative codebook gain g..

Second structure of modified CELP model

[0071] The above described first structure of modified CELP model using a transform-
domain codebook stage followed by an innovative codebook stage (Figure 3) can be further
adaptively changed depending on the characteristics of the input sound signal. For example,
in coding of inactive speech segments, it may be advantageous to change the order of the

transform-domain codebook stage and the ACELP innovative codebook stage. Therefore,
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the second structure of modified CELP model uses a second codebook arrangement
combining the time-domain adaptive codebook in a first codebook stage followed by a
time-domain ACELP innovative codebook in a second codebook stage followed by a
transform-domain codebook in a third codebook stage. The ACELP innovative codebook of

the second stage usually may comprise very small codebooks and may even be avoided.

[0072] Contrary to the first structure of modified CELP model where the transform-
domain codebook stage can be seen as a pre-quantizer for the innovative codebook stage,
the transform-domain codebook stage in the second codebook arrangement of the second
structure of modified CELP model is used as a stand-alone third-stage quantizer (or a
second-stage quantizer if the innovative codebook stage is not used). Although the
transform-domain codebook stage puts usually more weights in coding the perceptually
more important lower frequencies, contrary to the transform-domain codebook stage in the
first codebook arrangement to whiten the excitation residual after subtraction of the
adaptive and innovative codebook excitation contributions in all the frequency range. This

can be desirable in coding the noise-like (inactive) segments of the input sound signal.

Computation of the target signal for the transform-domain codebook

[0073] Referring to Figure 5, which is a block diagram of the second structure of
modified CELP model, the transform-domain codebook stage 520 operates as follows. In a
given sub-frame, the target signal for the transform-domain codebook search x3(n) 518 is
computed by a calculator using the subtractor 104 subtracting from the adaptive codebook
search target signal x;(n) the filtered adaptive codebook excitation signal y;(n) scaled by the
amplifier 106 using adaptive codebook gain g, to form the innovative codebook search
target signal x»(n), and a subtractor 525 subtracting from the innovative codebook search
target signal x(n) the filtered innovative codebook excitation signal y,(n) scaled by the
amplifier 109 using innovative codebook gain g, (if the innovative codebook is used), as

follows:
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X (m)y=x(m-g, »nn)-g. y,n) n=0,. N1 (18)

[0074] The calculator also filters the target signal for the transform-domain codebook
search x3(n) 518 through the inverse of the weighted synthesis filter H(z) with zero states
resulting in the residual domain target signal for the transform-domain codebook search

ui(n) 500.

Pre-emphasis filtering

[0075] The signal u;(n) 500 is used as the input signal to the transform-domain
codebook search. In this non-limitative example, in the transform-domain codebook, the
signal u;,(n) 500 is first pre-emphasized with filter F(z) 301 to produce pre-emphasized
signal u;, «(n) 502. An example of such a pre-emphasis filter is given by Equation (9). The
filter of Equation (9) applies a spectral tilt to the signal u;,(n) 500 to enhance the lower

frequencies.

Transform calculation

[0076] The transform-domain codebook also comprises, for example, a DCT applied by
the transform calculator 303 to the pre-emphasized signal u;, (r) 502 using, for example, a
rectangular non-overlapping window to produce blocks of transform-domain DCT

coefficients U, (k) S04. An example of the DCT is given in Equation (10).

Quantization

[0077] Usually all blocks of transform-domain DCT coefficients U, (k) 504 are
quantized using, for example, the AVQ encoder 305 to produce quantized transform-
domain DCT coefficients Uxgk) 506. The quantized transform-domain DCT coefficients
U«k) 506 can be however set to zero at low bit rates as explained in the foregoing
description. Contrary to the transform-domain codebook of the first codebook arrangement,

the AVQ encoder 305 may be used to encode blocks with the highest energy across all the
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bandwidth instead of forcing the AVQ to encode the blocks corresponding to lower

frequencies.

[0078] Similarly to the first codebook arrangement, a bit-budget allocated to the AVQ
in every sub-frame is composed as a sum of a fixed bit-budget and a floating number of
bits. The indices of the coded, quantized transform-domain DCT coefficients Ugk) 506
from the AVQ encoder 305 are transmitted as transform-domain codebook parameters to

the decoder.

[0079] In another non-limitative example, the quantization can be performed by
minimizing the mean square error in a perceptually weighted domain as in the CELP
codebook search. The pre-emphasis filter F(z) 301 described above can be seen as a simple
form of perceptual weighting. More elaborate perceptual weighting can be performed by
filtering the signal u;,(n) 500 prior to transform and quantization. For example, replacing
the pre-emphasis filter F(z) 301 by the weighted synthesis filter W(z)/4(z) is equivalent to
transforming and quantizing the target signal x3(n). The perceptual weighting can be also
applied in the transform domain, e.g. by multiplying the transform-domain DCT
coefficients Uj, fk) 504 by a frequency mask prior to quantization. This will eliminate the
need of pre-emphasis and de-emphasis filtering. The frequency mask could be derived from

the weighted synthesis filter W(z)/A(z).

Inverse transform calculation

[0080] The quantized transform-domain DCT coefficients Ugk) 506 are inverse
transformed in inverse transform calculator 307 using, for example, an inverse DCT (iDCT)
to produce an inverse transformed, emphasized quantized excitation uy(n) 508. An example

of the inverse transform is given in Equation (11).

De-emphasis filtering

[0081] The inverse transformed, emphasized quantized excitation wuym) 508 is
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processed through the de-emphasis filter 1/F(z) 309 to obtain a time-domain excitation
signal from the transform-domain codebook stage u(n) 510. The de-empbhasis filter 309 has
the inverse transfer function of the pre-emphasis filter F(z) 301; in the non-limitative
example for pre-emphasis filter F(z) described above, the transfer function of the de-

emphasis filter 309 is given by Equation (12).

[0082] The signal y;(n) 516 is the transform-domain codebook excitation signal
obtained by filtering the time-domain excitation signal u(n) 510 through the weighted
synthesis filter H(z) 311 (i.e. the zero-state response of the weighted synthesis filter H(z)

311 to the time-domain excitation signal u(n) 510).

[0083] Finally, the transform-domain codebook excitation signal y3(n) 516 is scaled by

the amplifier 312 using transform-domain codebook gain g,.

Transform-domain codebook gain calculation and guantization

[0084] Once the transform-domain codebook excitation contribution u(n) 510 is

computed, the transform-domain codebook gain g, is obtained using the following relation:

S U, (WU (8)
1 , 19)
U, (U, (k)

k=0

k

=(L

8=

[0085] where U, Ak) 504 the AVQ input transform-domain DCT coefficients and U4k)
506 are the AVQ output quantized transform-domain DCT coefficients.

[0086] The transform-domain codebook gain g, is quantized using the normalization by
the innovative codebook gain g.. In one example, a 6-bit scalar quantizer is used whereby
the quantization levels are uniformly distributed in the linear domain. The index of the
quantized transform-domain codebook gain g, is transmitted as transform-domain

codebook parameter to the decoder.
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Limitation of the adaptive codebook contribution

[0087] When coding the inactive sound signal segments, for example inactive speech
segments, the adaptive codebook excitation contribution is limited to avoid a strong
periodicity in the synthesis. In practice, the adaptive codebook gain g, is usually
constrained by 0 <g, <1.2. When coding an inactive sound signal segment, a limiter is
provided in the adaptive codebook search to constrain the adaptive codebook gain g, by

0<g,<0.65.

Transform-domain codebook in the decoder

[0088] At the decoder, the excitation contribution from the transform-domain codebook
1s obtained by first de-quantizing the decoded (quantized) transform-domain (DCT)
coefficients (using, for example, an AVQ decoder (not shown)) and applying the inverse
transform (for example inverse DCT (iDCT)) to these de-quantized transform-domain
(DCT) coefficients. Finally, the de-emphasis filter 1/F(z) is applied after the inverse DCT
transform to form the time-domain excitation signal u(n) scaled by the transform-domain

codebook gain g, (see transform-domain codebook 402 of Figure 4).

[0089] At the decoder, the order of codebooks and corresponding codebook stages
during the decoding process is not important as a particular codebook contribution does not
depend on or affect other codebook contributions. Thus the second codebook arrangement
in the second structure of modified CELP model can be identical to the first codebook
arrangement of the first structure of modified CELP model of Figure 4 with g(n) = u(n) and

the total excitation is given by Equation (7).

[0090] Finally, the transform-domain codebook is searched by subtracting through a
subtractor 530 (a) the time-domain excitation signal from the transform-domain codebook
stage u(n) processed through the weighted synthesis filter H(z) 311 and scaled by
transform-domain codebook gain g, from (b) the transform-domain codebook search target

signal x3(n) 518, and minimizing error criterion min {|err0r(n)]2} in calculator 511, as
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illustrated in Figure 5.

General modified CELP model

[0091] A general modified CELP coder with a plurality of possible structures is shown

in Figure 6.

[0092] The CELP coder of Figure 6 comprises a selector of an order of the time-domain
CELP codebook and the transform-domain codebook in the second and third codebook
stages, respectively, as a function of characteristics of the input sound signal. The selector
may also be responsive to the bit rate of the codec using the modified CELP model to select
no codebook in the third stage, more specifically to bypass the third stage. In the latter case,

no third codebook stage follows the second one.

[0093] As illustrated in Figure 6, the selector may comprise a classifier 601 responsive
to the input sound signal such as speech to classify each of the successive frames for
example as active speech frame (or segment) or inactive speech frame (or segment). The
output of the classifier 601 is used to drive a first switch 602 which determines if the
second codebook stage after the adaptive codebook stage is ACELP coding 604 or
transform-domain (TD) coding 605. Further, a second switch 603 also driven by the output
of the classifier 601 determines if the second ACELP stage 604 is followed by a TD stage
or if the second TD stage 605 is followed by an ACELP stage 607. Moreover, the classifier
601 may operate the second switch 603 in relation to an active or inactive speech frame and
a bit rate of the codec using the modified CELP model, so that no further stage follows the
second ACELP stage 604 or second TD stage 605.

[0094] In an illustrative example, the number of codebooks (stages) and their order in a
modified CELP model are shown in Table I. As can be seen in Table I, the decision by the
classifier 601 depends on the signal type (active or inactive speech frames) and on the

codec bit-rate.
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Table I — Codebooks in an example of modified CELP model (ACB stands for adaptive
codebook and TDCB for transform-domain codebook)

Codec Bit Rate Active Speech Frames Inactive Speech Frames
16 kbit/s ACB—ACELP ACB—ACELP
24 kbit/s ACB—ACELP ACB—ACELP
32 kbit/s ACB—TDCB—ACELP ACB—ACELP—-TDCB
48 kbit/s ACB—TDCB—ACELP ACB— ACELP—TDCB

[0095] Although examples of implementation are given herein above with reference to
an ACELP model, it should be kept in mind that a CELP model other than ACELP could be
used. It should also be noted that the use of DCT and AVQ are examples only; other
transforms can be implemented and other methods to quantize the transform-domain

coefficients can also be used.
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WHAT IS CLAIMED IS:

1. A codebook arrangement for use in coding an input sound signal, comprising:

a first codebook stage including one of a time-domain CELP codebook and a
transform-domain codebook; and

a second codebook stage following the first codebook stage and including the other

of the time-domain CELP codebook and the transform-domain codebook.

2. A codebook structure as defined in claim 1, further comprising a selector of an order
of the time-domain CELP codebook and the transform-domain codebook in the first and
second codebook stages, respectively, as a function of at least one of (a) characteristics of

the input sound signal and (b) a bit rate of the codec using the codebook structure.

3. A codebook structure as defined in claim 2, wherein the selector is responsive to
both the characteristics of the input sound signal and the bit rate of the codec using the

codebook structure to bypass the second codebook stage.

4. A codebook structure as defined in claim 2 or 3, wherein the selector comprises a
classifier of the input sound signal, and at least one switch controlled by the classifier to
change the order of the time-domain CELP codebook and the transform-domain codebook

in the first and second codebook stages.
5. A codebook structure as defined in claim 4, wherein the classifier classifies each of
successive segments of the input sound signal as active speech segment or inactive speech

segment.

6. A codebook structure as defined in any one of claims 1 to 5, comprising, before the

first stage, a stage comprising an adaptive codebook.
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7. A codebook structure as defined in claim 1, comprising a number of codebook
stages related at least one of (a) characteristics of the input sound signal and (b) a bit rate of

a codec using the codebook structure.

8. A coder of an input sound signal, comprising:

a first, adaptive codebook stage structured to search an adaptive codebook to find an
adaptive codebook index and an adaptive codebook gain;

a second codebook stage including one of a time-domain CELP codebook and a
transform-domain codebook; and

a third codebook stage following the second codebook stage and including the other
of the time-domain CELP codebook and the transform-domain codebook;

wherein the second and third codebook stages are structured to search the respective
time-domain CELP codebook and transform-domain codebook to find an innovative
codebook index, an innovative codebook gain, transform-domain coefficients, and a

transform-domain codebook gain.

9. A coder as defined in claim 8, further comprising a selector of an order of the time-
domain CELP codebook and the transform-domain codebook in the second and third
codebook stages, respectively, as a function of at least one of (a) characteristics of the input

sound signal and (b) a bit rate of the codec using the codebook structure.
10. A coder as defined in claim 9, wherein the selector is responsive to both the
characteristics of the input sound signal and a bit rate of the codec using the codebook

structure to bypass the third codebook stage.

11. A coder as defined in claim 9 or 10, wherein the selector comprises a classifier of

the input sound signal, and at least one switch controlled by the classifier to change the
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order of the time-domain CELP codebook and the transform-domain codebook in the

second and third codebook stages.

12. A coder as defined in claim 11, wherein the classifier classifies each of successive

segments of the input sound signal as active speech segment or inactive speech segment.

13. A coder as defined in any one of claims 8 to 12, wherein the transform-domain
codebook comprises a calculator of a transform of a transform-domain codebook target

signal and a quantizer of transform-domain coefficients from the transform calculator.

14. A coder as defined in claim 13, wherein the transform is a discrete cosine transform

and the quantizer is an algebraic vector quantizer.

15. A coder as defined in claim 13 or 14, wherein the transform-domain codebook
comprises a pre-emphasis filter processing the transform-domain codebook target signal

before supplying said transform-domain codebook target signal to the transform calculator.

16. A coder as defined in any one of claims 13 to 15, wherein the transform-domain
codebook stage further comprises a calculator of an inverse transform of quantized
transform-domain coefficients from the quantizer, a de-emphasis filter for processing the
inverse transformed, quantized transform-domain coefficients to produce a time-domain
excitation signal, a weighted synthesis filter for processing the time-domain excitation
signal to produce a filtered transform-domain codebook excitation signal, and an amplifier
using the transform-domain codebook gain for scaling the filtered transform-domain
codebook excitation signal to produce the transform-domain codebook excitation

contribution.
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17. A coder as defined in any one of claims 13 to 16, wherein the first, adaptive
codebook stage comprises an adaptive codebook supplied with an adaptive codebook index
to produce an adaptive codebook vector, and wherein the coder comprises a calculator of
the transform-domain codebook target signal using the adaptive codebook vector when the

transform-domain codebook is included in the second codebook stage.

18. A coder as defined in any one of claims 13 to 16, wherein:

the first, adaptive codebook stage comprises an adaptive codebook and computes an
adaptive codebook excitation contribution by supplying an adaptive codebook index to the
adaptive codebook to produce an adaptive codebook vector, processing the adaptive
codebook vector through a weighted synthesis filter to produce a filtered adaptive codebook
excitation signal, and amplifying the filtered adaptive codebook excitation signal with an
amplifier using an adaptive codebook gain to produce the adaptive codebook excitation
contribution; and

the time-domain CELP codebook stage comprises as the time-domain CELP
codebook an innovative codebook and computes an innovative codebook excitation
contribution by applying an innovative codebook index to the innovative codebook to
produce an innovative codebook vector, processing the innovative codebook vector through
a weighted synthesis filter to produce a filtered innovative codebook excitation signal, and
amplifying the filtered innovative codebook excitation signal with an amplifier using an

innovative codebook gain to produce the innovative codebook excitation contribution.

19. A coder as defined in claim 18, comprising a calculator of the transform-domain
codebook target signal using the adaptive codebook excitation contribution and the
innovative codebook excitation contribution when the transform-domain codebook is

included in the third codebook stage.
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20. A coder as defined in any one of claims 13 to 19, wherein the transform-domain
codebook stage comprises a bit budget allocated to the quantization by the quantizer that is

a sum of a fixed bit budget and a floating number of bits.

21. A coder as defined in claim 20, wherein the floating number of bits in a current sub-

frame comprises bits unused for the quantization in a previous sub-frame.

22. A coder as defined in any one of claim 13 to 21, wherein the transform-domain
codebook stage comprises a calculator of the transform-domain codebook gain using
transform-domain coefficients from the transform calculator and quantized transform-

domain coefficients from the quantizer.

23. A coder as defined in any one of claims 8 to 22, wherein the transform-domain
codebook stage produces a transform-domain codebook excitation contribution, and
wherein the adaptive codebook stage uses the transform-domain codebook excitation

contribution to refine an adaptive codebook gain.

24. A coder as defined in any one of claims 8 to 23, comprising a limiter of the adaptive

codebook gain in the presence of inactive sound signal segments.

229 .



WO 2012/151676

1/6

Sw(n)

PCT/CA2012/000441

/WV\N\J S v
/

101

speech signal /\/ 1 103
W(z) '| zero input response_ B

4@

120 ~ ‘T

W 2,
21—

past excitation

B e W g

Figure 1

min{|error(n)*}

L(1(

100

g

102



WO 2012/151676 PCT/CA2012/000441

2/6
200

201

203
207
synthesis
1 5'(n)
- o
A(z)
L— 208
AR |
: 06
205 Figure 2

204 230



WO 2012/151676 PCT/CA2012/000441

3/6
,\‘\MN\/ LUN P
qinn) - 300 speech signal
i | W(z) | zeroinput response

- @) |

301| F@)
- 315
qln,a(n) - 302 T 313 314 xl(n)

303{ DCT .‘i(i’)_, HE) »n) o 4
\rw.

past excitation

Oin k) - 304
Lo 307N 38 309y st Sl 317
305 | A;XS QAR et 4 yrey IO gy 2
/ xz(n)-316
320 k |t
TS| o) yan)

ST »l H

% (2)

"'1—""7"

min{lerré;(n)lz}

k311

Figure 3



WO 2012/151676 PCT/CA2012/000441

4/6
220

: ‘---‘adébtiYeTcéAciéBoéil(:' - ,
20‘ ’\ ‘ w(n)
Bl

past excitation

; " transform-domain codebook - 402 |
{404~ _ 405\‘ 406 407

AvQ \ , | g(n)
dec iDCT 1/F(z)

hJ

synthesis
NIECH

420




WO 2012/151676 PCT/CA2012/000441

speech signal

W(z) |zero input response
A(z)
7
ui"in) - 500 past excitation .
109
k :
Fo) : R o) [ e 2 | _; 525
301 VA o @
Ui A1) - 502 -
Y i
pcr T 303
x3(n)- 518
Ui dk) - 504
Y 506 508 510 5261) Y
AVQ VAR per P4 Ry 0 He ——»-»—o(y > w —)__530
] } ] 3
205 Yo% minlerror()’}

520 Figure 5 N \

SN



WO 2012/151676 PCT/CA2012/000441

6/6

Y

input signal

y

classxﬁer‘_\. G0 ‘

()
A(@)

.,,,|,W},,,_v.<::z

past excitation

"""""""" GO4
605 «
kransfo N f(")
ransiorm 1
&0 L Go
/v
innov.| ¢() q(n) transform
a0 il E

min{lerror(n)’}

Figure 6



INTERNATIONAL SEARCH REPORT International application No.

PCT/CA2012/000441

A CLASSIFICATION OF SUBJECT MATTER
IPC: G10L 19/12 (2006.01)
According to International Patent Classitication (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)

IPC: GIOL 19712 (2006.01)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Google, Google Scholar

Electronic database(s) consulted during the mternational search (name of database(s) and, where practicable, search terms used)

EPOQUE (English Full-Text), Canadian Patent Database (adaptive, innovative, codebook, stage. time, transform, domain, CELP, ACELP,
TCX, AMR-WB, mode, classifier, switch)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Categorv* | Citation of document, with mdication, where appropriate, of the relevant passages Relevant to claim No.

X WO 2011/048094 Al (Geiger et al.) 28 April 2011 (28-04-11) 1-24

* whole document *

A WO 2009/033288 Al (Salami et al.) 19 March 2009 (19-03-2009) 1-24
* paragraphs [0024]-[0047] *
* Figures 2a, 2b *

A US 2007/0225971 Al (Bessette) 27 September 2007 (27-09-2007) 1-24

* paragraphs [0018]. [0161]-[0163]. [0220]-[0227] *
* Figures 1 and 18 *

[X] Further documents are listed in the continuation of Box C. [X] See patent tamily annex.

* Special categories of cited documents “T" later document published after the mternational tiling date or priority
date and not in conflict with the application but cited to understand
CAT document defining the general state of the art which is not considered the principle or theory underlying t]he invention

to be of particular relevance

X" document of particular relevance; the claimed invention cannot be

“E” earlier application or patent but published on or after the mternational
tiling date

considered novel or cannot be considered to mvolve an inventive
step when the document is taken alone

“L” document which may throw doubts on priority claim(s) or which is “Y"  document of particular relevance; the claimed invention cannot be
cited to establish the publication date of another citation or other considered to mvolve an inventrve step when the document is
special reason (as specified) combined with one or more other such documents, such cambination

being obvious to a person skilled in the art

07 document referring to an oral disclosure, use, exhibition or other means

“&”  document member of the same patent tamily

P document published prior to the international filing date but later than

the priority date claimed

Date of the actual completion of the international search Date of mailing of the international search report

10 July 2012 (10-07-2012) 27 July 2012 (27-07-2012)

Name and mailing address of the ISA/CA Authorized officer
Canadian Intellectual Property Oftfice

Place du Portage I, C114 - 1st Floor, Box PCT
50 Victoria Street

Gatineau, Quebec K1A 0C9

Facsimile No.: 001-819-953-2476

Ryan Reynolds (819) 994-7491

Form PCT/ISA/210 (second sheet ) (July 2009) Page 2 of 4




INTERNATIONAL SEARCH REPORT International application No.
PCT/CA2012/000441

C (Continuation). DOCUMENTS CONSIDERED TO BE RELEVANT

Category* | Citation of document, with indication, where appropriate, of the relevant passages |Relevant to claim No.

A Bessette et al., “Universal Speech/Audio Coding Using Hybrid ACELP/TCX 1-24
techniques™, 2005 IEEE International Conference on Speech, Acoustics and
Signal Processing, [CASSP 03, Vol. 3, 23 March 2005, pages 111/301 - 111/304

* whole document *

Form PCT/ISA/210 (continuation of second sheet) (July 2009) Page 3 of 4



INTERNATIONAL SEARCH REPORT

International application No.

Information on patent family members PCT/CA2012/000441

Patent Document Publication Patent Family Publication

Cited in Search Report Date Member(s) Date

WO2011048094A1 28 April 2011 (28-04-2011) AR078703A1 30 November 2011 (30-11-2011)
CA2778240A1 28 April 2011 (28-04-2011)

WO2009033288A1 19 March 2009 (19-03-2009) CN101842833A 22 September 2010 (22-09-2010)
JP2010539528A 16 December 2010 (16-12-2010)
US2010280831A1 04 November 2010 (04-11-2010)

US2007225971A1 27 September 2007 (27-09-2007)AU2005213726A1 25 August 2005 (25-08-2005)

BRPIO507838A
CA2457988A1
CA2556797A1
CN1957398A
CN1957398B
EP1719116A1
EP1719116A4
JP4861196B2
JP2007525707A
RU2389085C2
US87933768B2
US2007282603A1
Us7979271B2
US2007147518A1
WO2005078706A1

10 July 2007 (10-07-2007)
18 August 2005 (18-08-2005)
25 August 2005 (25-08-2005)
02 May 2007 (02-05-2007)
21 September 2011 (21-09-2011)
08 November 2006 (08-11-2006)
29 August 2007 (29-08-2007)
25 January 2012 (25-01-2012)
06 September 2007 (06-09-2007)
10 May 2010 (10-05-2010)
26 April 2011 (26-04-2011)
06 December 2007 (06-12-2007)
12 July 2011 (12-07-2011)
28 June 2007 (28-06-2007)
25 August 2005 (25-08-2005)

Form PCT/ISA/210 (patent family annex ) (July 2009)

Page 4 of 4




	Page 1 - front-page
	Page 2 - description
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - claims
	Page 27 - claims
	Page 28 - claims
	Page 29 - claims
	Page 30 - claims
	Page 31 - drawings
	Page 32 - drawings
	Page 33 - drawings
	Page 34 - drawings
	Page 35 - drawings
	Page 36 - drawings
	Page 37 - wo-search-report
	Page 38 - wo-search-report
	Page 39 - wo-search-report

