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(57) ABSTRACT 
A method comprises receiving content from at least one 
Source, processing the content to identify an object in the 
content, assigning an identifier to the object based on the 
processing, permitting viewer selection of the object iden 
tifier, and providing additional information for presentation 
to a viewer of the content responsive to viewer selection of 
the object identifier. The content in some embodiments 
comprises live video from at least one live video source. For 
example, the content may comprise at least a portion of a 
panoramic video comprising a combination of multiple live 
videos from respective ones of a plurality of video sources. 
The panoramic video may be digitally cropped and scaled 
before a resulting version of the content is provided for 
presentation to the viewer. A plurality of different digitally 
cropped and scaled versions of the content from the pan 
oramic video can be generated and made available to the 
viewer. 
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METHODS AND APPARATUS FOR 
CONTENT INTERACTION 

PRIORITY CLAIM 

The present application claims priority to U.S. Provisional 
Patent Application Ser. No. 62/049,682, filed Sep. 12, 2014 
and entitled “Methods and Apparatus for Content Interac 
tion,” which is incorporated by reference herein in its 
entirety. 10 

FIELD 

The field relates generally to live video and other types of 
media content, and more particularly to processing of media 
COntent. 

15 

BACKGROUND 

2O 
The rapidly growing use of mobile devices such as 

laptops, tablets and cellphones has greatly diversified the 
modes of media consumption. Despite recent advances in 
this area, a need remains for improved techniques for user 
interaction with live video and other types of media content. 25 

SUMMARY 

Illustrative embodiments of the invention significantly 
enhance user interaction with live video and other types of 
media content. By way of example only, this is done in some 
embodiments by providing a user with a multitude of 
options to view content in real time as well as archived 
versions, and to interact and share content and observations 
with other users via social media. Numerous other combi- 35 
nations of content interaction features can be provided in 
other embodiments. 

In one embodiment, a method comprises receiving con 
tent from at least one source, processing the content to 
identify an object in the content, assigning an identifier to 
the object based on the processing, permitting viewer selec 
tion of the object identifier, and providing additional infor 
mation for presentation to a viewer of the content responsive 
to viewer selection of the object identifier. 

The content in some embodiments comprises live video 
from at least one live video source. For example, the content 
may comprise at least a portion of a panoramic video 
comprising a combination of multiple live videos from 
respective ones of a plurality of video sources. The pan 
oramic video may be digitally cropped and scaled before a 
resulting version of the content is provided for presentation 
to the viewer. 
A plurality of different digitally cropped and scaled ver 

sions of the content from the panoramic video can be 
generated and made available to the viewer. 

Other embodiments utilize player identification algo 
rithms to identify and track particular players in video or 
other content streams. For example, tracked player views 
can be generated for each of a plurality of players with a 
given one of the tracked player views being provided for 
presentation on a given mobile device responsive to selec 
tion input received from a corresponding user. 
Some embodiments involve separation of background and 

foreground portions of the video. Such arrangements can be 
used to facilitate functionality Such as player identification 
and tracking, anti-aliasing and ad insertion. 
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2 
Numerous alternative arrangements of content processing 

can be used in other embodiments. 

BRIEF DESCRIPTION OF THE FIGURES 

FIG. 1 shows an exemplary content delivery system in an 
illustrative embodiment. 

FIG. 2 illustrates a client application architecture and 
other system component architectures utilized in the content 
delivery system of FIG. 1. 

FIGS. 3A and 3B illustrate respective initial game view 
and specific camera view screens of a camera view selection 
portion of the client application in the FIG. 1 system. 

FIG. 4 shows a player identification algorithm chain. 
FIG. 5 shows a player uniform having a preassigned 

player indicator that is detectable through video processing. 
FIG. 6 illustrates selecting start and end times of a video 

clip. 
FIG. 7 illustrates sharing a video clip using Social media. 
FIG. 8 illustrates selecting and sharing a video clip from 

a personal archive. 

DETAILED DESCRIPTION 

Embodiments of the invention will be illustrated herein in 
conjunction with exemplary content delivery systems that 
include particular arrangements of networks, devices and 
other components. It should be understood, however, that 
embodiments of the invention are more generally applicable 
to a wide variety of other types of content delivery systems 
and associated networks, devices or techniques. The term 
“content” as used herein is intended to be broadly construed 
So as to encompass, for example, live video or other types of 
multimedia streams as well as other types of content that are 
deliverable to devices over one or more networks in a 
content delivery system. 

Embodiments of the invention include but are not limited 
to methods, apparatus, systems, processing devices, inte 
grated circuits, and computer-readable storage media having 
computer program code embodied therein. 
Some illustrative embodiments described herein advan 

tageously provide an interactive, dynamic experience for an 
event viewer by providing a unique set of features to enrich 
the viewing experience, particularly in a mobile environ 
ment. For example, these features in the context of a game 
being viewed as a live event on a mobile device can allow 
the user to interact with other users via Social media, get 
additional information about the game, players and teams by 
selecting a player with a finger tap, play a videogame in 
conjunction with the live event, and even gamble where 
allowed by law. 

FIG. 1 shows a content delivery system 100 in one 
embodiment. In this embodiment, the system comprises 
Software and hardware elements including functions to 
encode and segment video, distribution methods to make 
that video or related content available to a user regardless of 
physical location of the user, and a client application to 
present the information to the user in a convenient and easy 
to use format. Users that view content on a mobile device or 
other type of client device in the system 100 may be viewed 
as examples of what are more generally referred to herein as 
“viewers. 
The system 100 more particularly includes multiple cam 

era feeds 102. These camera feeds 102 are illustratively 
associated with respective cameras arranged to capture 
different views of a game or other live event taking place at 
a stadium, arena, field, site or other facility providing a 
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venue for the live event. Also associated with the facility is 
a server 103 that provides game clock and score information, 
or other types of information associated with the live event. 
Such information typically includes rapidly-changing meta 
data associated with the video provided by the camera feeds 
102. The camera feeds 102 are also referred to herein as 
respective “live sources' and other types of live sources can 
be used in other embodiments. 

The camera feeds 102 from respective multiple cameras at 
the facility are provided to an encoder 104, illustratively via 
Serial Digital Interface (SDI) connections, although other 
transport media can be used. A given Such camera illustra 
tively provides at least one video signal or other type of 
Video stream comprising a sequence of frames. Such frames 
comprise respective images, with each Such image compris 
ing an array of picture elements or 'pixels.” 
The encoder 104 encodes the video using a video encod 

ing technique Such as the H.264 standard, although numer 
ous other video encoding techniques can be used in other 
embodiments. The encoded video is then segmented in the 
encoder 104. This illustratively utilizes techniques for 
streaming of media over the Internet using hypertext transfer 
protocol (HTTP). For example, the segmenting of encoded 
video in the encoder 104 may involve use of Apple HTTP 
Live Streaming (HLS) protocol, Microsoft Smooth Stream 
ing (MSS), or another type of HTTP media streaming 
protocol. Other embodiments can be configured that involve 
media streaming without the use of HTTP. 

In conjunction with the encoding and segmentation of the 
Video in the encoder 104, the rapidly-changing metadata 
provided by the server 103 is obtained by the encoder 104. 
This is achieved using an HTTP GET request as indicated in 
the figure to obtain the current game clock, score and 
possibly other information. The HTTP GET request is 
directed by the encoder 104 to the server 103 as indicated. 
The obtained information is inserted into or otherwise 
associated with the video streams generated by the encoder 
104 from the camera feeds 102. Such video streams are 
examples of what are more generally referred to herein as 
“content streams. Numerous other types of content streams 
can be used. 
The encoder 104 may be implemented as part of a video 

server. Alternatively, the encoder may comprise multiple 
video servers. The term “encoder” as used herein is therefore 
intended to be broadly construed, and illustratively com 
prises arrangements of encoder/segmenter modules that per 
form encoding and segmentation of video for respective 
ones of a plurality of content streams from respective live 
SOUCS. 

The encoding and segmenting of the video in the encoder 
104 in Some embodiments may be implemented using 
techniques of the type described in U.S. patent application 
Ser. No. 14/546,614, filed Nov. 18, 2014 and entitled “Meth 
ods and Apparatus for Reducing Latency Shift in Switching 
between Distinct Content Streams,” which is incorporated 
by reference herein in its entirety. For example, illustrative 
embodiments of Such techniques are configured to generate 
a plurality of content streams offset from one another in time 
for each of multiple content streams corresponding to 
respective live sources. This may involve generating mul 
tiple content streams each comprising received content, with 
each content stream including segments comprising respec 
tive portions of the received content, and with different 
segmenting being utilized in generating respective ones of 
the content streams such that the segments in each of the 
content streams are offset in time relative to corresponding 
segments in the other ones of the streams. Generating the 
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4 
multiple content streams may comprise, for example, sepa 
rately encoding the received content for each of the content 
streams and then segmenting the encoded received content 
using staggered segmentation locations for respective ones 
of the content streams so as to offset the segments in each of 
the content streams from the corresponding segments in 
each of the other content streams. Such an arrangement can 
be used to reduce latency when Switching between content 
streams. It is to be appreciated, however, that utilization of 
Such techniques is not a requirement of the present embodi 
ment or other embodiments herein. 

In an embodiment that generates a plurality of content 
streams offset from one another in time for each live source, 
a separate set of encoder/segmenter modules may be pro 
vided within encoder 104 for each of the live sources. 
Additionally or alternatively, multiple instances of the 
encoder 104 can be implemented within the system 100, for 
example, with each Such encoder providing a set of encoder/ 
segmenter modules for just one of the live sources. Thus, a 
given implementation of encoder 104 comprising encoder/ 
segmenter modules can illustratively be associated with only 
one of the live sources. The term “encoder” as used herein 
is intended to be broadly construed, so as to encompass these 
and other arrangements of one or more sets of encoders and 
Segmenters. 
A given encoder/segmenter module may comprise a serial 

arrangement of an encoder and a segmenter, although in 
other embodiments separate modules can be used to imple 
ment respective encoding and segmentation functionality. 
Such modules may comprise, for example, an integrated 
circuit or a portion of an integrated circuit. 

Accordingly, the encoder 104 in some implementations 
can comprise an image graphics processor or other type of 
integrated circuit or portion thereof. An image graphics 
processor of this type can be used to perform image pro 
cessing operations such as cropping, Scaling, Stitching, 
object identification and tracking, background-foreground 
separation, etc. In some embodiments, an image graphics 
processor can alternatively be arranged between the camera 
feeds 102 and the encoder 104. It is therefore possible that 
an image graphics processor and the encoder 104 can be 
implemented as separate modules of the system 100. 

In some embodiments, the multiple live videos of the 
camera feeds 102 are combined into a panoramic video. For 
example, Such an arrangement can be achieved by using 
fixed cameras at the facility to generate respective video 
signals that are combined into the panoramic video. The 
generation of the panoramic video from the camera feeds 
102 can be implemented prior to encoding in the encoder 
104 using a panoramic video signal combiner not explicitly 
shown in the figure, possibly comprising a component of the 
above-noted image graphics processor. Other techniques for 
generating a panoramic video from the multiple live videos 
of the camera feeds 102 can be used in other embodiments. 
The camera feeds 102 in the case of panoramic video 

illustratively comprise feeds from respective fixed view 
ultra-high resolution cameras deployed within the facility. 
Such an arrangement avoids the cost and complexity asso 
ciated with requiring on-site operators to perform panning 
and Zooming for the respective cameras. Examples of fixed 
view ultra-high resolution cameras that may be utilized in a 
given panoramic view embodiment include digital cameras 
with 8KFull Ultra HD sensors by Red Digital. Such cameras 
can be used in conjunction with image graphics processing 
techniques that stitch together the video feeds from the 
multiple fixed cameras and combine them into a single 
panoramic view. In such an embodiment, the encoder 104 
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illustratively comprises or is otherwise associated with an 
image graphics processor configured to generate the pan 
oramic view from the multiple camera feeds 102. 
The resulting panoramic video can be digitally cropped 

and scaled in different ways to generate multiple distinct 
versions of the content for presentation to viewers via 
mobile devices of the system 100. Such an arrangement 
provides a viewer with additional flexibility in selection of 
viewing options. For example, a first one of the plurality of 
different digitally cropped and scaled versions of the content 
can be presented to a viewer, and then responsive to input 
from the viewer, a second one of the plurality of different 
digitally cropped and Scaled versions of the content can be 
presented to the viewer, possibly from a rewind point 
specified by the viewer. Thus, in some embodiments, a 
viewer can watch a particular camera view and then rewind 
with playback from a different camera view. 

Accordingly, generating a panoramic view provides the 
ability to generate a wide variety of different views, such as 
various player tracking views selectable by a user as 
described elsewhere herein. Also, the panoramic view can 
allow generation of replay views from any part of the arena 
or field, while also simplifying the separation of background 
and foreground portions of the video. For example, in some 
embodiments, the background and foreground portions are 
separated by separating the stationary part of an image 
sequence, representing the background, from the moving 
part of the image sequence, representing the foreground. 
Other background and foreground separation techniques can 
be used in other embodiments. 

Referring again to FIG. 1, the system 100 further com 
prises a replicator 105, a provisioner/event manager 106 
having a database 107, a plurality of video service servers 
(VSSs) 108, a plurality of web servers 110, and a plurality 
of mobile devices 112, also referred to as respective “mobile 
clients.” 
The encoded and segmented content streams generated 

from the camera feeds 102 are posted to the replicator 105 
using HTTP POST requests as indicated. The replicator 105 
distributes the content stream data to the appropriate VSSs 
108, again utilizing HTTP POST requests. A given one of the 
VSSs 108 provides functions that include file ingress and 
providing support for one or more of the web servers 110. 
The web servers 110 illustratively comprise Apache or 
Nginx servers, although a wide variety of other types of 
servers can be used in other embodiments. Although shown 
as separate components in the FIG. 1 embodiment, the VSSs 
108 and web servers 110 in other embodiments can be 
combined into server elements that combine the VSS and 
web server functionality. Such combined server elements in 
some embodiments can be implemented as distributed web 
servers, content delivery network (CDN) servers or other 
types of server elements. 

The VSSS 108 and web servers 110 are assumed in the 
present embodiment to utilize Apple HLS to distribute the 
content stream data to mobile devices 112. For example, as 
shown in the figure, a given mobile device 112 can utilize an 
HTTP GET request generated in accordance with the Apple 
HLS protocol to obtain particular portions of the content for 
presentation on that device. The particular number of VSSs 
108 and web servers 110 and their respective locations 
within the system 100 can be determined based on factors 
Such as user loading as well as geographical distribution and 
redundancy. Such an arrangement advantageously allows 
the system 100 to scale to a very large number of users. 

The provisioner/event manager 106 includes in its data 
base 107 information entered in advance of the live event 
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6 
taking place in the facility and captured by the cameras 
providing the respective camera feeds 102. Such informa 
tion includes authorization and event information provided 
to the mobile devices 112 as well commands provided to the 
encoder 104 and the replicator 105 regarding the particular 
manner in which the content from the camera feeds 102 will 
be processed for the event. The provisioner/event manager 
106 also provides commands to a player stats (playstats”) 
module 114 which is coupled to a corresponding player stats 
server 115. The player stats module 114 obtains player 
statistics and other related information from the player stats 
server 115 using HTTP GET requests as indicated. Such 
information is delivered by the player stats module 114 to 
the replicator 105 via HTTP POST requests as indicated. 
The replicator 105 can combine such information with the 
content streams received from the encoder 104 for delivery 
to the VSSs 108 in accordance with the commands provided 
by the provisioner/event manager 106. 
The web servers 110 store sets of video segments and 

associated index files for the content streams generated from 
the camera feeds 102. The index files are also referred to as 
“playlists. A wide variety of different arrangements of 
index files and associated video segments can be used in a 
given embodiment. 
A client application running on a given one of the mobile 

devices 112 is configured to query the provisioner/event 
manager 106 to find events available for the user to view. For 
example, the user can select a desired event from a list of 
available events provided to the given mobile device 112 by 
the provisioner/event manager 106. The client application is 
then directed to a specific web server 110 associated with a 
given one of the VSSs 108, from which it retrieves the video 
data of the appropriate event and camera view based on the 
user selection. Statistical and historical data may be pulled 
from the player stats server 115 and other databases of the 
system 100 in advance or responsive to user requests. For 
example, the user may select a player and request statistical 
information Such as the season or career three point shot 
completion percentages for the selected player. Numerous 
other types of professional or personal information about 
players can be provided. Such information may be obtained 
at least in part in advance from the player stats server 115 via 
the player stats module 114 and delivered to the VSSs 108 
and web servers 110 via the replicator 105. Numerous other 
types of Statistical and historical data can be provided to 
client applications running on the mobile devices 112 in 
conjunction with presentation of selected content streams. 
The system 100 further includes a monitor module 116 

having a database 117. The monitor module 116 interacts 
with a system administration (“SysAdmin') dashboard pro 
vided via computer 118 to a system administrator 120. The 
monitor module 116 receives logs and other information via 
secure sockets layer (SSL) from all servers of the system 100 
and provides alerts via email, SMS or other communications 
to the system administrator 120. It also processes HTTP 
GET requests and other requests such as asynchronous 
JavaScript and XML (AJAX) requests from the dashboard 
on computer 118. The monitor module 116 is generally 
configured to monitor the health of the system 100 and 
permit quick resolution of any issues so as to ensure a 
reliable customer experience. 

FIG. 2 shows a more detailed view of certain components 
of the system 100 in one embodiment. A portion 200 of the 
system 100 as shown includes a client application having a 
layered architecture 202, a central control component having 
layered architecture 204, and a VSS component having a 
layered architecture 206. The client application is assumed 
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to comprise a client application running on a given one of 
the mobile devices 112 of system 100 and the VSS compo 
nent is assumed to comprise a given one of the VSSs 108 and 
at least a portion of an associated web server 110. The 
central control component is assumed to comprise the pro 
visioner/event manager 106. 
The client application architecture 202 comprises layered 

elements including an address of service element, an authen 
tication element, a game selection element, a user interface 
(UI) webview element and a video player element. The 
client application is assumed to run in an operating system 
environment of the corresponding mobile device. Such an 
environment illustratively comprises an iOS or Android 
operating system, although other operating systems can be 
Supported in other embodiments. 
The central control architecture 204 comprises layered 

elements including an authentication element, an event 
manager element and a content library element. 
The VSS architecture 206 comprises layered elements 

including an event live element, a boxscores element and an 
HLS video element. 
The authentication element of the client application inter 

acts with the authentication element of the central control 
component to ensure that a given user is authorized to access 
the content streams associated with a particular event. This 
illustratively involves processing authentication information 
Such as a password, geolocation and version, although 
numerous other types of authentication information can be 
used. Once a user account has been established with the 
system, user-specific data can be maintained for that 
account, including user preferences such as preferred sports, 
teams, camera view(s), and modes of watching (e.g., user 
controlled view or director view). 
The game selection element of the client application 

interacts with the event manager element of the central 
control component. This may utilize information Such as 
event descriptions as well as an identifier (ID) and other 
information. The game selection element also interacts with 
the event live element of the VSS component. 

The UI webview element of the client application pro 
vides various UI controls, including controls for selecting 
particular camera views or other portions of a content 
stream, selecting desired player statistics, etc. The UI web 
view element illustratively interacts with the content library 
element of the central control component and the boxscores 
element of the VSS component. Interaction with the content 
library involves delivery of UI information in formats such 
as HTML, JS or CSS. Such information can additionally 
include icon information associated with various UI con 
trols. 

The video player element of the client application inter 
acts with the HLS video element of the VSS component. 
A given content stream played by the video player ele 

ment is overlaid with the UI webview in order to allow the 
user to select available options. The UI webview may be in 
the form of a browser window within the client application. 
Various user controls may be implemented using JavaScript 
running in the UI webview. The game selection element of 
the client application is additionally implemented using 
JavaScript. The game selection and UI webview elements 
are shown as shaded in the figure to indicate their use of 
JavaScript rather than native code of the operating environ 
ment. Native code of the operating environment of the 
mobile device is utilized in this embodiment for the address 
of service, authentication and video player elements of the 
client application. 
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8 
The interactions between the various elements of the 

component architectures 202, 204 and 206 are illustrative 
examples only, and additional or alternative interactions 
may occur in other embodiments. Moreover, different 
arrangements of elements can be included in a given com 
ponent in other embodiments. 
As indicated above, embodiments of the invention can 

include various combinations of viewer interactive features. 
For example, in order to make the user experience more 
interactive and dynamic a particular set of features can be 
implemented. As will become apparent, various combina 
tions of the features disclosed herein can significantly 
enhance the user experience when watching a sporting event 
from a mobile device, and in other event viewing contexts. 
Examples of such features are described in detail below. 
These and other features described below are assumed to 

be implemented in the content delivery system 100 of FIG. 
1 but can be implemented in other types of content delivery 
systems in other embodiments. It should be noted that a 
given embodiment may comprise only a single one of these 
features, various subsets of the features, or all of the fea 
tures. Also, other embodiments can include additional or 
alternative features that will be apparent to those skilled in 
the art based on the teachings provided herein. 

In some embodiments, users are permitted to select dif 
ferent camera views. This feature supports user selection of 
multiple video sources representing different camera views 
or mixed camera views. The different views can be views 
provided by respective ones of the camera feeds 102. 
Additionally or alternatively, the different views can be 
generated by digitally cropping and Scaling a panoramic 
view comprising a combination of multiple live videos from 
respective ones of the camera feeds 102. 

Examples of display Screens permitting user selection 
between multiple views are shown in FIGS. 3A and 3B. 
These display Screens are presented to a user by the client 
application running on a given one of the mobile devices 112 
in the FIG. 1 system. The views in these examples are 
different views of a live event, namely, a basketball game. 
The display screens of FIGS. 3A and 3B comprise respective 
initial game view and specific camera view screens of a 
camera view selection portion of the client application. 

Referring first to FIG. 3A, a display screen 300 comprises 
a view portion 302 and a control portion 304. The view 
portion presents multiple selectable camera views including 
abroadcast view 306 and additional camera views 308, 310, 
312, 314 and 316. The broadcast view 306 corresponds to 
the standard view currently being broadcast from the event, 
and is also referred to herein as the “broadcast feed.” Such 
a view generally corresponds to the televised view in the 
case of a televised event, and therefore typically changes 
between different camera views automatically as the event 
progresses. The additional camera views 308, 310, 312,314 
and 316 comprise respective close-up, left basket, wide, 
corner and right basket views, each providing a different 
camera view of the event. 

In this embodiment, the user is initially presented with a 
choice of multiple camera views and accordingly is permit 
ted to select between the various views 306 through 316. 
Assuming that the mobile device 112 has a touch-screen 
interface, a given one of the views is selected by tapping the 
corresponding camera window of the view portion 302 of 
the display screen 300. This causes the associated view to be 
presented as a full screen so as to occupy Substantially all of 
the view portion 302 of the display screen 300. It should be 
noted that the various views 306 through 316 are presented 
by way of example only, and numerous alternative arrange 
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ments of selectable multiple views can be provided in other 
embodiments. Other views may include alternative views of 
the field of play, the sidelines, or the audience, as well as 
additional views composed out of one or more of the camera 
feeds, such as a mixed view displaying all feeds in a single 
feed, or various picture-in-picture combinations. 
The user is able to select an initial view to start watching 

the event. As the event progresses, the user can easily Switch 
views to another available camera depending on the action 
of play or the desire of the user. 
The control portion 304 of the display screen 300 includes 

various selectable control icons for rewind, replay, fast 
forward and pause, as well as options to send portions of the 
Video to other users via messaging or email. 

FIG. 3B shows an example of a display screen 320 that is 
presented upon user selection of a particular camera view. 
The display screen 320 comprises a view portion 322 and a 
control portion 324. In this case, the selected camera view 
326 is presented as a full screen so as to occupy Substantially 
all of the view portion 322 of the display screen 320. The 
control portion 324 comprises control icons similar to those 
of the control portion 304 of display screen 300, but further 
includes additional selectable icons that indicate respective 
alternative selectable views. For example, a television icon 
if activated will change the selected camera view to the 
broadcast feed. Other icons correspond to other camera 
views that are selectable by the user via the control portion 
324 of the display screen 320. Also included is an icon that 
if activated will take the user to a start screen such as the 
display screen 300 that shows tiles of all the available views. 
As mentioned previously, the system 100 can be config 

ured to reduce latency when switching from one video 
stream to another using techniques such as those described 
in the above-cited U.S. patent application Ser. No. 14/546, 
614. 

Additionally or alternatively, the multiple camera views 
can be generated by digitally cropping and Scaling a pan 
oramic view that is formed as a combination of multiple live 
videos from respective ones of the camera feeds 102. 
The control portions 304 and 324 of the display screens of 

FIGS. 3A and 3B each provide controls associated with a 
live timeline navigation feature. This feature illustratively 
provides the user with an ability to go back to any point in 
a timeline of the game. In these embodiments, the feature is 
provided using rewind controls that take the user back a 
preset amount of time. The user can rewind to a particular 
point in the timeline and play the game from that point and 
can also return to a real-time view of the game. Another 
example of timeline navigation controls is shown in FIG. 6. 
The same or similar controls can be provided for viewing of 
an archived game or other event as opposed to a live event. 

Other implementations of this feature can permit the user 
to select any point in time and directly navigate to that point 
in the game. This facilitates the ability to select and save 
highlights as the user watches the game. For example, the 
control portion of the display screen could be configured to 
include a timeline in which the user drags a cursor to the 
desired point in the game and the video plays from that 
point. Additionally or alternatively, the control portion could 
allow the user to directly enter the desired time from the start 
of the game, based on the game clock or the actual time of 
the event. The time could be entered in a variety of different 
formats. For example, the user could enter 1:15 representing 
the delta time into the game, or 0:15 representing the time 
clock of the game or 8:15 PM representing the actual clock 
time. These selections all take the user to the same point in 
the game. 
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10 
The particular user interface display Screens shown in 

FIGS. 3A and 3B are presented by way of example only, and 
numerous alternative screen layouts, control mechanisms 
and other format characteristics can be used in other 
embodiments. Other examples of user interface display 
screens providing other content interaction features will be 
described below in conjunction with FIGS. 6, 7 and 8. 

In some embodiments, a player identification Zoom fea 
ture is included. This feature allows the user to select a 
player. Once a player has been selected the user can select 
display of a camera view that follows the player from that 
point onward. Additional information can be accessed and 
presented in conjunction with the camera view of the 
selected player, Such as Social media information, statistics 
or other information associated with that player. 
The player identification Zoom feature can be imple 

mented by receiving live video content from one or more of 
the camera feeds 102, processing the content to identify 
players in the content, assigning player identifiers to respec 
tive ones of the players, and permitting viewer selection of 
a particular one of the player identifiers. Additional infor 
mation is then presented to the viewer of the content 
responsive to viewer selection of the player identifier, such 
as the above-noted Social media information or statistics for 
the player. The player identification Zoom feature can 
include additional process steps, such as inserting player 
identification information in the content stream so as to 
support the viewer selection of a particular player identifier. 
At least portions of the player identification Zoom feature, 
Such as the processing of the content to identify players in 
the content, can be implemented using an image graphics 
processor or other similar video processing element associ 
ated with the encoder 104. 
As indicated previously, the additional information may 

also include a particular camera view associated with the 
selected player. This camera view illustratively comprises a 
tracked player view in which a player corresponding to the 
player identifier is tracked over a plurality of frames and the 
camera view is cropped and Scaled to increase an apparent 
size of the player in the tracked player view. The tracked 
player view may be one of the multiple distinct camera 
views that are generated by digitally cropping and Scaling a 
panoramic view that is formed as a combination of multiple 
live videos from respective ones of the camera feeds 102. 
Accordingly, multiple distinct tracked player views can be 
generated within the system and provided to different users 
based on user selections. 

Such an arrangement illustratively generates a new feed 
for each player from one or more of the available camera 
feeds 102 or from a panoramic view based on a combination 
of those camera feeds. Again, this may involve cropping and 
Scaling the existing view So that the player is larger in the 
view. 
The ability to track a player provides additional opportu 

nities for interactive video, gaming, and auto-directed broad 
casting. Such player tracking is simplified in the case of the 
above-noted panoramic views, which may be generated by 
combining video feeds from multiple ultra-high resolution 
fixed view cameras. For example, with Such a panoramic 
view arrangement based on multiple ultra-high resolution 
fixed view cameras, players tend to stay in the frame while 
the game is in action, such that once a player is identified and 
acquired for tracking purposes, it can be tracked without 
frequent reacquisition. 
The generation of a given tracked player view in some 

embodiments involves obtaining image coordinates for an 
object in each of a plurality of frames, determining a 
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trajectory for the object over the frames based at least in part 
on the obtained image coordinates, classifying the object in 
each of at least a subset of the frames based at least in part 
on the trajectory, and assigning a player identifier to the 
classified object. Such a process identifies objects in the 
Video that are likely to be players and performs tracking and 
classification of Such objects over multiple frames until a 
player identifier can be assigned to the object. It should be 
noted that Such techniques as disclosed herein can be used 
to track and identify other types of objects in the video, such 
as a basketball or football. Accordingly, the selectable views 
in some embodiments can track objects other than players. 

In order to obtain image coordinates for the object in a 
given one of the frames, color blob detection or other types 
of image processing may be performed. For example, in the 
case of objects corresponding to players, color blob detec 
tion can be performed based at least in part on a known team 
uniform color of one or more players. Also, training samples 
for each player on the team can be used to facilitate the 
determination of the image coordinates of each player within 
the camera view for each video frame. 
As mentioned previously, the objects are identified and 

tracked over a series of video frames So as to create a 
trajectory. In order to limit the processing resource require 
ments associated with Such object tracking, some embodi 
ments utilize a less processor-intensive coarse motion 
tracker (e.g., optical flow) to discover objects but more 
processor-intensive and also more reliable algorithms (e.g., 
classifiers+local search) to track the objects. This minimizes 
resource requirements while still obtaining the desired 
results. 

It was noted above that initial detection of an object can 
be performed using color blob detection where the blob is 
determined to be a team color. These objects are tracked 
through trajectories over time. If there is color blob detection 
not near an existing object, then a new object is created. All 
existing tracked objects are then followed to the next frame 
by combining several inputs, including optical flow cluster 
ing (e.g., visual motion), nearby color blob detections, and 
simple classifiers. This process determines the location in 
each frame of an object thought to be a player over multiple 
frames. The data may be in the form of an array in which the 
entry for a given identified object for a given one of the 
frames has the following format: (objectID, x, y, frame 
number), where X and y denote the image coordinates of the 
object (e.g., denoting a centroid of the object) in the speci 
fied frame. 

Classification of the object may involve a process such as 
defining an area of a given one of the frames using the 
obtained image coordinates for that frame, generating 
descriptors for the defined area using a dense feature set, 
applying the descriptors to a Gaussian mixture model to 
generate Fisher vectors, pooling the descriptors and associ 
ated Fisher vectors to form a spatial pyramid, and utilizing 
the spatial pyramid to classify the object within the given 
frame as corresponding to the player identifier. 
An example of this classification process is illustrated by 

the player identification algorithm chain 400 of FIG. 4. This 
algorithm chain includes steps 402,404, 406 and 408 which 
process the video using the identified objects, including their 
image coordinates and trajectories over multiple frames, in 
order to classify a particular object as corresponding to a 
particular player identified by name. In this example clas 
sification algorithm, objects are matched to players. The 
image coordinates comprising location (x,y) for each object 
in a given frame are used to center and define an area of the 
frame in which the classification algorithm is performed. 
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In step 402, raw features are created using a dense feature 

set, illustratively a set of dense SIFT (Scale-Invariant Fea 
ture Transform) descriptors. Alternative implementations 
can utilize similar techniques such as SURF (Speeded Up 
Robust Features), BRIEF or ORB features. The frame or 
image is broken down into grids at different scales and the 
SIFT descriptors are extracted from each one. The outputs of 
this step are 128-Dimensional SIFT descriptors comprising 
feature vectors (I-(x1, ..., xN)). 

In step 404, a Gaussian Mixture Model (GMM) is created 
using features extracted from training images. The GMM is 
a statistical visual dictionary and it fits the distribution of 
descriptors and so can be used to describe an image. The 
GMM is used in the following step to create Fisher vectors. 

In step 406, pooling is performed to generate Fisher 
vectors. The Fisher vectors describe how the distribution of 
features of a particular image differs from the distribution 
fitted to the features of all training images. Principal Com 
ponent Analysis (PCA) is used to reduce the dimension of 
descriptors and Fisher vectors. Additionally Spatial Pyramid 
Matching (SPM) is used to determine the location of the 
descriptors. SPM works by partitioning the image into 
increasingly fine Sub-regions and computing Fisher vectors 
with the descriptors (e.g., features) found inside each Sub 
region. The resulting “spatial pyramid' is a simple and 
computationally efficient extension of an orderless bag-of 
features image representation, and it significantly improves 
classification performance. 

In step 408, encoded training images which have labels 
are used to train one or more SVMs (Support Vector 
Machines) and learn the models for each class. After learn 
ing each SVM model for each class, each image is classified 
according to these learned SVM models. The one-to-all 
method is used at this step and confidence scores are 
calculated for each class. 

These steps of the FIG. 4 player identification algorithm 
chain describe the process of assigning a likelihood of a 
single object in a single frame being a specific player. 

It should be noted that the particular ordering and opera 
tions of the steps 402, 404, 406 and 408 is illustrative only, 
and can be varied in other embodiments. For example, 
certain steps can be performed at least in part in parallel with 
one another rather than serially as illustrated in the figure. 
From the object tracking, a trajectory is provided which 

represents a single object that moves in space and time. 
Since a trajectory represents a single object, it should get a 
single player label, and each player label should be used at 
most once in a frame. The player identification algorithm 
chain is run on the location of the trajectory in each frame, 
producing a collection of objects of the form of (objectID, 
frame number, player1 score, player2 score. . . . ). With this 
information Voting can be performed. For example, a single 
playerID is assigned to the entire objectID trajectory by 
iterating between two steps: 

1. Select a trajectory with a clear playerID, meaning that 
the same playerID has the highest score for many frames. 

2. Assign that playerID to that object, then remove that 
object and remove that playerID from any other object that 
overlaps this one in time, thus ensuring that there are not two 
copies of the same player. 

This player identification process results in the unique 
identification of each player in the video so that the user can 
select the player and obtain the desired information relating 
to that player, such as the above-noted tracked player view, 
or related information Such as Social media information or 
player statistics. 
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An automated player identification process Such as that 
described above can be assisted based on user input. For 
example, assigning an identifier to an object can involve 
receiving input from a viewer associating the identified 
object with a particular player, and assigning a player 
identifier of the particular player to the identified object 
based at least in part on the received input. Such an 
arrangement illustratively provides human-assisted auto 
mated tracking, utilizing user input to improve the results of 
the automated player identification algorithm described pre 
viously. If the algorithm is notable to identify the player, the 
user can provide input for the unidentified player via the user 
interface. This information can then be updated in a player 
identification database so that overall identification can be 
improved and shared with all the viewers. Another scenario 
is a misidentification of a player which can be corrected with 
user input. Here the user provides an alternate name for a 
player that has already been identified. There are many ways 
that this could be implemented, but a simple example is to 
wait for a specified number of user inputs that identify the 
player consistently. Once the specified number is reached, 
the player identification is updated for all viewers. 

Additional or alternative player identification processes 
can be used in other embodiments. For example, some 
embodiments are configured to detect a preassigned player 
indicator on a uniform of a player corresponding to an 
identified object, and to assign a player identifier to the 
identified object based at least in part on the detected 
preassigned player indicator. The video is then processed to 
Substantially remove the preassigned player indicator from 
the video before providing the video for presentation to a 
viewer. 

The preassigned player indicator in Some embodiments 
comprises a color patch. An example of such an arrangement 
is illustrated in FIG. 5, which shows a player uniform 500 
having a preassigned player indicator in the form of a Solid 
color patch 502 affixed at a shoulder portion of the uniform 
500. The solid color patch 502 is detectable through video 
processing and can also be removed from the video by 
additional video processing before the video is presented to 
the viewer. 

The use of the solid color patch can facilitate rapid 
reacquisition of a player for tracking purposes in situations 
Such as those in which a player leaves the field or groups of 
players are crowded together in a bunch. Moreover, it avoids 
problems associated with conventional facial recognition or 
number recognition approaches, which can be error prone 
and computationally intensive. The solid color patch in the 
FIG. 5 embodiment is not only computationally simple to 
identify, but it is also physically robust and moreover is 
easily removable via digital post-processing by an image 
graphics processor. 
The ability to remove the patch from the video before 

presenting the video to a viewer is important in that easily 
recognized features are also distracting by definition, par 
ticularly for a home audience that often sees a Zoomed-in 
close-up view of a particular player. This embodiment 
therefore contemplates that the color patches are digitally 
removed by replacing the patch colors with the team uni 
form color before broadcasting the video. 

In the FIG. 5 embodiment, the solid color patch 502 
extends front and back over the shoulder portion of the 
uniform so as to be easily seen by a camera regardless of 
whether the player is facing toward or away from the 
camera, and to appear similar in both cases. It is assumed in 
this embodiment that each player wears a different color 
patch that is also different than the color of the uniform, at 
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14 
least at shoulder level. The placement on the shoulder is also 
uniquely advantageous as patches on the legs can be con 
fusing as to which leg belongs to which player when the 
players are closely grouped while mid-body patches may be 
distracting to the players themselves. Moreover, with shoul 
der patches, overhead cameras can now be used to help 
player tracking. 
The use of a solid color patch as in the FIG. 5 embodiment 

also serves to enhance the performance of pattern recogni 
tion algorithms that are based on Statistical identification of 
distinct features in video and other content streams. For 
example, many algorithms can be considerably simplified if 
color anomalies in the upper bodies are given a higher 
statistical weight. Accordingly, an advantage of the unique 
color patch is its compatibility with known identification and 
tracking Software. In fact, it is possible to achieve nearly 
100% recognition Success using the Solid color patch 
arrangement. 
As noted above, another advantage of the color patch is 

the ease of post-processing removal. Such removal can be 
further simplified by separating background and foreground 
portions of the video. For example, standard color replace 
ment image processing techniques can be used to overwrite 
the shoulder patch colors with the team jersey color where 
they occur in the foreground. The exclusion of the back 
ground from the process avoids interference from color 
logos on the arena floor. A further enhancement of the 
technique is to perform the color replacement only on the 
shoulder area. The color patch need only be distinct from the 
other colors in the upper portion of the uniform, such that the 
lower portion of the uniform can be designed with greater 
color flexibility. 

Other color patch arrangements are possible. For 
example, patches of the same color may be placed on each 
shoulder of a given player uniform. Also, it is possible to 
utilize various unique patterns in place of Solid colors, 
although Such alternative arrangements could make the 
pattern recognition process more complicated. 
As mentioned above, generation of a panoramic view in 

Some embodiments facilitates the separation of background 
and foreground portions of the video. This separation of 
background and foreground portions can also facilitate 
player identification and tracking using techniques such as 
the solid color patches described above. The players are 
generally considered part of the foreground and are more 
easily tracked if the foreground is separated from the back 
ground through video processing. 

In addition, the ability to separate the background from 
the foreground comprising the players adds commercial 
value as it allows simple digital post-processing replacement 
of arena or field logos. For example, tailored digital adver 
tisements can be inserted into the background depending on 
audience demographics. With fixed field of view video, the 
background can be most simply separated by capturing an 
image of the arena or field while it is empty. Anything that 
moves after the game has started is considered foreground. 
Alternatively, an image graphics processor can compare 
captured frames over a period of time to identify the 
non-moving elements. These and other techniques for sepa 
rating background and foreground portions, possibly based 
on color or pattern selectivity, are all simplified with a static 
field of view, such as that provided by the stationary fixed 
view ultra-high resolution cameras used to generate a pan 
oramic view in some embodiments. 
An issue that arises in embodiments that generate a 

panoramic view by combining video from multiple station 
ary or fixed view ultra-high resolution cameras relates to 
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aliasing of lines in the resulting video, such as lines on a 
court or a field. For example, straight slanted lines appear to 
have a staircase effect. Aliasing does not affect mechanical 
pan and Zoom video cameras because camera movement 
blurs the lines just enough to anti-alias them. Simply apply 
ing traditional anti-aliasing techniques to the unseparated 
video is not optimal as some blurring of the entire image is 
inevitable even though the players on field do not need 
anti-aliasing as they move and have few straight-line fea 
tures. 

The separation of background and foreground portions of 
the video can be used to facilitate anti-aliasing in some 
embodiments. This may involve a process including the 
steps of identifying players in the video, separating the video 
into a first portion comprising image portions associated 
with the players and a second portion comprising image 
portions associated with background, applying an anti 
aliasing process to the second portion, and recombining the 
first and second portions. The recombined first and second 
portions are then presented to a viewer. It is also possible to 
alter one or more advertisements of the first portion prior to 
recombining the first and second portions. 

Such an approach illustratively applies anti-aliasing only 
to those pixels of a video frame that are identified as 
background. However, as this may make the foreground 
players stand out unnaturally (e.g., have a "pasted-on' look). 
the process adds an additional step of filtering the boundary 
between background and foreground to soften the transition. 
In practice, this may be implemented using spatial filtering 
to blend the background and foreground pixels just at the 
borders or edges between background and foreground. 
A more detailed example of one possible set of filters that 

may be used in a given embodiment will now be described 
with reference to TABLES 1 and 2 below. 
TABLE 1 illustrates the weight factors of a 3x3 Gaussian 

blur filter used for anti-aliasing of the background portion of 
the video. With Gaussian filtering, the value of a given pixel 
in its color space (e.g., Red-Green-Blue, Hue-Saturation 
Luminance, Luma-Chrominance), is replaced by a weighted 
average of that value and corresponding values of its neigh 
boring pixels. The entries in TABLE 1 below show the 
relative weight factors of 3x3 Gaussian blur filter applied to 
each background pixel. 

TABLE 1. 

A 3 x 3 Gaussian filter kernel used for background anti-aliasing 

/18 /9 /18 
/9 A. /9 
/18 /9 /18 

Using this example filter, the value of a given pixel will 
be replaced with a value that is /3 of the value for the given 
pixel, plus /6 of the values of its horizontal and vertical 
neighbors, and /18 of the values of its diagonal neighbors. 
TABLE 2 illustrates the weight factors of a 3x3 spatial 

filter used for blending of the border foreground pixels. This 
filter operates in a manner similar to the Gaussian blur filter 
previously described, but is applied only to foreground 
pixels that are proximate a border or edge between the 
background and foreground portions of the frame. 

TABLE 2 

A 3 x 3 smoothing filter kernel used for foreground edge blending 
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In order to separate the background and foreground 

portions for appropriate application of the above-described 
anti-aliasing and smoothing filters, an image graphics pro 
cessor is illustratively programed to compare the color value 
of each pixel in each video frame to the color value of the 
corresponding pixel in a stored background image. It should 
be noted that the stored background image may need to be 
updated periodically, for example, responsive to changes in 
lighting conditions. Based on the comparison, a determina 
tion is made as to whether the pixel is a background pixel, 
a pure foreground pixel, or a border foreground pixel. The 
appropriate filter is then used to update the pixel value for 
the background and border foreground pixels, with the pure 
foreground pixels remaining unchanged. 

It is to be appreciated that the particular filter types and 
configurations given above, as well as the particular tech 
niques for separating background and foreground portions of 
an image, are examples only, and numerous alternative 
filters or other image processing techniques can be used in 
other embodiments. 

Additional features that may be implemented individually 
or collectively in embodiments of the invention will now be 
described. Although these additional features are described 
in certain instances primarily as methods, it will be apparent 
to those skilled in the art that the corresponding features can 
be implemented in other forms, including apparatus, Sys 
tems, processing devices, integrated circuits, and computer 
readable storage media having computer program code 
embodied therein. It is assumed that these features are 
implemented in the content delivery system 100 of FIG. 1, 
although such features can be implemented individually or 
in various combinations in other types of content delivery 
systems. 
One of the additional features is a “Follow Me' directing 

feature that allows one user to choose to watch what another 
user is watching. 

In a traditional television production, there is a special 
role for a director, who decides when to change camera 
angles, when to show replays, etc. Here, a method is 
described for allowing any user of a multi-channel system to 
become a director for other users. In it, a “viewer” (the 
following user) subscribes to a "director' (simply another 
user), and then views the video as the director user does, 
seeing the same camera view changes, replays, stats over 
lays and anything else the director views. 
The method starts with a user selecting a director to 

follow from an available list. In order to ensure privacy, this 
viewer can potentially block his own view so others cannot 
follow him thus making him a director. Once the director is 
selected from the available list, the viewer's client applica 
tion is sent a sequence of events (e.g., change camera, replay, 
open stats, etc.) corresponding to the actions the director 
takes in his user interface, which are then mirrored on the 
viewer's client application. However, the delay for the 
director to select an item in the user interface and send a 
message to the viewer should be accommodated, or else the 
channel changes could occur at the wrong times. To do this, 
the system estimates that delay via actual measurements. 
Then, when a user becomes a viewer of a selected director, 
the viewer's video streams are delayed by this amount to 
synchronize the video and director events. 

Another exemplary feature provides user-generated audio 
commentary within a given content stream. For example, 
this feature can be used to generate a push-to-talk like social 
experience in the client application. 

Accordingly, commentators or users can send live audio 
from the web or a mobile device. Other users can then select 
an alternate audio stream in place of the broadcast audio. 
The user is presented with a list of alternate audio sources. 
The user simply picks from the list. The user can choose a 
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different audio source at any time including Switching back 
to the standard broadcast audio. 

Alternatively, rather than Subscribing to a specific audio 
track, each user could publish segments of audio to a group 
to create a shared audio track. 

Other embodiments can incorporate a moving telestration 
feature. The telestration feature allows users to draw on the 
Video so that other users viewing the video can see it. 
However, in a moving video, those drawings can quickly get 
out of sync with respect to the video. Instead, in one possible 
implementation, the user “pins a drawing to one or more 
objects in the video, so that the drawing follows the object 
visually. This allows the user to circle an object, draw an 
arrow to an object, label it with a name, etc. in a way that 
remains consistent if either the object or the camera moves. 
The method for this feature illustratively comprises a 

preparation phase, a drawing phase, and a rendering phase. 
These phases can occur at Substantially the same time in the 
case of a live event. 
The preparation phase involves identifying a set of ref 

erence points in the image, tracking their movements from 
frame to frame and storing the locations of the reference 
points with each frame. There are multiple ways of imple 
menting this. One method is object detection/tracking Here 
an object detector+tracker is run (e.g., the tracker used in the 
player identification algorithm chain described above). This 
generates well-behaved movement (i.e., it follows the per 
son), but only for restricted classes of objects such as players 
which have been positively identified. Another method that 
can be used is flow/motion tracking. This starts by initially 
populating the view with reference points spaced on a grid. 
For each frame, run optical flow (e.g., computing the motion 
vectors of the video from one frame to the next), and move 
the reference points accordingly. This creates an effect 
similar to tracking an “object' at each location in the initial 
frame, though with potentially more errors (as the object is 
not necessarily well defined). As reference points collide or 
move offscreen, new reference points are added to keep the 
total in balance. 

In the drawing phase, the user combines a drawing gesture 
with an implicit or explicit selection of a reference point or 
points. For example, if the user draws a circle, then the set 
of reference points inside the circle can be used by default. 
Another method to get the reference point is that before or 
after drawing, the user can point to a spot in the image and 
the nearest reference point to that location is selected. In 
Subsequent frames, the location and scale of the drawing is 
adjusted. The location of the drawing (a circle in this 
example) is computed to have the same offset from the target 
reference point in the new image that the original had to the 
reference point in the original image. Size is adjusted by 
using multiple reference points, and comparing the distances 
between them in the new and original images. 

In the rendering phase, when other users view the video, 
the image is drawn so that its distance to the reference points 
is minimized thus keeping the drawing (a circle here) in the 
same relative location even though objects are in motion. 

Another feature that may be implemented in a content 
delivery system in one or more embodiments relates to what 
is referred to herein as "gamification.” This feature illustra 
tively involves overlaying or otherwise integrating a video 
game over a live sports event, for example, as a combination 
of a live event, telestration and a game. In some embodi 
ments, a method is provided for allowing users to play 
games by directly interacting with the video during the 
event. This is particularly useful in cases where the outcome 
of the game is not meaningful, for example, where the team 
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cannot make the playoffs late in the season or the game is a 
runaway with little chance for the outcome to change. The 
effect is to encourage viewership and participation even for 
these non-critical games. 
The method illustratively comprises both video analysis 

and user interaction. The video analysis involves identifying 
objects including player locations and specific court loca 
tions in the video. There are multiple ways that user inter 
action could be implemented and a few examples are 
described in the following paragraphs. 
One user interaction method allows users to mark areas, 

Such as points and lines for instance. The system then tracks 
whenever a game event happens that impinges on one of 
those marks, for example, if a player shoots from this 
location on the court, or if the player with the ball crosses a 
line drawn on the court (simulating a defensive play by the 
user). This example uses basketball, but similar techniques 
could be implemented for many other sports. 

Another embodiment of user interaction is possible where 
the user tries to predict what will happen and gets points 
based on the accuracy of the prediction. Here again basket 
ball is used as an example. The user could predict which 
team will score next, which player will score next and if it 
will be a 1, 2 or 3 point shot. The user is awarded 1 point if 
the team is right, 2 points if the player is right and 3 points 
if the score is right. The user could compete with a group of 
friends in this game. The predictions could be made in 
advance or when the game is in progress depending on the 
implementation. Telestration and texting could be used to 
keep track of the score or share comments with other game 
players during the game. 

Animation can also be used with gamification. Animated 
characters could be imposed on the actual video to highlight 
user game choices. For instance the user could associate an 
animated image with a player and the animation could be 
imposed over the actual face of the player. In some cases 
there could be an animated player to represent the video 
game player. For instance in a golf game the viewer could 
become a player and be represented by an animated figure 
and play along with the other players with an appropriate 
handicap. 

Another feature included in a given embodiment relates to 
selecting, editing and sharing via Social media. This feature 
allows, for example, selecting, editing, and sharing video 
clips of a sports event in real time via Social media. 
The user is provided with a tool that allows the arbitrary 

selection of the beginning time and ending time of a video 
clip from the game. An example of a user interface providing 
such a tool is shown in the display screen 600 of FIG. 6. 
Here the user selects the camera view desired and the 
starting and ending time. 
Once a clip has been selected, the clip can be shared via 

social media or email as shown in the display screen 700 of 
FIG. 7. The user can add comments and texts to explain why 
the clip was selected and provide any additional input. 
A Social interaction feature can additionally or alterna 

tively be provided in some embodiments. This feature can 
allow a user to see what others are watching or what is most 
liked, and may provide an option to watch the most popular 
stream(s). 
More particularly, this feature in some embodiments 

allows the user to pick the most popular content, not just 
selecting among recorded objects, but within a real time 
context. As an example, viewers could select the camera 
view that the most people are currently viewing. Another 
example allows the users to rate their viewing experiences. 
Another user could review the ratings and based on the 
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ratings decide what to watch, or the system could select new 
pieces of content (e.g., including replays, commercials, 
camera angles, etc.) based on that data. 

Yet another feature that can be provided is a user high 
lights channel. This feature illustratively provides a channel 
that shows the most replayed scenes. 
More particularly, this feature in some embodiments 

allows a user to select a channel that shows the most viewed 
replays. This could run in a loop and show as an example the 
10 most requested replays of the game. The list is updated 
as the event proceeds. The user can always go to a live feed 
when done with the replays or keep watching as the replay 
list is dynamically updated. 
A further feature implemented in one or more embodi 

ments permits navigating in the video. This feature allows 
the user to pick any Zoomed view by navigating a visual 
representation. The user is presented with a mini-map of the 
entire available view, so the user can see other views and 
select if desired. This is helpful since the user's current view 
is often only a subset of the available views and therefore 
does not show all of the choices. 
Once the user picks a Zoom point the video switches to 

this point allowing the user to highlight a particular player 
or physical area, such as a bench camera view or a basket 
camera view. This could represent either a view of that area, 
or the view of what is visible from that location. The viewer 
can continue to select new Zooms or go to another view Such 
as the standard set of views or director views. 

Another feature provides a personal archive of video 
clips. This feature provides the user with an ability to create 
a personal archive of video clips. For example, the user is 
presented with a graphical tool to select the start and end 
times of a video clip via the display screen 600 of FIG. 6. 
The user can provide a unique name to identify the saved 
Video clip and store it to a personal archive as illustrated in 
the display screen 800 of FIG. 8. The stored clips can be 
played individually or in a round robin sequence for the user 
to review the saved highlights. They can be posted to social 
media or shared via email via the display screen 700 of FIG. 
7, or downloaded for personal use. 

Another feature is a metadata player. In accordance with 
this feature, metadata Such as the game score, player stats 
and other relevant information is embedded into the video 
stream. The client software extracts this data from the video 
stream. The information is formatted and presented to the 
user via a transparent overlay of the video. This is done 
using the web browser running JavaScript as described 
above in conjunction with the client architecture of FIG. 2. 

It is also possible for a content delivery system to be 
configured to Support metadata synchronization. For 
example, metadata can be inserted in the video stream to 
allow synchronization between the video source and the 
client application. As an example, a “go live' signal can be 
embedded in the video stream so the client knows when the 
actual event is starting. The video stream may be embedded 
with this information in the encoder 104 in the system 100 
of FIG. 1. The client can monitor the data stream for the go 
live signal. When the go live signal is received the client 
sends the video to the video player for the user to enjoy. This 
results in accurate event starts. 

Another feature of Some embodiments is gambling func 
tionality. Such gambling functionality can be implemented 
in the client application, providing the user with a new 
dimension of entertainment. For example, the user can be 
provided with options to bet on the outcome of a game or 
outcome of particular plays, the number of points a player 
will score and any other possible outcome. A user interface 
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is provided that allows the user to enter the bet. Payment is 
collected via the user interface using any number of avail 
able payment methods. Once the event is completed, the 
bettor either forfeits the bet or collects the winnings. 

It should once again be noted that the above-described 
arrangements are exemplary only, and alternative arrange 
ments can be used in other embodiments. 

For example, the disclosed techniques can provide sig 
nificant advantages in numerous content delivery contexts 
other than live video broadcast. 

In addition, although some embodiments of the invention 
are configured to utilize streaming techniques that are based 
at least in part on the above-noted Apple HLS protocol or 
MSS protocol, it is to be appreciated that other embodiments 
can be configured utilizing a wide variety of other types of 
streaming protocols and accordingly are not limited to use 
with live streaming or HTTP. 

Moreover, embodiments of the invention can be imple 
mented using any type of mobile device or more generally 
any other type of client device, including, for example, 
desktop, laptop or tablet personal computers, Smart televi 
sions, Smart watches, gaming systems and other processing 
devices. 
A given client, server or other component in the FIG. 1 

system is configured utilizing a corresponding processing 
device comprising a processor coupled to a memory. The 
processor executes Software code stored in the memory in 
order to control the performance of processing operations 
and other functionality. The processing device also com 
prises a network interface that Supports communication over 
one or more networks. 
The processor may comprise, for example, a micropro 

cessor such as the MPU noted above, an application-specific 
integrated circuit (ASIC), a field-programmable gate array 
(FPGA), a central processing unit (CPU), an arithmetic logic 
unit (ALU), a digital signal processor (DSP), or other similar 
processing device component, as well as other types and 
arrangements of processing circuitry, in any combination. 
The memory stores software code for execution by the 

processor in implementing portions of the functionality of 
the processing device. A given Such memory that stores 
Software code for execution by a corresponding processor is 
an example of what is more generally referred to herein as 
a computer-readable storage medium having computer pro 
gram code embodied therein, and may comprise, for 
example, electronic memory such as SRAM, DRAM or 
other types of random access memory, read-only memory 
(ROM), magnetic memory, optical memory, or other types 
of storage devices in any combination. 

Articles of manufacture comprising such computer-read 
able storage media are considered embodiments of the 
invention. The term “article of manufacture' as used herein 
should be understood to exclude transitory, propagating 
signals. 

In addition, embodiments of the invention may be imple 
mented in the form of integrated circuits comprising pro 
cessing circuitry configured to implement processing opera 
tions associated with content delivery. For example, an 
embodiment of the invention may be in the form of an 
integrated circuit comprising an image graphics processor. 
The particular configurations of content delivery systems 

described herein are exemplary only, and a given Such 
system in other embodiments may include other elements in 
addition to or in place of those specifically shown, including 
one or more elements of a type commonly found in a 
conventional implementation of Such a system. 
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For example, in some embodiments, a content delivery 
system may be configured to utilize the disclosed techniques 
to provide alternative functionality. The disclosed tech 
niques can be similarly adapted for use in a wide variety of 
other types of content delivery systems. 

It is also to be appreciated that the particular process steps 
used in the embodiments described above are exemplary 
only, and other embodiments can utilize different types and 
arrangements of processing operations. 

It should again be emphasized that the embodiments of 
the invention as described herein are intended to be illus 
trative only. Other embodiments of the invention can be 
implemented utilizing a wide variety of different types and 
arrangements of content delivery systems, networks, 
devices, client and server configurations, and streaming 
arrangements than those utilized in the particular embodi 
ments described herein. Also, a wide variety of different 
combinations of content interaction features can be provided 
in respective embodiments. In addition, the particular 
assumptions made herein in the context of describing certain 
embodiments need not apply in other embodiments. These 
and numerous other alternative embodiments within the 
scope of the following claims will be readily apparent to 
those skilled in the art. 

What is claimed is: 
1. A method comprising: 
receiving content from at least one source: 
processing the content to identify an object in the content; 
assigning an identifier to the object based on the process 

ing: 
permitting viewer selection of the object identifier; and 
providing additional information for presentation to a 

viewer of the content responsive to viewer selection of 
the object identifier; 

wherein the content comprises at least a portion of a 
panoramic video comprising a combination of multiple 
live videos from respective ones of a plurality of video 
Sources; 

the method further comprising digitally cropping and 
Scaling the panoramic video before providing a result 
ing version of the content for presentation to the 
viewer; 

wherein the receiving, processing, assigning, permitting 
and providing are implemented in at least one process 
ing device comprising a processor coupled to a 
memory; 

wherein said at least one processing device is further 
configured to generate a plurality of different digitally 
cropped and scaled versions of the content from the 
panoramic video; and 

wherein said at least one processing device is further 
configured to provide a first one of the plurality of 
different digitally cropped and scaled versions of the 
content for presentation to the viewer, and responsive 
to input from the viewer, to provide a second one of the 
plurality of different digitally cropped and scaled ver 
sions of the content for presentation to the viewer, 
wherein the second one of the plurality of different 
digitally cropped and scaled versions of the content is 
provided for presentation from a rewind point specified 
by the viewer. 

2. The method of claim 1 wherein the content comprises 
live video from at least one live video source. 

3. The method of claim 1 further comprising generating a 
plurality of different digitally cropped and scaled versions of 
the content from the panoramic video. 
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4. The method of claim 3 further comprising: 
providing a first one of the plurality of different digitally 

cropped and scaled versions of the content for presen 
tation to the viewer; and 

responsive to input from the viewer, providing a second 
one of the plurality of different digitally cropped and 
scaled versions of the content for presentation to the 
viewer; 

wherein the second one of the plurality of different 
digitally cropped and scaled versions of the content is 
provided for presentation from a rewind point specified 
by the viewer. 

5. The method of claim 1 wherein assigning an identifier 
to the object comprises assigning a player identifier to the 
object. 

6. The method of claim 5 wherein providing additional 
information comprises providing the viewer with Social 
media information associated with the player identifier. 

7. The method of claim 5 wherein providing additional 
information comprises providing the viewer with a particu 
lar camera view associated with the object identifier. 

8. The method of claim 7 wherein the particular camera 
view comprises a tracked player view in which a player 
corresponding to the player identifier is tracked over a 
plurality of frames and the camera view is cropped and 
scaled to increase an apparent size of the player in the 
tracked player view. 

9. The method of claim 1 wherein the processing and 
assigning comprise: 

obtaining image coordinates for the object in each of a 
plurality of frames; 

determining a trajectory for the object over the frames 
based at least in part on the obtained image coordinates; 

classifying the object in each of at least a Subset of the 
frames based at least in part on the trajectory; and 

assigning a player identifier to the classified object. 
10. The method of claim 9 wherein obtaining image 

coordinates for the object in a given one of the frames 
comprises performing color blob detection based at least in 
part on a known team uniform color of one or more players. 

11. The method of claim 1 wherein assigning an identifier 
to the object comprises: 

receiving input from the viewer associating the identified 
object with a particular player, and 

assigning a player identifier of the particular player to the 
identified object based at least in part on the received 
input. 

12. A method comprising: 
receiving content from at least one source; 
processing the content to identify an object in the content; 
assigning an identifier to the object based on the process 

ing: 
permitting viewer selection of the object identifier; and 
providing additional information for presentation to a 

viewer of the content responsive to viewer selection of 
the object identifier; 

wherein the receiving, processing, assigning, permitting 
and providing are implemented in at least one process 
ing device comprising a processor coupled to a 
memory; 

wherein the processing and assigning comprise: 
obtaining image coordinates for the object in each of a 

plurality of frames; 
determining a trajectory for the object over the frames 

based at least in part on the obtained image coordinates; 
classifying the object in each of at least a Subset of the 

frames based at least in part on the trajectory; and 
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assigning a player identifier to the classified object; and 
wherein classifying the object comprises: 
defining an area of a given one of the frames using the 

obtained image coordinates for that frame; 
generating descriptors for the defined area using a dense 5 

feature set; 
applying the descriptors to a Gaussian mixture model to 

generate Fisher vectors; 
pooling the descriptors and associated Fisher vectors to 

form a spatial pyramid; and 10 
utilizing the spatial pyramid to classify the object within 

the given frame as corresponding to the player identi 
fier. 

13. A method comprising: 
receiving content from at least one source: 15 
processing the content to identify an object in the content; 
assigning an identifier to the object based on the process 

ing: 
permitting viewer selection of the object identifier; and 
providing additional information for presentation to a 20 

viewer of the content responsive to viewer selection of 
the object identifier; 

wherein the receiving, processing, assigning, permitting 
and providing are implemented in at least one process 
ing device comprising a processor coupled to a 25 
memory; 

wherein the processing and assigning comprise: 
detecting a preassigned player indicator on a uniform of 

a player corresponding to an identified object; 
assigning a player identifier to the identified object based 30 

at least in part on the detected preassigned player 
indicator; and 

processing the content to Substantially remove the preas 
signed player indicator from the content before provid 
ing the content for presentation to the viewer. 35 

14. A method comprising: 
receiving content from at least one source: 
processing the content to identify an object in the content; 
assigning an identifier to the object based on the process 

ing: 40 
permitting viewer selection of the object identifier; and 
providing additional information for presentation to a 

viewer of the content responsive to viewer selection of 
the object identifier; 

wherein the receiving, processing, assigning, permitting 45 
and providing are implemented in at least one process 
ing device comprising a processor coupled to a 
memory; 

the method further comprising: 
identifying players in the content; 50 
separating the content into a first portion comprising 
image portions associated with the players and a second 
portion comprising image portions associated with 
background; 

applying an anti-aliasing process to the second portion; 55 
and 

recombining the first and second portions; 
wherein the recombined first and second portions are 

provided for presentation to the viewer. 
15. The method of claim 14 further comprising altering 60 

one or more advertisements of the second portion prior to 
recombining the first and second portions. 

16. An article of manufacture comprising a non-transitory 
computer-readable storage medium having computer pro 
gram code embodied therein, wherein the computer program 65 
code when executed in at least one processing device causes 
said at least one processing device: 

24 
to receive content from at least one source: 
to process the content to identify an object in the content; 
to assign an identifier to the object based on the process 

ing: 
to permit viewer selection of the object identifier; and 
to provide additional information for presentation to a 

viewer of the content responsive to viewer selection of 
the object identifier; 

wherein the content comprises at least a portion of a 
panoramic video comprising a combination of multiple 
live videos from respective ones of a plurality of video 
Sources: 

wherein the computer program code when executed in 
said at least one processing device further causes said 
at least one processing device to digitally crop and 
Scale the panoramic video before providing a resulting 
version of the content for presentation to the viewer; 

wherein said at least one processing device is further 
configured to generate a plurality of different digitally 
cropped and scaled versions of the content from the 
panoramic video; and 

wherein said at least one processing device is further 
configured to provide a first one of the plurality of 
different digitally cropped and scaled versions of the 
content for presentation to the viewer, and responsive 
to input from the viewer, to provide a second one of the 
plurality of different digitally cropped and scaled ver 
sions of the content for presentation to the viewer, 
wherein the second one of the plurality of different 
digitally cropped and scaled versions of the content is 
provided for presentation from a rewind point specified 
by the viewer. 

17. An apparatus comprising: 
at least one processing device comprising a processor 

coupled to a memory; 
wherein said at least one processing device is configured 

to receive content from at least one source, to process 
the content to identify an object in the content, to assign 
an identifier to the object based on the processing, to 
permit viewer selection of the object identifier, and to 
provide additional information for presentation to a 
viewer of the content responsive to viewer selection of 
the object identifier; 

wherein the content comprises at least a portion of a 
panoramic video comprising a combination of multiple 
live videos from respective ones of a plurality of video 
Sources: 

wherein said at least one processing device is further 
configured to digitally crop and scale the panoramic 
video before providing a resulting version of the con 
tent for presentation to the viewer; 

wherein said at least one processing device is further 
configured to generate a plurality of different digitally 
cropped and scaled versions of the content from the 
panoramic video; and 

wherein said at least one processing device is further 
configured to provide a first one of the plurality of 
different digitally cropped and scaled versions of the 
content for presentation to the viewer, and responsive 
to input from the viewer, to provide a second one of the 
plurality of different digitally cropped and scaled ver 
sions of the content for presentation to the viewer, 
wherein the second one of the plurality of different 
digitally cropped and scaled versions of the content is 
provided for presentation from a rewind point specified 
by the viewer. 



US 9,654,844 B2 
25 

18. The apparatus of claim 17 wherein said at least one 
processing device comprises at least one server. 

19. A content delivery system comprising the apparatus of 
claim 17. 

20. The apparatus of claim 17 wherein the multiple live 5 
videos correspond to respective multiple live video feeds 
provided by respective ones of a plurality of fixed view 
ultra-high resolution video cameras and wherein the pan 
oramic video is generated by Stitching together the multiple 
live video feeds from the respective ones of the plurality of 10 
fixed view ultra-high resolution video cameras so as to 
thereby combine the multiple live video feeds into a single 
panoramic view. 
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