An on-demand teleconferencing system and method for setting up an on-demand conference call in a telecommunications system having the Advanced Information Network (AIN) architecture with system signaling the number 7 (SS7) and a Public Switched Telephone Network (PSTN). A subscriber is assigned an on-demand conference call number. When that number is dialed into the PSTN, it is identified by the PSTN that the dialed number requires handling by the SS7. The SS7 links the dialed number to a conference allocation and control system (CACS) which is connected to a plurality of scalable bridge servers. The CACS selects bridge servers available to handle the conference call and based upon a selection criteria such as a peak load sets up the on-demand conference call in one of the selected bridge servers.
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METHOD AND APPARATUS FOR ON-DEMAND TELECONFERENCING

FIELD OF THE INVENTION

[0001] The present invention pertains to the field of teleconferencing methods and systems and, in particular, to teleconferencing systems using bridge servers.

BACKGROUND OF THE INVENTION

[0002] 1. Statement of the Problem—Corporations frequently encounter situations where a meeting between geographically separated parties would be appropriate, but the expenses associated with physical travel are prohibitive to that meeting taking place. In this situation, teleconferencing provides a convenient, low-cost solution by allowing individuals from various geographic locations to have a meeting over the telephone. Teleconferencing is also used within companies where parties to a meeting would not necessarily have to travel, but where meeting size exceeds available meeting space, or where gathering all meeting participants in one place is deemed inefficient. Private parties can also make use of teleconferencing for communicating simultaneously with multiple friends or family members over the phone.

[0003] In the past, teleconferencing was practiced from within a Private Branch Exchange (PBX) by manually dialing out to connect each participant to the others, with each participant placed on hold until all were connected to the conference originator. The disadvantages of this technique are many, with the most important being the continuing degradation in audio quality as each attendee is added, which often becomes unacceptable beyond three attendees. Additionally, this teleconferencing method is inconvenient and time-consuming.

[0004] Successor technology to PBX teleconferencing utilized conferencing bridge systems which used signal processing techniques to improve audio quality by controlling which talkers were summed together and provided to conference attendees as audio output of the bridge system. The primary disadvantage of this system is that the bridge system encompasses a limited number of voice channel resources, or ports, whose utilization must be manually monitored, scheduled, and controlled by an operator. This limitation requires users to schedule conferences in advance by specifying the time, duration, and number of ports required for the conference. What is needed is an automatic conferencing system or service that connects conferences together in teleconferences without a need for prior reservation or operator interaction.

[0005] Prior art conferencing bridge systems require that all system components be physically co-located to allow for operator control and system maintenance. This prevents the system from taking advantage of such flexibility and cost-saving techniques as least-cost routing and geographic load management. What is needed is the ability to locate conferencing hardware, specifically bridge resources, across a wide area geographically and still retain overall system control within a central location. In this system, conferences could occur physically on whatever hardware was determined to be the best choice from load-control and routing cost considerations, and the particular bridge selected for a conference would be unimportant and transparent to both conference participants.

[0006] Current conferencing systems support a limited selection of control interfaces available to conferees, most supporting Dual-Tone Multifrequency (DTMF) and operator controls only. A need exists for a system or service that allows the flexibility of a variety of control interfaces, including DTMF, operator, World Wide Web (WWW), and E-mail. Furthermore, all of the available interfaces should provide status information that is updated automatically whenever a status change takes place as a result of a command entered via one of the interfaces.

[0007] Present conferencing bridge systems are limited to supporting a maximum of a few hundred conferencing ports within a single system, which leads to high customer cost when use load of the system becomes high enough to warrant the addition of additional conferencing ports. This typically requires the purchase of an entire new bridge system. What is needed is a system that can be scaled in small port capacity increments from a few hundred up to many thousands of ports, without the need for an entire system purchase at each scaling point.

[0008] Prior art conferencing methods are highly prone to faults due to failed or partially-incapacitated hardware resources. For example, a hardware failure in a bridge will likely result in the need for manual intervention by conferencing operators to ensure that new conferences are not started on that bridge. Conferences in progress on that bridge may also be affected by being prematurely terminated. This can also happen upon a failure of central controlling software. What is needed is a system that can dynamically and automatically route new conferences away from failed hardware resources, as well as allow conferences in progress to continue despite a failure within the control system.

[0009] The following patents minimize the use of an operator in setting up a conference call. U.S. Pat. No. 5,559,876 to Alperovich provides a conferencing feature wherein an initiating subscriber creates a list of directory numbers for participants in a memory along with a conferencing code. The initiating subscriber must actually enter in the directory number of each participant for storage in the memory. To establish a conference call, the initiating subscriber enters the conference code. Conferencing circuitry detects the conferencing code and automatically conferences together participants associated with the directory numbers in memory. The '876 patent requires the initiating subscriber to enter the names and numbers of participants in advance of the conference call.

[0010] U.S. Pat. No. 5,408,518 issued to Yunoki provides a teleconference sponsor with the ability to reserve a teleconference in advance. The teleconference sponsor inputs data on the date and time of the teleconference run and data on the names of all teleconference participants. The '518 system registers the teleconference and then notifies the teleconference participants, in advance of the teleconference, by means such as a recorded message setting forth the date and time of the teleconference. Hence, the '518 patent requires reservation of a teleconference by the subscriber and then a separate process for notifying the teleconference participants prior to the time for the teleconference. The '518 system then calls up the respective teleconference participants registered in the database.

[0011] U.S. Pat. No. 5,483,588 issued to Eaton, et al., like the '518 and '876 patents set forth above, minimizes the
need for a human operator to perform teleconferencing tasks. A user dials a "profile access" number, which permits the user to schedule a conference, select a conference to attend, manage recorded voice segments, and perform basic administrative functions such as changing their password. After the user has entered a correct profile and password access, the user can schedule a conference. If the user wishes to schedule a conference call in the future, the user enters the date, time, length and number of attendees. The system determines whether or not sufficient resources are available at that date and time with that length and number of attendees to schedule the call. If not enough resources are available, the user is asked to reschedule the conference call. Otherwise, the system prompts the caller for the conference call name and the agenda for the conference call. The system provides an ID number. If the user wants an immediate conference, the system performs the same steps to determine availability of resources. Attendees to the conference can then call in and input the ID. If the ID is proper, the attendee is added to the conference call.

[0012] U.S. Pat. No. 5,559,875 issued to Biessel, et al., sets forth a method and apparatus for recording and retrieval of audio conferences. The audio portion of the conference is recorded and digitized and placed in blocks of a determined size. These blocks are then stored on a computer storage medium so that they can be located and played back later.

[0013] None of the above patents solve the needs set forth above.

[0014] 2. Solution to the Problem—The present invention solves the above problems by providing a novel system and method in the way that teleconferencing resources are managed and dynamically allocated to process conference calls using scalable bridge(s) with real time resources.

SUMMARY OF THE INVENTION

[0015] The requirements for prior scheduling and operator interaction imposed by the prior art approaches are eliminated, thus providing conference attendees with a completely automated interaction with the bridge system.

[0016] This present invention makes use of the Advanced Information Network (AIN) architecture currently in place in the North American telephone network. Specifically, Signaling System 7 (SS7) out-of-band signaling is utilized to dynamically route incoming conference calls to bridges with available resources, which may be in geographically diverse locations within a single conferencing system. This approach allows for least-cost routing and therefore reduced network costs for subscribers, as well as virtually unlimited system scalability. Additionally, dynamic call routing allows for system redundancy and fault-tolerance, since calls can easily and automatically be routed away from a failed bridge resource to a functioning one.

[0017] Each subscriber to the conferencing service of the present invention is given a telephone number for connecting to the conferencing system, along with a system passcode and a maximum conference size at the time line or sign up for the service. In order to have a conference, the subscriber distributes his or her telephone number to the conference participants, along with a PIN code of the subscriber's choosing. The conference is initiated when the subscriber dials in to the system, enters the subscriber passcode, and enters the conference PIN. Attendees then dial in to the conference using the subscriber's phone number, enter the subscriber-supplied PIN, and are connected to the conference. Facilities for operator interaction with conference participants are provided, but are designed to be necessary only in a small fraction of conferences, for example when a subscriber forgets a passcode or when operator assistance is specifically requested by a conference subscriber or participant. Conferences are further provided with a variety of interfaces to the system for entering status changes by means of DTMF signals, WWW (Internet) commands and/or E-mail, and viewing status information about their conference.

BRIEF DESCRIPTION OF THE DRAWINGS

[0018] The present invention is illustrated by way of example, and not by way of limitation, in the figures of the accompanying drawings and in which like reference numerals refer to similar elements and in which:

[0019] FIG. 1 is a block overview of one embodiment of the present invention, including telecommunication system connections;

[0020] FIG. 2 is a bridge server hardware block diagram;

[0021] FIG. 3 is a software architecture diagram of the Conference Allocation and Control System (CACS);

[0022] FIG. 4 details the process involved in establishing a voice connection between conferences via a bridge server;

[0023] FIG. 5 is a flow chart describing the process by which the call router within the CACS selects a bridge server to host a new conference;

[0024] FIG. 6 is a call flow diagram for one embodiment of the conferencing system; and,

[0025] FIG. 7 details the interfaces available to system users.

DETAILED DESCRIPTION

[0026] 1. Overview—In the following description, for purposes of explanation, numerous specific details are set forth in order to provide a thorough understanding of the present invention. It is important to understand that the present invention may be practiced with some or all of these specific details. Conventional hardware and systems are shown in block diagram form and process steps are shown in flowcharts. Furthermore, it is readily apparent to one skilled in the art that the specific processes in which system and method details are presented and functions are performed set forth the preferred embodiment and such processes can be varied and still remain within the spirit and scope of the present invention. The system described herein utilizes a dial-in plan where each subscriber has a unique telephone number that is used to access the conferencing system, but it is further contemplated that the system could be implemented with a single dial-in number for use by all conference participants, and still remain within the spirit and scope of the present invention.

[0027] 2. On-Demand Conferencing System FIG. 1 shows a block diagram of a system embodiment that will accomplish the scope of the present invention. The conferencing system consists of a plurality of bridge servers 101
that physically connect to the conventional Public Switched Telephone Network (PSTN) 102 and provide digital signal processing, conferencing, call flow, and other conference-related functionality.

[0028] The bridge servers 101 can be of any suitable number (i.e., 101a, 101b, . . . 101n) and can physically be located at any geographic location. For example, the bridge servers can number twenty with each bridge server 101 having as many as 600 ports. Each bridge server 101 is connected to the PSTN 102 via a conventional telecommunications channels 202.

[0029] The bridge servers 101 are managed and controlled by the Conference Allocation and Control System (CACS) 103, which is implemented as software residing on a workstation or other processing platform. The CACS 103 is connected to a subscriber database 104 over network 109. The conventional Service Control Point (SCP) hardware pair 105 is physically connected to STP pair 404 within the SS7 network 106 (See FIG. 4.), and handles SS7 translation number queries, thereby directing incoming calls to a specific bridge server 101 resource with sufficient available ports to service the on-demand conference. One or a plurality of PC operator/maintenance stations 107 may be connected to the CACS 103 over network 109 to provide operator interaction with the system 10. The plurality of stations 107 can be of any number (i.e., 1-j). The system 10 also includes an HTML/mail server 108 to support WWW and E-mail user interfaces over the network 109. All system components are linked together via TCP/IP Local Area Network (LAN) or Wide Area Network (WAN) 109 that allow inter-communication of commands and data among the various system components. TCP/IP is an acronym for Transmission Control Protocol, Internet Protocol and is a collection of conventionally available protocols for use on network 109.

[0030] Under the teachings of the present invention, the CACS 103 (unlike conventional designs where the CACS is integral to a single bridge server 101), the CACS 103 of the present invention connects to a plurality of bridge servers 101a-101n over the LAN/WAN 109. This is an important feature of the present invention in that it provides scalability and dynamic allocation. Scalability is achieved wherein a single bridge server 101 can have its existing ports expanded by adding new port cards to the bridge, (for example: expanding from 400 to 600 ports). Scalability also includes the addition of bridge server(s), such as bridge server 101n in FIG. 1. The CACS 103 increases the number of bridges and the number of bridge ports available in a bridge status table that is stored in memory of the CACS 103. Unlike conventional bridge servers each having its own CACS, the topological configuration of FIG. 1 allows the bridge servers 101 to increase in the number of ports and to have additional bridge servers added all under a single CACS control 103.

[0031] The system 10 of the present invention also provides dynamic allocation of the bridge resources available. By having a single CACS 103 controlling all bridge servers 101a-101n, the available capacity of each bridge is immediately known by the CACS 103. This is stored in the bridge status table, which will be discussed in greater detail subsequently. However, when an on-demand conference call request comes in, the CACS 103 determines which bridge servers 101 have sufficient availability of ports to handle the on-demand conference call. This may result in the utilization of one or a number of available bridges. If more than one bridge server 101 is available, the system of the present invention determines, as will be explained later, which of the available bridge servers will be selected to service the conference call. If no bridge servers 101 are available, the on-demand conference caller is informed of the status and requested to call later.

[0032] It is to be expressly understood that the various sub-systems and hardware components of system 10 of the present invention are well known and conventionally available.

[0033] 3. Bridge Server 101—One possible hardware embodiment of a bridge server 101 is shown in FIG. 2. It is contemplated that other forms of bridge hardware could be utilized within the conferencing system and remain within the spirit and scope of this present invention.

[0034] A bridge server 101 is composed of one or more processing modules 201 capable of managing and manipulating the channels 202 which connect it to the PSTN 102 via an interface module 204. The interface module 204 is composed of a network interface 205 interconnected to signal processing resources 206 through a time division multiplex (TDM) switching matrix 207. The signal processing 206 can be used to process (e.g., formatting and protocol changes) the data stream 208a before presenting it to the processing module 201 over bus 208c, or prior to sending it back to the PSTN 102 over bus 208a, depending on whether the data stream is inbound or outbound. The data stream is delivered between the network interface 205 and the TDM 207 over link 208a, between TDM 207 and inline signal processor 206 over link 208b, between TDM 207 and the processing module 201 over link 208c. Additionally, the interface module 204 provides an ethernet controller 209 in order to control the bridge server 101 from across the TCP/IP LAN/WAN 109. The controller 209 is connected over bus 209a to the processors 211.

[0035] The TDM channel 250 is a backplane connection to other interface modules 204 and communicates with TDM 213 over bus 208a.

[0036] The processing module 201 is composed of processors 211 that comprise a microprocessor complex which manages and controls the interactions of the data streams within the system. The processors 211 have access to a block of persistent storage 212, which can be used to store state information and other data necessary for the specific application—i.e., existing on-demand conference calls. The processors 211 control the flow of the telephony data stream (generally referred to as 208) through the use of a collocated TDM 213. The personality module 214 is composed of a set of digital signal processing (DSP) resources which manipulate the incoming data streams 208 to provide such functionality as conferencing, DTMF detection, voice prompting, etc. The processors 211 manage the devices in the processing module 201 and interface module 204 through an inter-module bus (IMB) 215. A localized control path is provided for host module to host module communication via an HDLC-A bus 216. Since interoperability between host modules is key to the bridge server operation, a secondary control path is provided through a backup HDLC-B bus 217.

[0037] The design of the hardware configuration for a conferencing bridge server 101 is conventional. Other hard-
ware embodiments other than that shown in FIG. 2 could be utilized under the teachings of the present invention.

[0038] 4. CACS Software—The CACS software 301 shown in FIG. 3 is a collection of software processing modules and interfaces that run on a workstation or other processing platform 103.

[0039] The Call Router module 302 handles SCP pair 105 communication, bridge resource allocation, and maintains a mapping of the dialed number to bridge translation number for conferences in progress. It also maintains a local cache of subscriber access numbers and their associated conference size. This cached information allows the router to meet SS7 106 query response time requirements without depending on the access time of the subscriber database 104.

[0040] The Bridge Application Program Interface (BAPI) module 303 handles all communication between the various CACS processes and the bridge servers 101 in the system 10.

[0041] The Database Interface Layer module 304 makes all subscriber database 104 queries and routes data to other processes that request it. This process provides a level of shielding between the subscriber database 104 and the various other processes that utilize the data.

[0042] The Operator Interface module 305 is the application program interface to the operator/maintenance stations 107, and handles operator request queue management, registration for operator-monitored bridge events, and operator updates to the subscriber database 104.

[0043] The Subscriber Interface module 306 is an application programs interface to the conference control features available to the subscriber.

[0044] The CDR post-processing module 307 is a process that performs billing and rating functions by processing information from the Call Detail Record (CDR) and may be resident on the CACS workstation 103 or on a separate processing platform (not shown).

[0045] The Subscriber Account Maintenance module 308 conveys subscriber account data back and forth between the Operator Interface 305 and the Database Interface Layer 304 whenever this data is viewed or changed by an operator.

[0046] The Maintenance/Administration module 309 handles the interface with system-wide maintenance processes and generates appropriate commands and communications as necessary to accomplish a variety of CACS and bridge maintenance functions.

[0047] The Bridge Manager module 310 is a coordinated access point for all bridge status and control messages within the CACS 103. It maintains a mapping of subscriber ID to access number to bridge translation numbers for active conferences that enables queries of the subscriber database 104, which is key on subscriber ID. It also maintains mappings of bridge channel handles to CACS channel ID’s and bridge conference handles to CACS conference ID’s. It maintains a list of all available bridges, a list of active conferences (with subscriber information), and participant lists for active conferences. The state of operational bridges is stored in a bridge status table, which contains at least the following information:

[0048] BRIDGE ID (Field): NUMBER OF AVAILABLE PORTS (Field)

[0049] The CACS 103 maintains this table of all bridge servers 101a-101n. This table provides scalability since it is easy to add more ports to a single bridge server or to add an entire new bridge server simply by adding more entries in the table. This can be done, for example, upon system startup so that the CACS 103 always knows the current status of all bridge servers 101a-101n. It could also be determined on a periodic polling basis to continually update this information in the bridge status table, above. It can also be accomplished whenever changes or modifications to a bridge server 101a-101n are made. This can be on an interrupt basis or on an install or maintenance basis. With respect to maintenance, should any bridge in its entirety or any portion of a bridge server 101 fail, then the bridge status table can be easily modified to delete references to those ports or those bridge servers that have failed. In addition, the bridge status table also enables dynamic allocation of available ports, which are identified in each bridge server.

[0050] The Credit Verification module 311 is either an internal process that queries the subscriber database 104 to verify credit for the subscriber’s account, or an application program interface to an external credit verification device that makes an external query.

[0051] Many of the functions of the software modules in FIG. 3 are conventional. Those functions that are unique under the teachings of the present invention are discussed later.

[0052] 5. Call Signaling and Conference Setup—The creation, processing, and termination of an on-demand conference are described with reference to FIG. 4. A subscriber for the on-demand conferencing service of the present invention is assigned a number and is provided an initial passcode by the system. The subscriber chooses a maximum conference size from several options such as 10, 15, or 20 and provides other information such as, but not limited to, billing address, credit card number, e-mail address, etc. This information is stored in the subscriber database 104. The number assigned is a unique number identifiable by the PSTN 102 as requiring handling by the SS7 106. This subscriber information can be implemented in several ways. An operator takes subscriber information over the phone, sets up an account, and initiates service. This subscriber information may also be E-mailed or the subscriber can fill out an Internet form. The system processes the Internet form and returns a document to the subscriber on the Internet, in real time, including the subscriber’s unique on-demand conference phone number and initial passcode. All of the subscriber information is loaded into the subscriber database.

[0053] In the preferred embodiment, the database 104 has fields for account entry date, subscriber ID, account ID, home, address, phone and fax numbers, E-mail address, on-demand phone number, passcode and account status (active or inactive) as well as other conventional subscriber account management and information fields.

[0054] The sequence begins when the telephone user (User 0) 401 dials the unique number such as an N00 (800/888) number with the subscriber who is sponsoring the conference. User 401 need not, but may be, the subscriber of the conferencing service. The call is connected to User 0's
PSTN Service Switching Point (SSP) 402, which identifies the called number as requiring handling by the SS7 network 106 and makes an SS7 TCAP routing request query of that SS7 network’s Signal Transfer Point (STP) pair 403. The TCAP query requests routing instructions. The SS7 routing request is linked to the STP pair 404 that is linked to the On-Demand SCP pair 105. The SCP pair 105 has a unique point code (address) associated with it to facilitate routing. The CACS call router module 302 receives a routing request from over network 109 from the SCP pair 105. The CACS 103 selects a bridge server 101 with enough available capacity to handle the maximum number of conference participants allowed by the service (e.g., 20), allocates the capacity, and returns routing instructions in terms of a POTS or ONNET translation number through the SCP pair 105. Each bridge server 101 would have a unique POTS or ONNET translation number for every simultaneous conference allowed on the bridge. For example, if the on-demand service had a maximum participant capacity of 20, each bridge server would need at least 12 (240 ports/20 participants per conference) unique POTS or ONNET translation numbers. The translation numbers between bridge servers 101 would be unique because the translation numbers are used by the long distance carrier to control N00 routing within their network. The CACS 103 also notes that any other routing requests for the same N00 number will receive the same routing instructions until the on-demand conference is de-allocated. Finally, the CACS 103 would note which translation number is currently “assigned” to which N00 number so that a translation number can be tied to the dialed N00 number which can be tied to a participant which can be tied to the currently authorized participant/subscriber passcode. The SCP pair 105 encapsulates the routing instructions with an SS7 TCAP message and returns appropriate routing instructions via the SS7 network 106 to the originating service point 402. The on-demand call is routed via the PSTN 102 to the selected bridge server 101.

[0055] The dialing of the unique number into the PSTN, the routing of the number to SS7 106 and the identification of the number as requiring special handling by the SS7 106 are conventional. The assigning of such a number for on-demand conferencing is unique to the present invention.

[0056] a. Selection of Bridge

[0057] The decision of which bridge 101 in FIG. 1 should receive the call can be based on selection criteria that consider availability, load control, least-cost routing and component failure. One embodiment of this decision-making logic is illustrated in FIG. 5. Upon receipt of the routing request from the SCP pair 105, the call router module 302 looks up 501 the maximum permissible conference size associated with the subscriber (who is identified by the called number) in a cached mapping table 510 which is memory available to the Call Router module 302. The Call Router module 302 then selects 502, from its bridge resource table 511, the bridge 101 with the most available conference ports. If this bridge has enough available ports to support this new conference 503, then the Call Router module 302 allocates the required number of ports to this conference by updating 504 the bridge resource table which is memory available to the Call Router and Bridge Manager modules.

[0058] Finally, the Call Router module 302 obtains 505 a translation number in a lookup table 512 for the selected bridge and returns 506 this number to the SS7 network 106 via the SCP pair 105. If there are not enough conferencing resources available on the selected bridge, then a “system unavailable” message is returned 507 to the SS7 network 106.

[0059] The processing stage 503 in the preferred embodiment also includes a step of load management. A number of conventional approaches are available to manage bridge server resources when peak demands are made.

[0060] The system 10, after determining which bridge servers have ports available then determines of those which bridge servers are best from a load management determination. A determination is also made in the preferred embodiment as to which bridge server will be least costly to route the call. Again, conventional methods are available for this.

[0061] The Call Router module 302 always contains the available capacity in the bridge status table so that for the next on-demand conferencing request the table will be fully updated with respect to the availability of ports on each bridge server. This feature is an important part of the dynamic allocation of the present invention.

[0062] The Call Router module 302 then sends a packet to the bridge manager 310 that maps the dialed number to the translation number that was provided to the SS7 network. The bridge manager 310 will later use this mapping to identify the subscriber that is associated with that particular translation number for use in subscriber database 104 queries. Once the call reaches a bridge server 101, the bridge sends a packet via BAPI 303 and the Bridge Manager module 310 to the Database Interface Layer 304 requesting subscriber information from the database 104, which is returned via the Bridge Manager module 310 and BAPI 303 to the bridge server 101. To accomplish this, the bridge manager 310 must relate the translation number that was supplied by the bridge server 101 to the original dialed number, which is used to identify the subscriber in the database 104. At this point, the bridge server places the call into a call-flow script, one possible embodiment of which is illustrated in FIG. 6.

[0063] b. Call Flow

[0064] Prior to a conference, the subscriber must choose a PIN for the conference and distribute the PIN and the unique on-demand access number to the participants.

[0065] In FIG. 6, the on-demand conference begins 600 when the caller dials in the unique on-demand number 601. The steps take place as described above to select the bridge server 101 having enough ports available for the subscriber’s maximum call. A decision is made as to whether the conference has begun 602. If not, the system of the present invention plays an initial welcome 603 such as:

[0066] “Welcome to on-demand conferencing. Your conference has not yet begun. If you are the subscriber, press the ‘*’ button. If you are a participant, please hold.”
When the call flow script detects that the person calling is the subscriber by sensing the pressing of the "*" key, it sends a credit verification request to the credit verification module 311 via BAPI module 303. After some time, the credit verification information is returned to the bridge server 101 via BAPI module 303. During this delay, the call flow script prompts the subscriber to enter his or her subscriber passcode 605.

For example, the passcode entered 606 could be:

79165

Any suitable number of characters could be used under the teachings of the present invention, although the preferred embodiment uses 4 to 10 digits. A decision is made as to whether the passcode is correct 607. If not, then stage 605 is re-entered. If correct, stage 608 is entered. After three incorrect attempts to enter the passcode, the caller is routed (not shown in FIG. 6) to an operator station 107, a wrong passcode recording is played and/or the caller is disconnected.

Upon entry of a valid passcode, the subscriber is given the option 608 to change its passcode or to start a conference. A decision as to which option occurs is made in stage 609. If the passcode is to be changed stage 610 is entered. If the conference option is selected, the subscriber is given the option 611 of recording a custom greeting or using a system default greeting for the conference. The system then prompts the subscriber to enter a conference PIN code, which can be of variable length (including no PIN) 612. For example, the PIN could be:

121

This is when the system of the present invention learns the PIN for the conference.

Once credit has been verified and the conference PIN has been entered, the conference is started 613 on the selected bridge server 101. When this occurs, the selected bridge server 101 sends a conference start packet via BAPI module 303 and the Bridge Manager module 310 to the Operator Interface module 305, which supplies a conference list change message to the operator stations 107 that are registered to monitor changes on this particular bridge 101. After the conference begins 613, stage 621 is entered to monitor for and to provide in conference options discussed later. The system of the present invention has fully set the conference configuration up without subscriber reservation or operator control. Even with an operator station 107 assigned, the conference call will be completed without operator intervention provided the subscriber or any participant does not contact the operator.

When an incoming caller to the bridge server 101 is not identified 604 as the subscriber, then they are a participant and are placed on hold 614 until the subscriber has completed recording the greeting 611 and the subscriber has entered the conference PIN 612. Once the conference has started as determined in stage 615, participants are played the subscriber's chosen greeting 616 and prompted to enter the conference PIN 617. The participant then enters the PIN (which in the example above is "121") in stage 618. Upon correct entry 619 of the conference PIN, the caller is added 620 to the conference and enters stage 621. A participant has three tries to enter the PIN successfully and then is disconnected or connected to an operator station (not shown in FIG. 6). As each participant joins the conference, a participant join message is sent via BAPI module 303 and the bridge manager 310 to the operator stations 107 that are monitoring changes on this bridge 101. The join message informs the Bridge Manager module which participant has connected the conference call. The bridge server 101 sends a similar message when participants disconnect or are dropped.

After the subscriber has entered stage 613, any new participants will be immediately directed from stage 602 to stage 616.

The conference ends 622 only when the subscriber disconnects. Participants can disconnect during the conference without terminating the conference (not shown in FIG. 6). At this time, any remaining participants are played a short message and disconnected by the bridge 101, which then sends a conference end message to the Bridge Manager 310 via BAPI 303, which sends the conference end message to the call router module 302 so that bridge resources can be deallocated. The bridge manager 310 also sends a message to the operator interface 305, which posts the conference list change to the operator stations 107 that are registered to receive changes on this bridge 101. The operator stations 107 then deletes the participant list associated with the just-ended conference.

While a preferred method for call flow has been described, it is to be understood that variations on the above could occur and still be within the teachings of the present invention. For example, other services could be added. In stage 608, the subscriber may select other options such as record the conference, roll call, etc. Also, the order of the flow in FIG. 6 can vary. For example, stages 617, 618, and 619 can occur before stage 616.

a. Subscriber and Participant Control

FIG. 7 illustrates the variety of conference control interfaces that are provided to the subscriber and to the conference participants in Stage 621 of FIG. 6. Conferences may enter DTMF commands via their telephones' keypad, or are conveyed within the audio channel to the bridge server 101 if that is serving the conference. These commands provide control over several in-conference options, many of which are supported by prior art conferencing systems. In the preferred embodiment, these commands include operator recall, participant count, conference lock/unlock, access to an outside line, and disconnect address lines. When a command by a subscriber or participant is received, the bridge server 101 conveys a conference status change message to the CACS Bridge Manager module 310 via BAPI 303. This status change is passed along to the subscriber interface 306 and then to the HTML mail server 108, which provides the status change information to any World Wide Web (WWW) 702 users whose browsers may be registered for this information. Subscribers can issue similar commands via the WWW interface 702, which commands are passed to the bridge 101 via the HTML mail server 108, the subscriber interface 306, and BAPI 303. Non-subscriber participants can view conference status information on a similar WWW 702 interface on which command features (which are restricted to the subscriber) are disabled. Additionally, the system supports electronic mail 703 conference initiation, whereby a spec-
cially formatted text message is parsed within the HTML/ mail server 108 to extract a conference list. When this information is received, the subscriber interface 306 instructs the call router 302 to connect the conferences together with the subscriber by initiating the appropriate SS7 routing messages.

[0081] The invention has been described with reference to the preferred embodiment. Modifications and alterations will occur to others upon a reading and understanding of this specification. It is intended to include all such modifications and alterations insofar as they come within the scope of the appended claims or the equivalents thereof.

We claim:
1. An on-demand conferencing method for setting up a conference call in a telecommunications system, the telecommunications system having the Advanced Information Network (AIN) architecture with System Signaling 7 (SS7) and a Public Switched Telephone Network (PSTN), the method comprising the steps of:
   assigning a number for an on-demand conference call to an on-demand subscriber;
dialing the assigned number into the PSTN;
identifying in the PSTN that the dialed number requires handling by the SS7;
routing the identified number through the PSTN to the SS7;
linking in the SS7 the routed number to a conference allocation and control system (CACS) connected to the plurality of bridge servers;
the CACS selecting bridge servers from the plurality of bridge servers based on a selection criteria;
setting up the on-demand conference call through the PSTN on one of the selected bridge servers under control of the CACS.
2. The on-demand conferencing method of claim 1 further comprising the step of changing the status of the set up on-demand conference call when the on-demand user inputs a status change.
3. The on-demand conferencing method of claim 2 wherein the changing status step occurs when the on-demand user inputs at least one of the following: (a) DTMF signals, (b) World Wide Web commands, and (c) E-mail to the CACS.
4. The on-demand conferencing method of claim 1 wherein the step of setting up the on-demand conference call further comprises the steps of:
   obtaining a translation number for the selected bridge server in the CACS;
delivering the obtained translation number to the SS7 from the CACS.
5. An on-demand conferencing method for setting up a conference call in a telecommunications system, the telecommunications system having the Advanced Information Network (AIN) architecture with System Signaling 7 (SS7) and a Public Switched Telephone Network (PSTN), the method comprising the steps of:
   assigning a number for an on-demand conference call to an on-demand subscriber, said assigned number identifying the on-demand subscriber and the maximum conference size;
dialing into the PSTN the assigned number;
identifying in the PSTN that the dialed number requires handling by the SS7;
routing the identified number through the PSTN to the SS7;
linking in the SS7 the routed number to a conference allocation and control system (CACS) connected to the plurality of bridge servers;
determining in the CACS the maximum conference size assigned to the linked number;
selecting in the CACS which bridge servers from the plurality of bridge servers have enough available ports to support the maximum size of the conference call;
reserving in the CACS one of the selected bridge servers for the conference call;
setting up the on-demand conference call through the PSTN on the one selected bridge server under control of the CACS.
6. The on-demand conferencing method of claim 5 wherein the step of selecting further selects bridge servers based on load control and routing costs.
7. The on-demand conferencing method of claim 5 wherein the step of selecting further selects bridge servers based upon failed hardware resources in a bridge.
8. The on-demand conferencing method of claim 5 further comprising the step of changing the status of the set up on-demand conference call when the on-demand user inputs a status change.
9. The on-demand conferencing method of claim 8 wherein the changing status step occurs when the on-demand user inputs at least one of the following: (a) DTMF signals, (b) World Wide Web commands, and (c) E-mail to the CACS.
10. The on-demand conferencing method of claim 5 wherein the step of setting up the on-demand conference call further comprises the steps of:
   obtaining a translation number for the selected bridge server in the CACS;
delivering the obtained translation number to the SS7 from the CACS.
11. The on-demand conferencing method of claim 5 wherein the step of selecting further comprises the step of returning a “system unavailable” message when a bridge server cannot be selected.
12. An on-demand conferencing method for setting up a conference call between a subscriber and a plurality of participants in a telecommunications system, the telecommunications system having the Advanced Information Network (AIN) architecture with System Signaling 7 (SS7) and a Public Switched Telephone Network (PSTN), the method comprising the steps of:
   assigning a number for an on-demand conference call to a subscriber, said assigned number identifying the subscriber and the maximum conference size;
dialing by the subscriber or the plurality of participants the assigned number into the PSTN;
identifying in the PSTN that the dialed number requires handling by the SS7;
routing the identified number through the PSTN to the SS7;
linking in the SS7 the routed number to a conference allocation and control system (CACS) connected to the plurality of bridge servers;
determining in the CACS the maximum conference size assigned to the linked number;
selecting in the CACS which bridge servers from the plurality of bridge servers have enough available ports to support the maximum size of the conference call;
obtaining a translation number for one of the selected bridge servers in the CACS;
delivering the obtained translation number to the SS7 from the CACS;
setting up the on-demand conference call through the PSTN on the one selected bridge server under control of the CACS when the subscriber dials the assigned number into the PSTN.

13. The on-demand conferencing method of claim 12 wherein the step of selecting further selects bridge servers based on load control and routing costs.

14. The on-demand conferencing method of claim 12 wherein the step of selecting further selects bridge servers based upon failed hardware resources in a bridge.

15. The on-demand conferencing method of claim 12 further comprising the step of changing the status of the set up on-demand conference call when the subscriber or any one of the plurality of participants input a status change.

16. The on-demand conferencing method of claim 15 wherein the changing status step occurs when the on-demand user inputs at least one of the following: (a) DTMF signals, (b) World Wide Web commands, and (c) E-mail to the CACS.

17. A method for connecting a subscriber and a participant in an on-demand conference call in a telecommunications system, said telecommunications system having a conference allocation and control system (CACS) controlling a conferencing bridge, said method comprising:

assigning an on-demand conference number to the subscriber,

storing the assigned number,

the subscriber selecting a PIN for the conference call and delivering the assigned number and the PIN to the plurality of participants,

the CACS setting up the conference call on the conferencing bridge when the subscriber dials the assigned number in the telecommunications system and enters the PIN to the CACS,

the CACS adding a participant to the set-up conference call in the conferencing bridge when one of the plurality of participants dials the assigned number in the telecommunications system and enters the PIN to the CACS.

18. The method of claim 17 wherein the step of assigning further includes assigning a passcode to the subscriber and wherein the step of setting up further comprises the steps: prompting the subscriber for a passcode; entering the passcode by the subscriber, verifying that the entered passcode corresponds to the assigned passcode, receiving a PIN from the subscriber in response to the step of verification beginning the conference call in response to the step of receiving the PIN.

19. The method of claim 18 wherein the step of adding a participant further comprises:

prompting the one participant to enter a PIN; entering the PIN by the one participant; verifying that the entered PIN corresponds to the PIN received from the subscriber; placing the one participant into the conference call.

20. The method of claim 19 further comprising the step of: placing the one participant on hold until the conference call begins.

21. The method of claim 18 further comprising the step of: changing the assigned passcode by the subscriber in response to the step of verifying the passcode.

22. The method of claim 18 further comprising the steps of:

recording a greeting from the subscriber in response to the step of verifying the passcode;

playing the recorded greeting to the added participant.

23. A method for connecting a subscriber and a participant in an on-demand conference call in a telecommunications system, said telecommunications system having a conference allocation and control system (CACS) controlling a plurality of conferencing bridges, said method comprising:

assigning an on-demand conference number and a maximum conference size to the subscriber,

storing the assigned number and maximum conference size,

the subscriber selecting a PIN for the conference call and delivering the assigned number and the PIN to the plurality of participants,

the CACS selecting a conferencing bridge from said plurality of conferencing bridges with enough capacity to handle the maximum conference size,

the CACS setting up the conference call on the selected conferencing bridge when the subscriber dials the assigned number in the telecommunications system and enters the PIN to the CACS,

the CACS adding a participant to the set-up conference call in the conferencing bridge when one of the plurality of participants dials the assigned number in the telecommunications system and enters the PIN to the CACS.

24. An on-demand conferencing system for making a conference call between a subscriber and a plurality of participants, said on-demand conferencing system comprising:

a database;
a number, a passcode, and a maximum conference size assigned to said subscriber, said number and maximum conference size stored in said database;
a PSTN, said PSTN having service points for said subscriber, said service points receiving said number from said subscriber or from said plurality of participants for routing said number;

a CACS;

an SS7 receiving the routed number from said service points for delivering the routed number to said CACS;

a plurality of bridge servers connected to said CACS, said CACS accessing said database based upon said delivered number for obtaining said maximum conference size, for selecting one bridge server from said plurality of bridge servers for handling said maximum size conference, said CACS returning to said SS7 routing information identifying the selected at least one bridge server;

said SS7 delivering said routing information to said PSTN, said PSTN linking said subscriber to said selected bridge server, said CACS setting up said conference call in said at least one bridge server when said subscriber delivers said passcode to said CACS over said link, said CACS adding said plurality of participants to said conference call.

25. The on-demand conferencing system of claim 24 wherein said CACS has a bridge status memory file for said plurality of bridges, said bridge status memory file containing the identity of each bridge and the number of ports available for each said bridge.

26. The on-demand conferencing system of claim 24 wherein the number of ports available for each bridge in the bridge status memory file is updated when said CACS sets up said conference call in said one bridge server.

27. The on-demand conferencing system of claim 25 wherein said bridge status memory file is updated when an additional bridge server is added to said plurality of bridge servers.

28. The on-demand conferencing system of claim 25 wherein said bridge status memory file is updated when additional ports are added to any one of said plurality of bridge servers.

29. The on-demand conferencing system of claim 25 wherein said bridge status memory file is updated whenever any ports in any of said plurality of bridge servers fails.

30. An on-demand conferencing system comprising:

a CACS,

a plurality of bridge servers, each of said plurality of bridge servers having a plurality of ports,

a network,

said CACS connected to said plurality of bridge servers over said network,

said CACS having a bridge status memory file for said plurality of bridges,

said bridge status memory file containing the identity of each bridge in said plurality of bridges and the number of ports available for each said bridge,

said CACS updating said bridge status memory file whenever any one of the following occurs:

(a) when a conference call is set up in said bridge,

(b) when ports are added or removed from any one of said plurality of bridges,

(c) when bridge servers are added to or removed from said plurality of bridge servers,

(d) when any ports in any of the bridge servers fail.

* * * * *