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(57) Abrege(suite)/Abstract(continued):

token storage module (1304). The write request recelver module (1302) recelves a storage request from a requesting device
(1326). The storage request includes a request to store a data segment In a storage device (150). The data segment includes a
series of repeated, identical characters or a series of repeated, identical character strings. The data segment token storage module
(1304) stores a data segment token in the storage device (150). The data segment token includes at least a data segment identifier
and a data segment length. The data segment token Is substantially free of data from the data segment.
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method for managing data include a write
request receiver module (1302) and a data
segment token storage module (1304). The
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a storage request from a requesting device
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segment token storage module (1304) stores a
data segment token in the storage device (150).
The data segment token includes at least a data
segment identifier and a data segment length.
The data segment token is substantially free of
data from the data segment.
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APPARATUS, SYSTEM, AND METHOD FOR MANAGING DATA IN A

STORAGE DEVICE WITH AN EMPTY DATA TOKEN DIRECTIVE
CROSS-REFERENCES TO RELATED APPLICATIONS

This application claims priority to U.S. Provisional Patent Application Number
60/873,111 entitled “Elemental Blade System” and filed on December 6, 2006 for David Flynn,
et al., and U.S. Provisional Patent Application Number 60/974,470 entitled “Apparatus, System,
and Method for Object-Oriented Solid-State Storage” and filed on September 22, 2007 for David
Flynn, et al., which are incorporated herein by reference.

BACKGROUND OF THE INVENTION
FIELD OF THE INVENTION

This invention relates to managing data in a data storage device and more particularly
relates to managing data in a storage device using an empty data segment directive.
DESCRIPTION OF THE RELATED ART

Typically, when data 1s no longer useful it may be erased. In many file systems, an erase
command deletes a directory entry in the file system while leaving the data in place in the
storage device containing the data. Typically, a data storage device 1s not involved 1n this type
of erase operation. Another method of erasing data 1s to write zeros, ones, or some other null
data character to the data storage device to actually replace the erased file. However, this 1s
inefficient because valuable bandwidth 1s used while transmitting the data 1s being overwritten.
In addition, space 1n the storage device 1s taken up by the data used to overwrite invalid data.

Some storage devices, like the solid-state storage device 102 described herein, are not
random access storage devices so updating previously stored data does not overwrite existing
data. Attempting to overwrite data with a string of ones or a string of zeros on such a device
takes up valuable space without fulfilling the desired intent of overwriting the existing data. For
these non-random access devices, such as solid-state storage devices 102, a client 114 typically
does not have an ability to overwrite data to erase it.

When receiving a string of repeated characters or character strings, the received data 1s
highly compressible, but typically compression 1s done by a file system prior to transmission to a
storage device. A typical storage device cannot distinguish between compressed data and
uncompressed data. The storage device may also receive a command to read the erased file so
the storage device may transmit a stream of zeros, ones, or a null character to the requesting

device. Again, bandwidth is required to transmit data representing the erased file.
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SUMMARY OF THE INVENTION

From the foregoing discussion, it should be apparent that a need exists for an apparatus,
system, and method for a storage device to receive a directive that data 1s to be erased so that the
storage device can store a data segment token that represents an empty data segment or data with
repeated characters or character strings. The apparatus, system, and method may also erase the
existing data so that the resulting used storage space comprises the small data segment token.
An apparatus, system, and method are presented that overcome some or all of the shortcomings
of the prior art.

The present invention has been developed 1n response to the present state of the art, and
in particular, 1in response to the problems and needs 1n the art that have not yet been fully solved
by currently available data management systems. Accordingly, the present invention has been
developed to provide an apparatus, system, and method for managing data that overcome many
or all of the above-discussed shortcomings in the art.

The apparatus for managing data 1s provided with a plurality of modules including a write
request receiver module and a data segment token storage module. The write request receiver
module receives a storage request from a requesting device. The storage request includes a
request to store a data segment 1n a storage device. The data segment includes a series of
repeated, identical characters or a series of repeated, identical character strings. The data
segment token storage module stores a data segment token in the storage device. The data
segment token includes at least a data segment 1dentifier and a data segment length, and the data
segment token 1s substantially free of data from the data segment.

In one embodiment, the storage request includes a token directive to store the data
segment token where the storage request 1s free from data of the data segment. In another
embodiment, the data segment token storage module generates the data segment token prior to
storing the token. The data segment token storage module generates the data segment token
from information in the token directive. The token directive 1s free from the data segment token.
In another embodiment, the token directive includes the data segment token and the data segment
token storage module recognizes that the data segment token represents the data segment.

In one embodiment, the storage request includes data from the data segment and the
apparatus includes a token generation module that generates a data segment token from the data
segment. The data segment token is created 1n response to the storage request to store the data
segment. In a further embodiment, the token generation module resides at the requesting device.,

In one embodiment, the apparatus includes a secure erase module that overwrites existing

data with characters such that the existing data 1s non-recoverable. The existing data includes
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data of a data segment previously stored on the storage device identified with the same data
segment 1dentifier as the data segment identified in the storage request. In a further embodiment,
the secure erase module further includes an erase confirmation module that transmits a message
indicating that the existing data has been overwritten. The erase confirmation message 1s
transmitted in response to the secure erase module overwriting the existing data. In another
embodiment, the secure erase module overwrites the existing data during a storage space
recovery operation. In another embodiment, the storage request includes a request to overwrite
the existing data and the secure erase module overwrites the existing data in response to the
request to overwrite the existing data.

In one embodiment, the apparatus includes a read request receiver module that receives a
storage request to read the data segment, a read data segment token module that reads the data
segment token corresponding to the data segment requested by the storage request, and a read
request response module that transmits a response to the requesting device. The response 1s
generated using the data segment token corresponding to the requested data segment.

In a further embodiment, the read request response module includes a transmit data
segment token module that transmits in the response a message to the requesting device. The
message includes at least the data segment identifier and the data segment length and the
message 1s substantially free from data of the data segment. In another further embodiment, the
apparatus includes a reconstitute data segment module that reconstitutes data of the data segment
using the data segment token, and the read request response module includes a transmit data
segment module that transmits the reconstituted requested data segment.

In one embodiment, the series of repeated, identical characters or character strings
indicate that the data segment 1s empty. In another embodiment, the storage request includes a
request to reserve storage space on the storage device. The requested reserved storage space
includes an amount of storage space substantially similar to the data segment length. In the
embodiment, the apparatus includes a storage space reservation module that reserves an amount
of storage space on the storage device consistent with the request to reserve storage space.

In one embodiment, the empty data segment token includes an entry in an index, where
the 1ndex corresponds to information and data stored on the storage device. In another
embodiment, the data segment token includes an object stored on the storage device. In another
embodiment, the data segment token includes metadata stored on the storage device. In yet
another embodiment, the data segment token includes at least one of a data segment location
indicator, at least one 1nstance of the repeated, 1dentical character, and at least one instance of the

repeated, 1dentical character string.
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Another apparatus for managing data 1s provided with a plurality of modules including a
read request receiver module, a read data segment token module and a read request response
module. The read request receiver module receives a storage request to read a data segment
from a storage device. The data segment 1s represented on the storage device by a data segment
token. The data segment includes a series of repeated, identical characters or a series of
repeated, 1dentical character strings. The data segment token includes a data segment 1dentifier
and a data segment length. The data segment token 1s substantially free of data from the data
segment. The read data segment token module reads the data segment token corresponding to
the data segment requested 1n the storage request. The read request response module transmits a
response to the requesting device. The response 1s generated using the data segment token
corresponding to the requested data segment.

In one embodiment, the read request response module includes a transmit data segment
token module that transmits in the response a message to the requesting device. The message
includes at least the data segment identifier and the data segment length. The message 1s
substantially free from data of the data segment. In another embodiment, the apparatus includes
a reconstitute data segment module at the storage device that reconstitutes data of the data
segment using the data segment token, and the read request response module includes a transmit
data segment module that transmits the reconstituted, requested data segment.

In another embodiment, the storage request includes a request to read the data segment
and the apparatus includes a reconstitute data segment module residing at the requesting device
that reconstitutes data of the data segment using the data segment token. The read request
response module 1ncludes a transmit data segment token module that transmits a message that
includes at least the data segment 1dentifier and the data segment length to the requesting device
prior to the reconstitute data segment module recreating requested data segment from the
message.,

A system of the present invention 1s also presented for managing data. The system
includes a storage device, a storage controller that controls the storage device, a write request
receiver module, and a data segment token storage module. The write request receiver module
receives a storage request from a requesting device. The storage request includes a request to
store a data segment in the storage device. The data segment includes a series of repeated,
identical characters or a series of repeated, identical character strings. The data segment token
storage module stores a data segment token in the storage device. The data segment token
includes at least data segment 1dentifier and a data segment length. The data segment token 1s

substantially free of data from the data segment.
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In one embodiment, the system may include a driver residing at the requesting device.
The driver includes at least a portion of one or more of the write request recerver module, the
data segment token storage module, the read request receiver module, the read data segment
token module, and the read request response module. The system may also include the modules
and embodiments described above with regard to the apparatus.

A method of the present invention 1s also presented for managing data. The method 1n
the disclosed embodiments substantially includes the steps necessary to carry out the functions
presented above with respect to the operation of the described apparatus and system. In one
embodiment, the method includes receiving a storage request from a requesting device. The
storage request includes a request to store a data segment 1n a storage device. The data segment
includes a series of repeated, identical characters or a series of repeated, identical character
strings. The method also includes storing a data segment token 1n the storage device. The data
segment token includes a data segment 1dentifier and a data segment length. The data segment
token 1s substantially free of data from the data segment.

In one embodiment, the storage request includes a token directive to store the data
segment token where the storage request 1s free from data of the data segment. In another
embodiment, the storage request includes data from the data segment and the method includes
generating a token directive to create the data segment token from the data segment. The token
directive 1s created 1n response to the storage request to store the data segment.

Reterence throughout this specification to features, advantages, or similar language does
not imply that all of the features and advantages that may be realized with the present invention
should be or are 1n any single embodiment of the invention. Rather, language referring to the
features and advantages 1s understood to mean that a specific feature, advantage, or characteristic
described in connection with an embodiment 1s included in at least one embodiment of the
present invention. Thus, discussion of the features and advantages, and similar language,
throughout this specification may, but do not necessarily, refer to the same embodiment.

Furthermore, the described features, advantages, and characteristics of the invention may
be combined 1n any suitable manner in one or more embodiments. One skilled 1n the relevant art
will recognize that the invention may be practiced without one or more of the specific features or
advantages of a particular embodiment. In other instances, additional features and advantages
may be recognized in certain embodiments that may not be present in all embodiments of the

Invention.
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These features and advantages of the present invention will become more fully apparent
from the following description and appended claims, or may be learned by the practice of the
invention as set forth hereinatter.

BRIEF DESCRIPTION OF THE DRAWINGS

In order that the advantages of the invention will be readily understood, a more particular
description of the invention briefly described above will be rendered by reference to specific
embodiments that are illustrated in the appended drawings. Understanding that these drawings
depict only typical embodiments of the invention and are not theretfore to be considered to be
limiting of 1ts scope, the invention will be described and explained with additional specificity
and detail through the use of the accompanying drawings, 1n which:

Figure 1A 1s a schematic block diagram 1llustrating one embodiment of a system for data
management 1n a solid-state storage device in accordance with the present invention;

Figure 1B 1s a schematic block diagram illustrating one embodiment of a system for
object management 1n a storage device 1n accordance with the present invention;

Figure 2A 1s a schematic block diagram illustrating one embodiment of an apparatus for
object management 1n a storage device 1n accordance with the present invention;

Figure 2B 1s a schematic block diagram illustrating one embodiment of a solid-state
storage device controller 1n a solid-state storage device 1n accordance with the present invention;

Figure 3 1s a schematic block diagram illustrating one embodiment of a solid-state
storage controller with a write data pipeline and a read data pipeline in a solid-state storage
device 1n accordance with the present invention;

Figure 4A 1s a schematic block diagram 1illustrating one embodiment of a bank interleave
controller 1n the solid-state storage controller in accordance with the present invention;

Figure 4B 1s a schematic block diagram illustrating an alternate embodiment of a bank
interleave controller 1n the solid-state storage controller 1n accordance with the present invention;

Figure 5 1s a schematic flow chart diagram illustrating one embodiment of a method for
managing data in a solid-state storage device using a data pipeline 1in accordance with the present
invention;

Figure 6 1s a schematic flow chart diagram illustrating another embodiment of a method
for managing data 1n a solid-state storage device using a data pipeline 1in accordance with the
present invention;

Figure 7 1s a schematic flow chart diagram 1llustrating an embodiment of a method for
managing data in a solid-state storage device using a bank interleave in accordance with the

present invention;
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Figure 8 1s a schematic block diagram illustrating one embodiment of an apparatus for
garbage collection 1n a solid-state storage device 1n accordance with the present invention;

Figure 9 1s a schematic flow chart diagram illustrating one embodiment of a method for
garbage collection 1n a solid state storage device in accordance with the present invention;

Figure 10 1s a schematic block diagram 1illustrating one embodiment of a system with an
apparatus for generating a token directive in accordance with the present invention;

Figure 11 1s a schematic flow chart diagram 1llustrating an embodiment of a method for
generating and transmitting a token directive 1in accordance with the present invention;

Figure 12 1s a schematic flow chart diagram 1llustrating an embodiment of a method for
reading a data segment token 1n accordance with the present invention;

Figure 13 1s a schematic block diagram 1llustrating one embodiment of a system with an
apparatus for managing a data segment token 1n accordance with the present invention,;

Figure 14 1s a schematic flow chart diagram 1llustrating an embodiment of a method for
storing a data segment token i1n accordance with the present invention; and

Figure 15 1s a schematic flow chart diagram 1llustrating an embodiment of a method for
reading a data segment token 1n accordance with the present invention.

DETAILED DESCRIPTION OF THE INVENTION

Many of the functional units described 1n this specification have been labeled as modules,
in order to more particularly emphasize their implementation independence. For example, a
module may be implemented as a hardware circuit comprising custom VLSI circuits or gate
arrays, off-the-shelf semiconductors such as logic chips, transistors, or other discrete
components. A module may also be implemented 1n programmable hardware devices such as
field programmable gate arrays, programmable array logic, programmable logic devices or the
like.

Modules may also be implemented in software for execution by various types of
processors. An 1dentified module of executable code may, for instance, comprise one or more
physical or logical blocks of computer instructions which may, for instance, be organized as an
object, procedure, or function. Nevertheless, the executables of an 1dentified module need not be
physically located together, but may comprise disparate instructions stored 1n different locations
which, when joined logically together, comprise the module and achieve the stated purpose for
the module.

Indeed, a module of executable code may be a single instruction, or many instructions,
and may even be distributed over several different code segments, among different programs,

and across several memory devices. Similarly, operational data may be 1dentified and 1llustrated
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herein within modules, and may be embodied in any suitable form and organized within any
suitable type of data structure. The operational data may be collected as a single data set, or may
be distributed over different locations including over different storage devices, and may exist, at
least partially, merely as electronic signals on a system or network. Where a module or portions
of a module are implemented 1n software, the software portions are stored on one or more

computer readable media.

22 66

Reference throughout this specification to “one embodiment,” “an embodiment,” or
sumilar language means that a particular feature, structure, or characteristic described 1n
connection with the embodiment is included 1n at least one embodiment of the present invention.
Thus, appearances of the phrases “in one embodiment,” “in an embodiment,” and similar
language throughout this specification may, but do not necessarily, all refer to the same
embodiment.

Reference to a signal bearing medium may take any form capable of generating a signal,
causing a signal to be generated, or causing execution of a program of machine-readable
instructions on a digital processing apparatus. A signal bearing medium may be embodied by a
transmission line, a compact disk, digital-video disk, a magnetic tape, a Bernoulli drive, a
magnetic disk, a punch card, flash memory, integrated circuits, or other digital processing
apparatus memory device.,

Furthermore, the described features, structures, or characteristics of the invention may be
combined in any suitable manner in one or more embodiments. In the following description,
numerous specific details are provided, such as examples of programming, software modules,
user selections, network transactions, database queries, database structures, hardware modules,
hardware circuits, hardware chips, etc., to provide a thorough understanding of embodiments of
the invention. One skilled in the relevant art will recognize, however, that the invention may be
practiced without one or more of the specific details, or with other methods, components,
materials, and so forth. In other instances, well-known structures, materials, or operations are
not shown or described in detail to avoid obscuring aspects of the invention.

The schematic flow chart diagrams included herein are generally set forth as logical tlow
chart diagrams. As such, the depicted order and labeled steps are indicative of one embodiment
of the presented method. Other steps and methods may be conceived that are equivalent in
function, logic, or effect to one or more steps, or portions thereof, of the illustrated method.
Additionally, the format and symbols employed are provided to explain the logical steps of the

method and are understood not to limit the scope of the method. Although various arrow types

and line types may be employed 1n the flow chart diagrams, they are understood not to limit the
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scope of the corresponding method. Indeed, some arrows or other connectors may be used to
indicate only the logical flow of the method. For instance, an arrow may indicate a waiting or
monitoring period of unspecified duration between enumerated steps of the depicted method.
Additionally, the order in which a particular method occurs may or may not strictly adhere to the

order of the corresponding steps shown.

SOLID-STATE STORAGE SYSTEM

Figure 1A 1s a schematic block diagram 1llustrating one embodiment of a system 100 for
data management 1n a solid-state storage device 1n accordance with the present invention. The
system 100 includes a solid-state storage device 102, a solid-state storage controller 104, a write
data pipeline 106, a read data pipeline 108, a solid-state storage 110, a computer 112, a client
114, and a computer network 116, which are described below.

The system 100 includes at least one solid-state storage device 102. In another
embodiment, the system 100 includes two or more solid-state storage devices 102. Each solid-
state storage device 102 may include non-volatile, solid-state storage 110, such as flash memory,
nano random access memory (“nano RAM or NRAM”), magneto-resistive RAM ("MRAM?”),
dynamic RAM (“DRAM?), phase change RAM (“PRAM?”), etc. The solid-state storage device
102 1s described in more detail with respect to Figures 2 and 3. The solid-state storage device
102 1s depicted 1n a computer 112 connected to a client 114 through a computer network 116. In
one embodiment, the solid-state storage device 102 1s internal to the computer 112 and 1s
connected using a system bus, such as a peripheral component interconnect express (“PCI-e”
bus, a Serial Advanced Technology Attachment (“sertal ATA”) bus, or the like. In another
embodiment, the solid-state storage device 102 1s external to the computer 112 and 1s connected,
a universal serial bus (“USB”) connection, an Institute of Electrical and Electronics Engineers
(“IEEE”) 1394 bus (“FireWire”), or the like. In other embodiments, the solid-state storage
device 102 1s connected to the computer 112 using a peripheral component interconnect (“PCI")
express bus using external electrical or optical bus extension or bus networking solution such as
Infiniband or PCI Express Advanced Switching (“"PCle-AS™), or the like.

In various embodiments, the solid-state storage device 102 may be in the form of a dual-
inline memory module (“"DIMM?”), a daughter card, or a micro-module. In another embodiment,
the solid-state storage device 102 i1s an element within a rack-mounted blade. In another
embodiment, the solid state storage device 102 1s contained within a package that 1s integrated

directly onto a higher level assembly (e.g. mother board, lap top, graphics processor). In another
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embodiment, individual components comprising the solid-state storage device 102 are integrated
directly onto a higher level assembly without intermediate packaging.

The solid-state storage device 102 includes one or more solid-state storage controllers
104, each may include a write data pipeline 106 and a read data pipeline 108 and each includes a
solid-state storage 110, which are described in more detail below with respect to Figures 2 and 3.

The system 100 includes one or more computers 112 connected to the solid-state storage
device 102. A computer 112 may be a host, a server, a storage controller of a storage area
network (“SAN™), a workstation, a personal computer, a laptop computer, a handheld computer,
a supercomputer, a computer cluster, a network switch, router, or appliance, a database or
storage appliance, a data acquisition or data capture system, a diagnostic system, a test system, a
robot, a portable electronic device, a wireless device, or the like. In another embodiment, a
computer 112 may be a client and the solid-state storage device 102 operates autonomously to
service data requests sent from the computer 112. In this embodiment, the computer 112 and
solid-state storage device 102 may be connected using a computer network, system bus, or other
communication means suitable for connection between a computer 112 and an autonomous
solid-state storage device 102.

In one embodiment, the system 100 includes one or more clients 114 connected to one or
more computer 112 through one or more computer networks 116. A client 114 may be a host, a
server, a storage controller of a SAN, a workstation, a personal computer, a laptop computer, a
handheld computer, a supercomputer, a computer cluster, a network switch, router, or appliance,
a database or storage appliance, a data acquisition or data capture system, a diagnostic system, a
test system, a robot, a portable electronic device, a wireless device, or the like. The computer
network 116 may include the Internet, a wide area network (“WAN”), a metropolitan area
network (“MAN”), a local area network (“LAN”), a token ring, a wireless network, a fiber
channel network, a SAN, network attached storage (“NAS”), ESCON, or the like, or any
combination of networks. The computer network 116 may also include a network from the IEEE
302 family of network technologies, such Ethernet, token ring, WiF1, WiMax, and the like.

The computer network 116 may include servers, switches, routers, cabling, radios, and
other equipment used to facilitate networking computers 112 and clients 114, In one
embodiment, the system 100 includes multiple computers 112 that communicate as peers over a
computer network 116. In another embodiment, the system 100 includes multiple solid-state
storage devices 102 that communicate as peers over a computer network 116. One of skill in the
art will recognize other computer networks 116 comprising one or more computer networks 116

and related equipment with single or redundant connection between one or more clients 114 or
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other computer with one or more solid-state storage devices 102 or one or more solid-state
storage devices 102 connected to one or more computers 112. In one embodiment, the system
100 1ncludes two or more solid-state storage devices 102 connected through the computer

network 118 to a client 116 without a computer 112,

STORAGE CONTROLLER-MANAGED OBJECTS

Figure 1B 1s a schematic block diagram illustrating one embodiment of a system 101 for
object management in a storage device in accordance with the present invention. The system
101 1ncludes one or more storage device 150, each with a storage controller 152 and one or more
data storage devices 154, and one or more requesting devices 155. The storage devices 152 are
networked together and coupled to one or more requesting devices 155. The requesting device
155 sends object requests to a storage device 150a. An object request may be a request to create
an object, a request to write data to an object, a request to read data from an object, a request to
delete an object, a request to checkpoint an object, a request to copy an object, and the like. One
of skill in the art will recognize other object requests.

In one embodiment, the storage controller 152 and data storage device 154 are separate
devices. In another embodiment, the storage controller 152 and data storage device 154 are
integrated into one storage device 150. In another embodiment, a data storage device 154 1s a
solid-state storage 110 and the storage controller 1s a solid-state storage device controller 202. In
other embodiments, a data storage device 154 may be a hard disk drive, an optical drive, tape
storage, or the like. In another embodiment, a storage device 150 may include two or more data
storage devices 154 of different types.

In one embodiment, the data storage device 154 1s a solid-state storage 110 and 1s
arranged as an array of solid-state storage elements 216, 218, 220. In another embodiment, the
solid-state storage 110 1s arranged in two or more banks 214a-n. Solid-state storage 110 1s
described 1n more detail below with respect to Figure 2B.

The storage devices 150a-n may be networked together and act as a distributed storage
device. The storage device 150a coupled to the requesting device 155 controls object requests to
the distributed storage device. In one embodiment, the storage devices 150 and associated
storage controllers 152 manage objects and appear to the requesting device(s) 155 as a
distributed object file system. In this context, a parallel object file system 1s an example of a type
of distributed object file system. In another embodiment, the storage devices 150 and associated
storage controllers 152 manage objects and appear to the requesting device 155(s) as distributed

object file servers. In this context, a parallel object file server 1s an example of a type of
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distributed object file server. In these and other embodiments the requesting device 155 may
exclusively manage objects or participate in managing objects 1n conjunction with storage
devices 150; this typically does not limit the ability of storage devices 150 to fully manage
objects for other clients 114. In the degenerate case, each distributed storage device, distributed
object file system and distributed object file server can operate independently as a single device.
The networked storage devices 150a-n may operate as distributed storage devices, distributed
object file systems, distributed object file servers, and any combination thereof having 1mages of
one or more of these capabilities configured for one or more requesting devices 155. Fore
example, the storage devices 150 may be configured to operate as distributed storage devices for
a first requesting device 155a, while operating as distributed storage devices and distributed
object file systems for requesting devices 155b. Where the system 101 includes one storage
device 150a, the storage controller 152a of the storage device 150a manages objects may appear
to the requesting device(s) 155 as an object file system or an object file server.

In one embodiment where the storage devices 150 are networked together as a distributed
storage device, the storage devices 150 serve as a redundant array of independent drives
(“RAID”) managed by one or more distributed storage controllers 152. For example, a request
to write a data segment of an object results 1n the data segment being stripped across the data
storage devices 154a-n with a parity stripe, depending upon the RAID level. One benefit of such
an arrangement 1s that such an object management system may continue to be available when a
single storage device 150 has a failure, whether of the storage controller 152, the data storage
device 154, or other components of storage device 150.

When redundant networks are used to interconnect the storage devices 150 and
requesting devices 155, the object management system may continue to be available in the
presence of network failures as long as one of the networks remains operational. A system 101
with a single storage device 150a may also include multiple data storage devices 154a and the
storage controller 152a of the storage device 150a may act as a RAID controller and stripe the
data segment across the data storage devices 154a of the storage device 150a and may include a
parity stripe, depending upon the RAID level.

In one embodiment, where the one or more storage devices 150a-n are solid-state storage
devices 102 with a solid-state storage device controller 202 and solid-state storage 110, the solid-
state storage device(s) 102 may be configured in a DIMM configuration, daughter card, micro-
module, etc. and reside 1n a computer 112. The computer 112 may be a server or similar device
with the solid-state storage devices 102 networked together and acting as distributed RAID

controllers. Beneficially, the storage devices 102 may be connected using PCI-e, PCle-AS,
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Infiniband or other high-performance bus, switched bus, networked bus, or network and may
provide a very compact, high performance RAID storage system with single or distributed solid-
state storage controllers 202 autonomously striping a data segment across solid-state storage
110a-n.

In one embodiment, the same network used by the requesting device 155 to communicate
with storage devices 150 may be used by the peer storage device 150a to communicate with peer
storage devices 150b-n to accomplish RAID functionality. In another embodiment, a separate
network may be used between the storage devices 150 for the purpose of RAIDing. In another
embodiment, the requesting devices 155 may participate in the RAIDing process by sending
redundant requests to the storage devices 150. For example, requesting device 155 may send a
first object write request to a first storage device 150a and a second object write request with the
same data segment to a second storage device 150b to achieve simple mirroring.

With the ability for object handling within the storage device(s) 102, the storage
controller(s) 152 uniquely have the ability to store one data segment or object using one RAID
level while another data segment or object 1s stored using a different RAID level or without
RAID striping. These multiple RAID groupings may be associated with multiple partitions
within the storage devices 150. RAID 0, RAID 1, RAIDS, RAID6 and composite RAID types
10, 50, 60, can be supported simultaneously across a variety of RAID groups comprising data
storage devices 154a-n. One skilled in the art will recognize other RAID types and
configurations that may also be sumultaneously supported.

Also, because the storage controller(s) 152 operate autonomously as RAID controllers,
the RAID controllers can perform progressive RAIDing and can transform objects or portions of
objects striped across data storage devices 154 with one RAID level to another RAID level
without the requesting device 155 being affected, participating or even detecting the change in
RAID levels. In the preferred embodiment, progressing the RAID configuration from one level
to another level may be accomplished autonomously on an object or even a packet bases and 1s
initiated by a distributed RAID control module operating in one of the storage devices 150 or the
storage controllers 152. Typically, RAID progression will be from a higher performance and
lower efficiency storage configuration such as RAID1 to a lower performance and higher storage
efficiency configuration such as RAIDS where the transformation 1s dynamically 1nitiated based
on the frequency of access. But, one can see that progressing the configuration from RAIDS to
RAIDI1 1s also possible. Other processes for initiating RAID progression may be configured or

requested from clients or external agents such a storage system management server request. One
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of skill in the art will recognize other features and benefits of a storage device 102 with a storage

controller 152 that autonomously manages objects.

APPARATUS FOR STORAGE CONTROLLER-MANAGED OBJECTS

Figure 2A 1s a schematic block diagram illustrating one embodiment of an apparatus 200
for object management in a storage device in accordance with the present invention. The
apparatus 200 includes a storage controller 152 with an object request recerver module 260, a
parsing module 262, a command execution module 264, an object index module 266, an object
request queuing module 268, a packetizer 302 with a messages module 270, and an object index
reconstruction module 272, which are described below.

The storage controller 152 1s substantially similar to the storage controller 152 described
in relation to the system 102 of Figure 1B and may be a solid-state storage device controller 202
described 1n relation to Figure 2. The apparatus 200 includes an object request receiver module
260 that receives an object request from one or more requesting devices 155. For example, for a
store object data request, the storage controller 152 stores the data segment as a data packet in a
data storage device 154 coupled to the storage controller 152. The object request 1s typically
directed at a data segment stored or to be stored 1n one or more object data packets for an object
managed by the storage controller. The object request may request that the storage controller
152 create an object to be later filled with data through later object request which may utilize a
local or remote direct memory access (“"DMA,” “RDMA?”) transfer.

In one embodiment, the object request 1s a write request to write all or part of an object to
a previously created object. In one example, the write request 1s for a data segment of an object.
The other data segments of the object may be written to the storage device 150 or to other
storage devices 152. In another example, the write request 1s for an entire object. In another
example, the object request 1s to read data from a data segment managed by the storage
controller 152. In yet another embodiment, the object request 1s a delete request to delete a data
segment or object.

Advantageously, the storage controller 152 can accept write requests that do more than
write a new object or append data to an existing object. For example, a write request received by
the object request recerver module 260 may include a request to add data ahead of data stored by
the storage controller 152, to insert data into the stored data, or to replace a segment of data. The
object index maintained by the storage controller 152 provides the tlexibility required for these
complex write operations that 1s not available in other storage controllers, but 1s currently

available only outside of storage controllers 1n file systems of servers and other computers.
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The apparatus 200 includes a parsing module 262 that parses the object request into one
or more commands. Typically, the parsing module 262 parses the object request into one or
more buffers. For example, one or more commands 1n the object request may be parsed into a
command buffer. Typically the parsing module 262 prepares an object request so that the
information in the object request can be understood and executed by the storage controller 152,
One of skill in the art will recognize other functions of a parsing module 262 that parses an
object request 1nto<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>