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(57)【特許請求の範囲】
【請求項１】
　ウェブ・サービス・アプリケーションを管理する装置で実施する方法であって、
　前記方法は、
　特定のウェブ・サービス・アプリケーションがメッセージを受け取った最も直近の時点
から特定量の時間が経過したか否かを判定する工程と、
　前記特定量の時間が前記最も直近の時点から経過した旨の判定に応じて、前記特定のウ
ェブ・サービス・アプリケーションが使用する１つ又は複数のデータ構造に割り当てられ
た、メモリの少なくとも一部分を前記特定のウェブ・サービス・アプリケーションに解放
させ、それにより、前記メモリの一部分を他の１つ又は複数のウェブ・サービス・アプリ
ケーションに利用可能にする工程とを含み、
　メモリ・プール・マネージャが、特定のタイプのデータ構造に対する要求を前記特定の
ウェブ・サービス・アプリケーションから受け取る工程と、
　（ａ）前記特定のタイプであり、（ｂ）何れのウェブ・サービス・アプリケーションに
よっても現在使用されていない割り当てられたデータ構造をメモリ・プールが現在含んで
いるか否かを前記メモリ・プール・マネージャが判定する工程と、
　（ａ）前記特定のタイプであり、（ｂ）何れのウェブ・サービス・アプリケーションに
よっても現在使用されていない特定の割り当てられたデータ構造を前記メモリ・プールが
現在含んでいる旨の判定に応じて、前記メモリ・プール・マネージャが、前記特定の割り
当てられたデータ構造を前記特定のウェブ・サービス・アプリケーションに返す工程とを
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更に含む方法。
【請求項２】
　ウェブ・サービス・アプリケーションを管理する装置で実施する方法であって、
　前記方法は、
　特定のウェブ・サービス・アプリケーションがメッセージを受け取った最も直近の時点
から特定量の時間が経過したか否かを判定する工程と、
　前記特定量の時間が前記最も直近の時点から経過した旨の判定に応じて、前記特定のウ
ェブ・サービス・アプリケーションが使用する１つ又は複数のデータ構造に割り当てられ
た、メモリの少なくとも一部分を前記特定のウェブ・サービス・アプリケーションに解放
させ、それにより、前記メモリの一部分を他の１つ又は複数のウェブ・サービス・アプリ
ケーションに利用可能にする工程とを含み、
　メモリ・プール・マネージャが、特定のタイプのデータ構造に対する要求を前記特定の
ウェブ・サービス・アプリケーションから受け取る工程と、
　（ａ）前記特定のタイプであり、（ｂ）何れのウェブ・サービス・アプリケーションに
よっても現在使用されていない割り当てられたデータ構造をメモリ・プールが現在含んで
いるか否かを前記メモリ・プール・マネージャが判定する工程と、
　（ａ）前記特定のタイプであり、（ｂ）何れのウェブ・サービス・アプリケーションに
よっても現在使用されていない割り当てられたデータ構造を前記メモリ・プールが現在含
んでいない旨の判定に応じて、前記メモリ・プール・マネージャが、前記特定のタイプで
ある特定のデータ構造をフリー・メモリから割り当て、前記特定のデータ構造を前記特定
のウェブ・サービス・アプリケーションに返す工程とを更に含む方法。
【請求項３】
　ウェブ・サービス・アプリケーションを管理する装置であって、
　特定のウェブ・サービス・アプリケーションがメッセージを受け取った最も直近の時点
から特定量の時間が経過したか否かを判定する手段と、
　前記特定量の時間が前記最も直近の時点から経過した旨の判定に応じて、前記特定のウ
ェブ・サービス・アプリケーションが使用する１つ又は複数のデータ構造に割り当てられ
た、メモリの少なくとも一部分を前記特定のウェブ・サービス・アプリケーションに解放
させ、それにより、前記メモリの一部分を他の１つ又は複数のウェブ・サービス・アプリ
ケーションに利用可能にする手段とを備え、
　前記特定のウェブ・サービス・アプリケーションは、メモリを解放するよう資源に命令
する資源マネージャでないものであり、
　特定のタイプのデータ構造に対する要求を前記特定のウェブ・サービス・アプリケーシ
ョンから受け取り、
　（ａ）前記特定のタイプであり、（ｂ）何れのウェブ・サービス・アプリケーションに
よっても現在使用されていない割り当てられたデータ構造をメモリ・プールが現在含んで
いるか否かを判定し、
　（ａ）前記特定のタイプであり、（ｂ）何れのウェブ・サービス・アプリケーションに
よっても現在使用されていない特定の割り当てられたデータ構造を前記メモリ・プールが
現在含んでいる旨の判定に応じて、前記特定の割り当てられたデータ構造を前記特定のウ
ェブ・サービス・アプリケーションに返すメモリ・プール・マネージャを更に備えること
を特徴とするウェブ・サービス・アプリケーションを管理する装置。
【請求項４】
　ウェブ・サービス・アプリケーションを管理する装置であって、
　特定のウェブ・サービス・アプリケーションがメッセージを受け取った最も直近の時点
から特定量の時間が経過したか否かを判定する手段と、
　前記特定量の時間が前記最も直近の時点から経過した旨の判定に応じて、前記特定のウ
ェブ・サービス・アプリケーションが使用する１つ又は複数のデータ構造に割り当てられ
た、メモリの少なくとも一部分を前記特定のウェブ・サービス・アプリケーションに解放
させ、それにより、前記メモリの一部分を他の１つ又は複数のウェブ・サービス・アプリ
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ケーションに利用可能にする手段とを備え、
　前記特定のウェブ・サービス・アプリケーションは、メモリを解放するよう資源に命令
する資源マネージャでないものであり、
　特定のタイプのデータ構造に対する要求を前記特定のウェブ・サービス・アプリケーシ
ョンから受け取り、
　（ａ）前記特定のタイプであり、（ｂ）何れのウェブ・サービス・アプリケーションに
よっても現在使用されていない割り当てられたデータ構造をメモリ・プールが現在含んで
いるか否かを判定し、
　（ａ）前記特定のタイプであり、（ｂ）何れのウェブ・サービス・アプリケーションに
よっても現在使用されていない割り当てられたデータ構造を前記メモリ・プールが現在含
んでいない旨の判定に応じて、前記特定のタイプの特定のデータ構造をフリー・メモリか
ら割り当て、
　（ａ）前記特定のタイプであり、（ｂ）何れのウェブ・サービス・アプリケーションに
よっても現在使用されていない割り当てられたデータ構造を前記メモリ・プールが現在含
んでいない旨の判定に応じて、前記特定のデータ構造を前記特定のウェブ・サービス・ア
プリケーションに返すメモリ・プール・マネージャを更に備えることを特徴とするウェブ
・サービス・アプリケーションを管理する装置。
 
【発明の詳細な説明】
【技術分野】
【０００１】
　（関連出願との相互参照）
　本出願は、本明細書及び特許請求の範囲にそれらそれぞれの内容を援用する、
　「ＡＤＶＡＮＣＥＤ　ＷＥＢ　ＳＥＲＶＩＣＥＳ　ＯＮ　Ａ　ＬＥＧＡＣＹ　ＰＬＡＴ
ＦＯＲＭ」と題する米国特許出願第１１／４９７０００号、及び
　「ＭＵＬＴＩ－ＴＨＲＥＡＤＥＤ　ＤＥＶＩＣＥ　ＡＮＤ　ＦＡＣＩＬＩＴＹ　ＭＡＮ
ＡＧＥＲ」と題する米国特許出願第１１／６４４１８１号
の米国特許出願に関連している。
【０００２】
　本発明は、印刷装置などの画像形成装置に関し、特に、前述の装置上のウェブ・サービ
ス・アプリケーションによって使用される資源を制御するシステム及び手法に関する。
【背景技術】
【０００３】
　印刷装置は、可視コンテンツを物理媒体上（紙上や透明シート上など）に印刷すること
が可能な装置である。印刷装置には、プリンタ及び複合機（ＭＦＰ）（リコー社Ａｆｉｃ
ｉｏ　５５６０システムなど）が含まれる。通常、印刷装置は、ネットワーク又はケーブ
ルを介してコンピュータからデータを受け取る。印刷装置は、データによって表されるテ
キスト及び／又は画像を印刷する。画像形成装置には、記憶画像を形成することが可能な
印刷装置や他の装置（スキャナやカメラなど）が含まれる。
【０００４】
　種々の印刷装置が、種々の機能を提供することができる。種々の印刷装置が、種々の特
性及び機能を有し得る。クライアント（アプリケーション・プログラム（例えば、ワード
・プロセッサ）や印刷ドライバなど）は、そのクライアントが相互作用したい印刷装置に
ついての情報を得ることができることがしばしば有用である。例えば、印刷装置が白黒又
はカラーで印刷することが可能な場合、印刷装置が前述の機能を有していることをクライ
アントが知っていることが有用であり得る。カラーで印刷する機能を印刷装置が有してい
ることを知っていることは、クライアントが印刷装置に送出するコマンドの種類に影響を
及ぼし得る。
【０００５】
　印刷装置の特徴、特性及び機能をクライアントが知ることができるように、一部の印刷
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装置は、前述の印刷装置の特徴、特性及び機能を示すメタデータを（例えば、揮発性メモ
リ又は不揮発性メモリに）記憶する。クライアントは、その印刷装置のメタデータに対す
る要求を前述の印刷装置に送出することが可能である。印刷装置は、前述の要求を受け取
り、印刷装置のメタデ―タ（又はその特に要求された部分）をクライアントに送出するこ
とにより、要求に応答することが可能である。クライアントは、メタデータを受け取り、
メタデータを使用して、印刷装置とクライアントが相互作用するやり方をカスタマイズす
る。よって、クライアントは、印刷装置の特徴、特性及び機能を自動的に知ることが可能
である。
【０００６】
　装置のメタデータは、装置の製造業者、装置の型式、装置のインターネット・プロトコ
ル（ＩＰ）アドレス、装置の構成についての詳細等などの情報を示し得る。特定の状況下
では、クライアントは、印刷装置のメタデータの少なくとも一部をクライアントが得るま
で印刷装置と所望のやり方で相互作用することができないことがあり得る。
【０００７】
　クライアントと装置との間の通信を標準化するために、特定の装置は現在、ウェブ・サ
ービス・アプリケーションを実現している。ウェブ・サービス・アプリケーションは印刷
装置上で実行し、特定のタスクを行う。例えば、ＭＦＰ上の一ウェブ・サービス・アプリ
ケーションが印刷タスクを行い得る。一方、そのＭＦＰ上の別のウェブ・サービス・アプ
リケーションは走査タスクを行い得る。一方、そのＭＦＰ上の更に別のウェブ・サービス
・アプリケーションは、ファクシミリ（「ファックス」）のタスクを行い得る。ウェブ・
サービス・アプリケーション及びクライアントは、１つ又は複数のウェブ・サービス・プ
ロトコルに応じて互いに通信する。例えば、ＭＦＰの印刷機能についての情報を取得する
か、前述の印刷機能を利用するために、クライアントは、特定のウェブ・サービス・プロ
トコルに応じてフォーマッティングされた照会又はコマンドをＭＦＰの「印刷」ウェブ・
サービス・アプリケーションに送出することができる。
【０００８】
　ウェブ・サービス・プロトコルは、ワールド・ワイド・ウェブ・コンソーシアム（「Ｗ
３Ｃ」）によって定義されている。Ｗ３Ｃは、加盟組織、専任スタッフ、及び一般大衆が
協同して、ワールド・ワイド・ウェブ及びインターネットの標準を策定する国際コンソー
シアムである。Ｗ３Ｃは、ネットワークを介した、相互運用可能なマシン間相互作用をサ
ポートするよう企図されたソフトウェア・システムとして「ウェブ・サービス」を定義し
ている。前述の定義は、種々の多くのシステムを包含するが、慣用的には、この語は、Ｓ
ＯＡＰフォーマッティングされた拡張可能なマークアップ言語（「ＸＭＬ」）エンベロー
プを用い、ウェブ・サービス記述言語（「ＷＳＤＬ」）でそのインタフェースを記述させ
たサービスを表す。１つ又は複数のネットワークを介して装置及びアプリケーションと通
信するために人間が使用するプロトコル・スイートと同じプロトコル・スイート（例えば
、ハイパーテキスト転送プロトコル（「ＨＴＴＰ」）の使用中に、人間の介入なしで１つ
又は複数のネットワークを介して装置及びアプリケーションが互いに通信することがウェ
ブ・サービスによって可能になる。ウェブ・サービスを定義する技術仕様は、意図的にモ
ジュール化されており、その結果、ウェブ・サービス全てを定義する一文書は何ら存在し
ていない。その代わりに、状況、及び技術の選択の要求に応じて他の技術仕様によって補
われる中核の技術仕様がいくつか存在している。最も一般的な中核の技術仕様には、ＳＯ
ＡＰ、ＷＳＤＬ、ＷＳ―セキュリティ、及びＷＳ―信頼できる交換がある。種々の技術仕
様が、種々のタスク及び機能に対応する。
【０００９】
　ＳＯＡＰの形式は、下にあるプロトコル（例えば、ＨＴＴＰや、簡易メール転送プロト
コル（「ＳＭＴＰ」））に対するバインディングを有するＸＭＬベースの拡張可能なメッ
セージ・エンベロープ形式である。ＸＭＬを用いて、ＳＯＡＰは、メッセージをどのよう
にしてフォーマッティングすべきかを定義している。よって、前述のメッセージの受け手
（装置及びアプリケーション）が理解することが可能であるように前述のメッセージがフ
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ォーマッティングされる。ＳＯＡＰを用いて、例えば、遠隔手続き呼び出しを行うことが
可能である。ＷＳＤＬは、ウェブ・サービス・インタフェースを、特定のプロトコルへの
前述のインタフェースのバインディングの詳細とともに記述することを可能にするＸＭＬ
形式である。ＷＳＤＬは通常、サーバ及びクライアントのコードを生成するために、かつ
、構成のために用いられる。ＷＳ－セキュリティは、どのようにしてＸＭＬ暗号化及びＸ
ＭＬ署名をＳＯＡＰにおいて用いてメッセージ交換を保護するかを定義している。ＷＳ－
信頼できる交換は、２つのウェブ・サービス間の信頼できるメッセージング用のプロトコ
ルである。
【００１０】
　ウェブ・アプリケーションが実行する印刷装置は、メモリやネットワーク帯域幅などの
資源の点でしばしば、非常に制約されている。ベンダは、消費者からみて印刷装置の費用
が妥当であり、かつ競争力があるものにするために印刷装置の資源を抑制する。残念なが
ら、ウェブ・サービス・アプリケーションは、前述の制限された資源を比較的多く消費す
る。印刷装置の制限された資源にウェブ・サービス・アプリケーションがかける負担は、
最近、前述の印刷装置上のウェブ・サービス・アプリケーションの増加によって大きくな
ってきている。ウェブ・サービス・アプリケーションは、後述するように、既存のクライ
アントとの後方互換性を維持するための業界の取り組みに応えて特に増加してきている。
【００１１】
　ウェブ・サービス標準が進化するにつれ、前述のウェブ・サービス標準によって規定さ
れたより新しくより好適なプロトコルを用いて新たな印刷装置と通信することができるこ
とがより新しいクライアントでは期待される。しかし、同時に、より旧いウェブ・サービ
ス標準によって規定されていたより旧いプロトコルを用いてベンダの旧い印刷装置と通信
することができていたより旧いクライアントは通常、前述のより旧いプロトコルを用いて
ベンダの新たな印刷装置と通信し続けることができる必要がある。ベンダの顧客は、新た
なウェブ・サービス標準が利用可能になる都度の、前述のクライアント全てのアップグレ
ードを期待することは可能でない。多様な顧客、及び前述の顧客の種々の旧さ及び機能の
クライアントに応えるようとするために、ベンダは、専用ウェブ・サービス・アプリケー
ションそれぞれの種々の複数のバージョンを印刷装置上にインストールし得る。例えば、
ベンダは、「印刷」ウェブ・サービス・アプリケーションの種々の複数のバージョン、「
走査」ウェブ・サービス・アプリケーションの種々の複数のバージョン、及び「ファック
ス」ウェブ・サービス・アプリケーションの種々の複数のバージョンをその印刷装置上に
インストールし得る。前述のウェブ・サービス・アプリケーション全てが同時に実行する
場合、印刷装置の資源の大部分が消費され得る。資源の消費が大きすぎる場合、印刷装置
の性能は結果として悪化し得る。
【発明の開示】
【発明が解決しようとする課題】
【００１２】
　前述に基づけば、印刷装置上で実行するウェブ・サービス・アプリケーションによって
用いられる資源をより効率的に制御することに対する必要性が存在している。
【課題を解決するための手段】
【００１３】
　装置の、前述の装置上で実行するウェブ・サービス・アプリケーションによって使用さ
れる資源（例えば、メモリ）を効率的に管理し、制御する方法及びシステムを開示する。
本発明の一実施例では、ウェブ・サービス・アプリケーションは、それに割り当てられた
資源を解放し、特定期間の間、前述のウェブ・サービス・アプリケーションがイナクティ
ブ状態にあった後に「スリープ・モード」に入る。このことにより、よりアクティブな他
のウェブ・サービス・アプリケーションが前述の資源を利用することが可能になる。ウェ
ブ・サービス・アプリケーションの性能全体が結果として向上する。
【００１４】
　更に、本発明の一実施例では、メモリ資源の共有プールが前述の装置上で維持される。
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共有プールは、ウェブ・サービス・アプリケーションが再使用する可能性が高い限定され
た量のデータ構造を含む。本発明の前述の実施例では、必要なデータ構造の新たなインス
タンスをフリー・メモリから割り当てる前に、ウェブ・サービス・アプリケーションはま
ず、必要なタイプのデータ構造の現在使用されていないが割り当てられているインスタン
スを共有プールが既に含んでいるか否かを判定し、共有プールが含んでいる場合、ウェブ
・サービス・アプリケーションは、インスタンスにおける既存のデータを必要に応じて上
書きして、そのインスタンスを使用する。ウェブ・サービス・アプリケーションは前述の
データ構造を共有プールに、前述のウェブ・サービス・アプリケーションが前述のデータ
構造を使用し終わると返す。よって、過度な割り当て動作及び割り当て解除動作が回避さ
れる。ウェブ・サービス・アプリケーションの性能全体が結果として向上する。
【発明を実施するための最良の形態】
【００１５】
　実施例を添付図面の図において、限定ではなく例として示す。同じ参照符号は同じ構成
要素を示す。
【実施例】
【００１６】
　以下の記載では、説明の目的で、特定の詳細を表して、本発明が深く分かるようにして
いる。しかし、本発明を前述の具体的な詳細なしで実施することができることが明らかと
なろう。一方、周知の構造及び装置はブロック図形式で示して、本発明を不必要に分かり
にくくすることがないようにしている。
【００１７】
　概要
　本発明の一実施例によれば、印刷装置上（又は別の装置上）で実行する各ウェブ・サー
ビス・アプリケーションは、特定の期間、ウェブ・サービス・アプリケーションがアイド
ル状態にあった後、「スリープ・モード」に入るよう構成される。例えば、ウェブ・サー
ビス・アプリケーションが、（装置外部のクライアントからも装置内部の処理からも）通
信を何ら受信することなく１０分間実行している場合、ウェブ・サービス・アプリケーシ
ョンは、印刷装置のためにスリープ・モードに随意的に入り得る。
【００１８】
　本発明の一実施例では、ウェブ・サービス・アプリケーションがスリープ・モードに入
ると、ウェブ・サービス・アプリケーションは、先行してウェブ・サービス・アプリケー
ションに割り当てられていた資源（例えば、メモリ、ネットワーク帯域、ＴＣＰポート等
）の少なくとも一部分（及び、場合によっては全部）を解放する。解放された資源は、よ
り効率的に動作を行うために前述の資源を必要とし得る他のよりアクティブなウェブ・サ
ービス・アプリケーションに利用可能にされる。スリーピング・ウェブ・サービス・アプ
リケーションは、装置のプロセッサを最小限まで利用することができる。例えば、スリー
ピング・ウェブ・サービス・アプリケーションは、単に、スリーピング・ウェブ・サービ
ス・アプリケーションに最近向けられた要求があるか否かを周期的に判定するために、装
置のプロセッサを使用し得る。スリーピング・ウェブ・サービス・アプリケーションに前
述の要求が向けられている旨をスリーピング・ウェブ・アプリケーションが判定した場合
、ウェブ・サービス・アプリケーションはスリープ・モードを出て、動作するためにウェ
ブ・サービス・アプリケーションが必要とする、装置の資源の如何なる部分も割り当て直
す。
【００１９】
　本発明の一実施例では、ウェブ・サービス・アプリケーションが（装置のメモリ資源を
用いて）記憶し得るデータは、「キャッシュ可能」データ又は「非キャッシュ可能」デー
タとして分類される。例えば、変わる可能性が全くないデータ、及び／又はまれにしか変
わる可能性がないデータは何れもキャッシュ可能データとして分類することができる。キ
ャッシュ可能データの例には、装置の製造業者、装置の型式、又は装置の機能を示すメタ
データを含まれ得る。前述のデータは、変わる可能性が全くない。キャッシュ可能データ
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の他の例には、装置の物理的場所、デフォールトの印刷チケット、及びデフォールトの走
査チケットを含み得る。前述のデータが変わった場合、前述のデータはおそらく、しばし
ば変わる訳でない。対照的に、定期的に変わる可能性が高いデータは何れかも非キャッシ
ュ可能データとして分類することができる。非キャッシュ可能データの例には、動作特有
データ及びステータス特有データ（印刷ジョブ作成データ、走査ジョブ作成データ、文書
印刷データ、走査画像取り出しデータ、及びジョブ取消データなど）が含まれる。前述の
非キャッシュ可能データは通常、装置動作間で変わり、長期にわたって必要な可能性は低
い。
【００２０】
　本発明の一実施例では、キャッシュ可能／非キャッシュ可能分類手法は、装置のメモリ
資源をより効率的に管理するために用いられる。例えば、各ウェブ・サービス・アプリケ
ーションは、一度割り当てられ、一度埋められ、長期にわたって前述のウェブ・サービス
・アプリケーションによって維持され、使用されるデータ構造の局所キャッシュを維持し
得る。ウェブ・サービス・アプリケーションは、前述のデータ構造にアクセスすることが
必要な場合、ウェブ・サービス・アプリケーションのキャッシュにデータ構造が常駐して
いるので、非常にすばやくかつ効率的に実行することができる。ウェブ・サービス・アプ
リケーションは、前述のデータ構造を割り当て直し、埋め直す時間をとらなくてよい。更
に、本発明の一実施例では、キャッシュ可能データは、直列化形式で記憶される。よって
、データを直列化するための余分なメモリ割り当ては必要でない。その結果、要求応答時
間が削減される。
【００２１】
　対照的に、本発明の一実施例では、非キャッシュ可能データを記憶するために使用され
るデータ構造は、必要に応じてメモリ資源の共有プールから動的に割り当て、埋めること
ができる。前述のデータ構造がもう必要でなくなった場合（例えば、データ構造のデータ
が関係した特定のジョブ又はタスクが完了した場合）、データ構造は、「処理済」として
（例えば、フラグを用いて）マーキングすることができ、将来の使用のために同様の、か
つ／又は他のウェブ・サービス・アプリケーションによって共有プールに戻すことができ
る。本発明の一実施例では、前述のデータ構造がプールに戻された場合、データ構造に割
り当てられたメモリは、直ちに解放される訳でない。その代わりに。制限された量の、そ
れぞれのタイプのデータ構造（例えば、印刷ジョブ構造、走査ジョブ構造等）を、将来使
用するために共有プールに維持することができる。前述の状況下では、ウェブ・サービス
・アプリケーションは、特定のタイプのデータ構造を使用する必要がある場合、特定のタ
イプの「処理済」データ構造が共有プールに存在しているか否かをまず判定する。特定の
タイプのデータ構造が利用可能な場合、ウェブ・サービス・アプリケーションはそのデー
タ構造をプールから除外し、「処理済」でないとしてデータ構造をマーキングし、データ
構造の先行使用によって含まれていたデータ構造のデータを何れも上書きする。これによ
り、ウェブ・サービス・アプリケーションは、特定のデータ構造の新たなインスタンスの
既に不足している資源を見つけ、割り当てる負荷を免れる。本発明の一実施例では、必要
なタイプの「処理済」データ構造を共有プールが現在有していない場合にのみ、非キャッ
シュ可能データのデータ構造の新たなインスタンスにウェブ・サービス・アプリケーショ
ンはメモリを割り当てる。
【００２２】
　資源管理システム
　図１は、本発明の実施例による、ウェブ・サービス・アプリケーションの装置資源を管
理するシステム例を示すブロック図である。システム１００は、通信するよう複合機（「
ＭＦＰ」）１０４にネットワーク１０６を介して結合されたクライアント１０２を有する
。クライアント１０２は、ＭＦＰ１０４によって提供されるサービスと通信し、前述のサ
ービスを使用する如何なるプログラムでもよい。例えば、本発明の一実施例では、クライ
アント１０２は、マイクロソフト社のウィンドウズ(登録商標)・ビスタである。本発明の
一実施例では、ＭＦＰ１０４は、リコーＡｆｉｃｉｏ５５６０システムである。システム
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１００はＭＦＰ１０４を有するが、本発明の別の実施例では、ＭＦＰ１０４は、何れかの
画像形成装置又は何れかの装置によって完全に置き換えることができる。
【００２３】
　ネットワーク１０６は、ローカルエリア・ネットワーク（ＬＡＮ）、ワイドエリア・ネ
ットワーク（ＷＡＮ）、又は一連の接続されたインタ―ネットワーク（インターネットな
ど）であり得る。本発明の一実施例では、クライアント１０２とＭＦＰ１０４は互いにネ
ットワーク１０６を介して、例えば、インターネット・プロトコル（ＩＰ）、伝送制御プ
ロトコル（ＴＣＰ）、及び／又はユーザ・データグラム・プロトコル（ＵＤＰ）を用いて
通信する。クライアント１０２及びＭＦＰ１０４は、種々のウェブ・サービス・プロトコ
ルに準拠するメッセージを用いて互いに通信する。
【００２４】
　ＭＦＰ１０４は、装置ファシリティ・マネージャ又は「ＤＦＭ」とも呼ばれるウェブ・
サービス・ファシリティ・マネージャ１０８を有する。ウェブ・サービス・ファシリティ
・マネージャ１０８は、クライアント１０２との当初の接触点である。ウェブ・サービス
・ファシリティ・マネージャ１０８は、ＭＦＰ１０４上で実行する他のウェブ・サービス
・アプリケーションとクライアント１０２が直接通信するために必要な情報（例えば、Ｉ
Ｐアドレス及びＴＣＰポート）をクライアントに供給する。前述のウェブ・サービス・ア
プリケーションの一部は以下に述べる。
【００２５】
　ＭＦＰ１０４は、ＭＦＰ１０４上に常駐し、ＭＦＰ１０４上で実行するウェブ・サービ
ス・アプリケーション１１４Ａ乃至１１４Ｆも有する。図示した本発明の実施例では、ウ
ェブ・サービス・アプリケーション１１４Ａ乃至Ｆはプリンタ・ウェブ・サービス・アプ
リケーション・バージョンＡ（１１４Ａ）、プリンタ・ウェブ・サービス・アプリケーシ
ョン・バージョンＢ（１１４Ｂ）、スキャナ・ウェブ・サービス・アプリケーション・バ
ージョンＡ（１１４Ｃ）、スキャナ・ウェブ・サービス・アプリケーション・バージョン
Ｂ（１１４Ｄ）、ファックス・ウェブ・サービス・アプリケーション１１４Ｅ及び文書サ
ーバ・ウェブ・サービス１１４Ｆを含む。ウェブ・サービス・アプリケーション１１４Ａ
乃至Ｆを図１に示しているが、本発明の別の実施例は、図示しているウェブ・サービス・
アプリケーションよりも多くのウェブ・サービス・アプリケーションを有していてもよく
、図示しているウェブ・サービス・アプリケーションよりも少ないウェブ・サービス・ア
プリケーションを有していてもよく、図示しているウェブ・サービス・アプリケーション
とは別のウェブ・サービス・アプリケーションを有していてもよい。
【００２６】
　ＭＦＰ１０４は、メモリ・プール・マネージャ１１０を更に有する。メモリ・プール・
マネージャ１１０は、（本発明の一実施例（代替策を以下に記載する）では）ウェブ・サ
ービス・アプリケーション１１４Ａ乃至Ｆ全てによって使用することが可能な共有メモリ
・プールを維持する。ウェブ・サービス・アプリケーション１１４Ａ乃至Ｆは、メモリ・
プール・マネージャ１１０と通信して、ウェブ・サービス・アプリケーション１１４Ａが
種々のタスクを行う必要があるデータ構造を作成又は取得する。本発明の一実施例では、
ウェブ・サービス・アプリケーション１１４Ａ乃至Ｆは、アプリケーション特有のタイプ
又は容量（例えば、キロバイト単位）の現在使用されていないが、既に割り当てられてい
るデータ構造をウェブ・サービス・アプリケーションに備える旨をプール・マネージャ１
１０に要求する。前述の要求に応答して、メモリ・プール・マネージャ１１０は、特定の
タイプ（又は容量）の前述のデータ構造を共有メモリ・プールにおいて見つけることが可
能な場合、共有メモリ・プールにある現在使用されていないが、既に割り当てられている
データ構造（又はそれに対するポインタ）を返す。あるいは、特定のタイプ（又は容量）
の前述のデータ構造を共有メモリ・プールにおいて見つけることが可能でない場合、メモ
リ・プール・マネージャ１１０は、フリー・メモリから特定のタイプ（又は容量）の新た
なデータ構造を割り当て、前述の新たに割り当てられたデータ構造（又はそれへのポイン
タ）を、要求しているウェブ・サービス・アプリケーションに返す。本発明の一実施例で
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は、メモリ・プール・マネージャ１１０が、ウェブ・サービス・アプリケーション１１４
Ａ乃至１１４Ｆ全てによって共有され、ウェブ・サービス・アプリケーション１１４Ａ乃
至Ｆ全てに共通のデータ構造を割り当てることが可能である。前述のデータ構造は、プリ
ンタ／スキャナ／ファクシミリのサービス・ステータスのデータ構造を含み得る。メモリ
・プール・マネージャ１１０は、特定の容量のデータ構造を割り当てることが可能である
。メモリ・プール・マネージャ１１０は、ＭＦＰ１０４に特有のデータ構造に割り当てる
ことも可能である。ウェブ・サービス・アプリケーション１１４Ａ乃至Ｆ全ての前にディ
スパッチャがある場合、メモリ・プール・マネージャ１１０は、ネットワーク・データを
記憶するためのバッファを割り当てることもできる。ウェブ・サービス・アプリケーショ
ンの各サービス・タイプ（例えば、プリンタ／スキャナ／ファクシミリ）は、前述のウェ
ブ・サービス・アプリケーションの特定のデータを処理するために別個のメモリ・プール
・マネージャも有し得る。よって、サービス、及びサービスの各タイプの全て（実行中の
ウェブ・サービス・アプリケーションの複数のインスタンスを有し得る）をホスティング
する装置は、それ自身のメモリ・プール・マネージャを有し得る。
【００２７】
　例えば、ウェブ・サービス・アプリケーション１１４Ａは、「印刷ジョブ・ステータス
」タイプのデータ構造をウェブ・サービス・アプリケーション１１４Ａに備える旨をメモ
リ・プール・マネージャ１１０に要求することができる。別々のデータ構造は、異なるタ
イプの異なるフィールドを有し得る。よって、一部のタイプのデータ構造は、他のタイプ
のデータ構造と交換可能でないことがあり得る。「印刷ジョブ・ステータス」タイプのデ
ータ構造は例えば、「スキャナ・ジョブ・ステータス」タイプのデータ構造と互換でない
ことがあり得る。前述の要求に応じて、メモリ・プール・マネージャ１１０は、共有メモ
リ・プール内をみて、割り当てられており、「処理済」と現在、（例えば、フラグによっ
て）マーキングされている「印刷ジョブ・ステータス」タイプのデータが既に存在してい
るか否かを判定し得る。前述のようにマーキングされたデータ構造は、現在、何れのウェ
ブ・サービス・アプリケーションによっても使用されていない。メモリ・プール・マネー
ジャ１１０が、メモリ・プールにおいて「印刷ジョブ・ステータス」タイプのデータ構造
を実際に見つけた場合、メモリ・プール・マネージャ１１０は、そのデータ構造（又はそ
れに対するポインタ）をウェブ・サービス・アプリケーション１１４Ａに供給することが
できる。ウェブ・サービス・アプリケーション１１４Ａは次いで、「処理済」の表示をデ
ータ構造から除去し、ウェブ・サービス・アプリケーション１１４Ａが中に入れることが
必要な如何なるデータによっても、データ構造に現在存在しているデータを上書きするこ
とができる。
【００２８】
　あるいは、メモリ・プール・マネージャ１１０が、「印刷済」の「印刷ジョブ・ステー
タス」タイプのデータ構造をメモリ・プールにおいて見つけなかった場合、メモリ・プー
ル・マネージャ１１０は、フリー・メモリから、新たな「印刷ジョブ・ステータス」タイ
プのデータ構造を割り当て、前述のデータ構造（又はそれに対するポインタ）をウェブ・
サービス・アプリケーション１１４Ａに供給することができる。ウェブ・サービス・アプ
リケーション１１４Ａはデータ構造を埋め、使用することができ、ウェブ・サービス・ア
プリケーション１１４Ａがデータ構造の処理を終えると、データ構造をメモリ・プール・
マネージャ１１０に戻すことができる。共有メモリ・プールに、少なくとも特定数の「印
刷ジョブ・ステータス」タイプのデータ構造が既に存在している場合、メモリ・プール・
マネージャ１１０は、データ構造に割り当てられたメモリを解放することができる。さも
なければ、そのタイプの別のデータ構造のメモリ・プールに空きが存在している場合、メ
モリ・プール・マネージャ１１０は、データ構造を「処理済」とマーキングし、ウェブ・
サービス・アプリケーション１１４Ａや他のウェブ・サービス・アプリケーションによっ
て更に使用するためにデータ構造を共有メモリ・プールに戻すことができる。
【００２９】
　本発明の一実施例では、メモリ・プール・マネージャ１１０は、特定のタイプ（又は容
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量）のデータ構造について、共有メモリ・プールに、特定の最大数の割り当てられたデー
タ構造を維持するに過ぎず、メモリ・プールが、特定のタイプ（又は容量）の最大数の割
り当てられたデータ構造を既に含んでいる場合、メモリ・プール・マネージャ１１０は、
前述のタイプ（又は容量）の何れのデータ構造のメモリも割り当て解除し、解放し、前述
のメモリはメモリ・プール・マネージャ１１０に戻される。例えば、メモリ・プール・マ
ネージャ１１０は、各タイプ（又は容量）のデータ構造を共有メモリ・プールに最大２つ
、維持し得る。別の例として、メモリ・プール・マネージャ１１０は、共有メモリ・プー
ル内に、別のタイプ（又は容量）のデータ構造よりも多く、一タイプ（又は容量）のデー
タ構造を維持し得る。
【００３０】
　前述の本発明の実施例には、ウェブ・サービス・アプリケーション１１４Ａ乃至Ｆ全て
によって使用される単一の共有メモリ・プールを管理する単一のメモリ・プール・マネー
ジャ１１０が関係するが、本発明の別の実施例はあるいは、複数の別個のメモリ・プール
・マネージャ、及び複数の別個のメモリ・プールを有し得る。本発明の一実施例では、別
個のメモリ・プール及び対応するメモリ・プール・マネージャを、ウェブ・サービス・ア
プリケーションの別々の「タイプ」（例えば、プリンタ、スキャナ等）毎に提供する。本
発明の前述の実施例では例えば、プリンタ・ウェブ・サービス・アプリケーション・バー
ジョンＡ（１１４Ａ）及びプリンタ・ウェブ・サービス・アプリケーション・バージョン
Ｂ（１１４Ｂ）が、第２のメモリ・プール・マネージャとでなく、第１のメモリ・プール
・マネージャと相互作用し得る一方、スキャナ・ウェブ・サービス・アプリケーション・
バージョンＡ（１１４Ｃ）及びスキャナ・ウェブ・サービス・アプリケーション・バージ
ョンＢ（１１４Ｄ）は、第１のメモリ・プール・マネージャとでなく、第２のメモリ・プ
ール・マネージャと相互作用し得る。
【００３１】
　前述の通り、本発明の一実施例では、ＭＦＰ１０４によって維持されるデータは全て、
キャッシュ可能データ又は非キャッシュ可能データとして分類される。非キャッシュ可能
データは、前述のように共有メモリ・プールから得られるデータ構造において維持される
。しかし、本発明の一実施例では、キャッシュ可能データは、共有メモリ・プールから得
られるデータ構造に記憶されない。その代わりに、キャッシュ可能データは、前述のデー
タを用いるウェブ・サービス・アプリケーションの局所キャッシュに維持されるデータ構
造に記憶される。通常、前述のデータは、変わらないか、又はめったに変わらないデータ
である。キャッシュ可能とみなされる特定の種類のデータは、例えば、インストール又は
管理する者によって構成することができる。
【００３２】
　本発明の一実施例では、ウェブ・サービス・アプリケーション１１４Ａ乃至Ｆの１つが
、新たなキャッシュ可能データを記憶する必要がある場合、そのウェブ・サービス・アプ
リケーション１１４は、特定のタイプの「ライフタイム（lifetime）」データ構造をメモ
リ・プール・マネージャ１１０に要求する。これに応答して、メモリ・プール・マネージ
ャ１１０は、フリー・メモリから前述のタイプのデータ構造を割り当て、前述のデータ構
造（又はそれに対するポインタ）を、要求しているウェブ・サービス・アプリケーション
に返す。ウェブ・サービス・アプリケーションは、データ構造を埋め、前述のデータ構造
を前述のウェブ・サービス・アプリケーションのキャッシュに入れる。本発明の一実施例
では、メモリ・プール・マネージャ１１０は通常、前述のキャッシュされたデータ構造に
割り当てられたメモリを解放しない。その後、ウェブ・サービス・アプリケーションが、
データ構造に記憶されたデータにアクセスする必要がある場合、ウェブ・サービス・アプ
リケーションは、ウェブ・サービス・アプリケーションのキャッシュからのデータにアク
セスする。本発明の一実施例では、別のタイプの「ライフタイム」データ構造は、ダウン
レベルのプラットフォームによって生成されるイベント・コールバック（ＪｏｂＳｔａｔ
ｕｓＥｖｅｎｔなど）によって用いられる。前述のイベント・コールバック・データ構造
は、非キャッシュ可能カテゴリのデータも含み得る。本発明の一実施例では、ウェブ・サ
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ービス・アプリケーションは、関心のイベントを抽象層に登録する場合、イベント・コー
ルバックによって使用されるデータ構造をメモリ・プール・マネージャ１１０に要求する
。ウェブ・サービス・アプリケーションは前述のデータ構造を抽象層に転送する。本発明
の一実施例では、前述のイベントが生起した時点で、抽象層は、登録時にウェブ・サービ
ス・アプリケーションによって転送されたデータ構造を埋める。更に、抽象層は、イベン
ト・コールバックをトリガする。前述のイベントは非常に頻繁に生起し得る。例えば、本
発明の一実施例では、ＪｏｂＳｔａｔｕｓＥｖｅｎｔは、装置（例えば、ＭＦＰ１０４）
によって処理されるジョブ全てのジョブ処理状態毎に生起する。比較的長い「ライフタイ
ム」のデータ構造のリストを（例えば、フラグを加えることにより）メモリ・プール・マ
ネージャ１１０に維持させることにより、ウェブ・サービス・アプリケーション及び抽象
層が、複雑なデータを順々に回すことが可能になり、効率的になる。多くのメモリ割り当
て／割り当て直しも回避される。本発明の一実施例では、イベント・コールバックに用い
られるデータ構造は、ウェブ・サービス・アプリケーションが、抽象層へのイベントの登
録を解除すると解放される。本発明の一実施例では、データ構造は、対応するフラグをメ
モリ・プール・マネージャ１１０に除去させることにより、非イベント・コールバックに
よって使用することも可能である。本発明の一実施例によれば、呼び手がキャッシュ可能
データ構造を得るための別のやり方は、メモリ・プール・マネージャ１１０に、特定のデ
ータ・タイプを要求し、ウェブ・サービス・アプリケーションが終了するまで、取り出さ
れたデータ構造を保持することである。
【００３３】
　本発明の一実施例では、ＭＦＰ１０４は資源マネージャ１１２を更に備える。資源マネ
ージャ１１２は、特定の状況の生起に応じて、ウェブ・サービス・アプリケーション１１
４Ａ乃至Ｆのうちでメモリや他の資源に再配分する。本発明の一実施例による資源マネー
ジャ１１２の動作は、以下に更に詳細に説明する。
【００３４】
　優先順位付けされた資源再配分
本発明の一実施例では、各データ構造には、前述の資源が属するウェブ・サービス・アプ
リケーションにより、優先度が割り当てられる。例えば、ウェブ・サービス・アプリケー
ション１１４Ａが、高い優先度を示す「１」の優先度をクリティカルなネットワーク通信
バッファに割り当て得る一方、ウェブ・サービス・アプリケーション１１４Ａは、より低
い優先度を他のデータ構造に割り当て得る。本発明の一実施例では、資源マネージャ１１
２は、ＭＦＰ１０４の利用可能な、現在使用されていない資源を周期的に監視する。ＭＦ
Ｐ１０４の利用可能な資源が、特定の閾値未満に減った場合、ＭＦＰ１０４は、低優先度
データ構造の組を選択し、前述のデータ構造に割り当てられたメモリを解放して、ＭＦＰ
１０４の利用可能な資源を、閾値を上回る値まで戻す。
【００３５】
　本発明の別の実施例では、資源マネージャ１１２は、特定の閾値未満にＭＦＰ１０４の
利用可能な資源が減ったことを判定した場合にはいつでも、最も多くの資源を占める１つ
又は複数のデータ構造の組を、現在割り当てられているデータ構造から選択する。資源マ
ネージャ１１２は、閾値を上回る値にＭＦＰ１０４の利用可能な資源を戻すために、デー
タ構造の少なくとも一部分を解放する旨を、資源が属するウェブ・サービス・アプリケー
ションに要求する。例えば、ウェブ・サービス・アプリケーション１１４Ａは、ＭＦＰ１
０４上で使用されている他の何れのデータ構造よりも大きな容量である６４キロバイトの
メモリを占めるネットワーク通信バッファを使用し得る。資源の不足の検出に応じて、資
源マネージャ１１２は、ネットワーク通信バッファが占めるメモリの３２キロバイトを解
放する旨をウェブ・サービス・アプリケーション１１４Ａに要求し得る。ウェブ・サービ
ス・アプリケーション１１４Ａは、要求されたメモリを解放し、要求されたようにメモリ
が解放された旨を資源マネージャ１１２に通知し得る。
【００３６】
　資源制御手法の例
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　図２は、本発明の実施例による、装置上で実行するウェブ・サービス・アプリケーショ
ンによって使用される資源を制御する手法を示すフロー図である。別の実施例は、図２に
示す工程よりも多くの工程が関係してもよく、図２に示す工程よりも少ない工程が関係し
てもよく、図２に示す工程とは異なる工程が関係してもよい。
【００３７】
　ブロック２０２では、ウェブ・サービス・アプリケーションは、キャッシュ可能データ
値をダウンレベルのプラットフォームから取り出す。ダウンレベルのプラットフォームは
、装置特有データ（装置モデル情報やプリンタ／スキャナ機能情報など）を記憶する、Ｍ
ＦＰ１０４の層である。本発明の一実施例では、ダウンレベル・プラットフォームと直接
相互作用するよりも、ウェブ・サービス・アプリケーションは、ウェブ・サービス・アプ
リケーションと、ダウンレベルのプラットフォームとの間にある抽象層と相互作用する。
抽象層は、データ変換を扱い、ウェブ・サービス・アプリケーションと、ダウンレベルの
プラットフォームが互いにトランスペアレントであるようにする。本発明の一実施例では
、ダウンレベルのプラットフォームはファームウェアである。ウェブ・サービス・アプリ
ケーションは、ウェブ・サービス・アプリケーションのキャッシュにキャッシュ可能デー
タ値を記憶する。
【００３８】
　ブロック２０４では、ウェブ・サービス・アプリケーションは、何らかの種類の要求メ
ッセージを（例えば、クライアント１０２から、又はＭＦＰ１０４の特定の他の構成部分
から）受け取ったか否かを判定する。この時間中、ウェブ・サービス・アプリケーション
は、ウェブ・サービス・アプリケーションが（要求タイプにかかわらず）要求を受け取っ
た最も直近の時点から経過した時間がどれくらいであるかを示すタイマを実行しているこ
とがあり得る。ウェブ・サービス・アプリケーションが、要求メッセージを受け取ってい
る場合、制御はブロック２０６に移る。さもなければ、制御はブロック２２０に移る。
【００３９】
　ウェブ・サービス・アプリケーションが要求メッセージを受け取っている状況下では、
ブロック２０６で、ウェブ・サービス・アプリケーションは、前述の要求は、キャッシュ
可能データに対する要求であるか、又は非キャッシュ可能データに対する要求であるかを
判定する。要求が、キャッシュ可能データに対する要求の場合、制御はブロック２０８に
移る。さもなければ、制御はブロック２１６に移る。
【００４０】
　要求がキャッシュデータに対する要求である状況下では、ブロック２０８で、ウェブ・
サービス・アプリケーションは、ウェブ・サービス・アプリケーションのキャッシュ内の
キャッシュされたデータを用いて、要求に対する応答を構成する。制御はブロック２１０
に移る。
【００４１】
　ブロック２１０では、ウェブ・サービス・アプリケーションは、要求が受け取られたエ
ンティティ（例えば、クライアント１０２）に応答を返す。制御はブロック２１２に移る
。
【００４２】
　ブロック２１２では、メモリ資源マネージャ１１２（又は、ＭＦＰ１０４上に資源マネ
ージャが存在しない場合、ウェブ・サービス・アプリケーション）は、資源を解放する必
要があるか否かを判定する。例えば、メモリ資源マネージャ１１２は、特定の閾値未満に
ＭＦＰ１０４のフリー・メモリ資源が減った旨の検出に応じて、資源を解放する必要があ
る旨を判定することができる。資源を解放する必要がある場合、制御はブロック２１４に
移る。さもなければ、図２を参照して説明した手法は完了する。
【００４３】
　ブロック２１４では、メモリ資源マネージャ１１２（又は、ＭＦＰ１０４上に資源マネ
ージャが存在しない場合、ウェブ・サービス・アプリケーション）は、満足な状態にＭＦ
Ｐ１０４を戻すために十分なメモリ資源を解放する。例えば、メモリ資源マネージャ１１
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２は、「優先順位付けされた資源再配分」と題する部分で上述した手法を用いて資源を解
放することが可能である。メモリ資源マネージャ１１２は、ＭＦＰ１０４の利用可能なメ
モリ資源が、例えば特定の閾値を超える値に戻るまで資源を解放し得る。図２を参照して
説明した手法は次いで完了する。
【００４４】
　あるいは、ウェブ・サービス・アプリケーションがブロック２０６で、要求がキャッシ
ュ可能データに対する要求でない（すなわち、非キャッシュ可能データに対する要求であ
る）旨を判定した場合、ブロック２１６で、ウェブ・サービス・アプリケーションは、ダ
ウンレベルのプラットフォームからデータを取り出す。例えば、ウェブ・サービス・アプ
リケーションは、メモリ・プール・マネージャ１１０に要求されたデータ構造を前述の取
り出されたデータで埋めることができる。制御はブロック２１８に移る。
【００４５】
　ブロック２１８で、ウェブ・サービス・アプリケーションは、ブロック２１６で取り出
されたデータを用いて要求に対する応答を構成する。制御はブロック２１０に戻る。
【００４６】
　あるいは、ウェブ・サービス・アプリケーションがブロック２０４で、ウェブ・サービ
ス・アプリケーションが要求メッセージを受け取っていない旨を判定した場合、ブロック
２２０で、ウェブ・サービス・アプリケーションは、ウェブ・サービス・アプリケーショ
ンが要求メッセージを受け取った最も直近の時点から、「スリープ・モード待ち時間」と
呼ばれる特定量の時間が経過したか否かを判定する。例えば、「スリープ・モード待ち時
間」は１０分間であり得る。スリープ・モード待ち時間に達した場合、制御はブロック２
２２に移る。さもなければ、制御はブロック２０４に戻る。ブロック２０４では、ウェブ
・サービス・アプリケーションは、要求メッセージを待ち続ける。本発明の実施例によれ
ば、何れの他の管理アプリケーションよりもウェブ・サービス・アプリケーション自体が
、ウェブ・サービス・アプリケーションがスリープ・モードに入る必要性を検出する。
【００４７】
　ブロック２２２では、ウェブ・サービス・アプリケーションは、ウェブ・サービス・ア
プリケーションの資源の少なくとも一部分を解放する。例えば、ウェブ・サービス・アプ
リケーションは、ウェブ・サービス・アプリケーションが使用していたデータ構造全ての
メモリ全てを解放し得る。解放されたメモリは、よりアクティブな他のウェブ・サービス
・アプリケーションに利用可能になる。更に、ウェブ・サービス・アプリケーションは「
スリープ・モード」に入る。「スリープ・モード」では、ウェブ・サービス・アプリケー
ションは、ＭＦＰ１０４の最小の処理資源を用いる。本発明の一実施例では、スリープ・
モードにある間、ウェブ・サービス・アプリケーションは、ブロック２２４（後述する）
の判定を行うためにＭＦＰ１０４の処理資源のみを用いる。本発明の一実施例によれば、
特定の他の管理アプリケーションでなく、ウェブ・サービス・アプリケーション自体が、
スリープ・モードに入る前に資源を（例えば、資源を解放する旨をメモリ・プール・マネ
ージャ１１０に通知することによって）解放する。よって、ウェブ・サービス・アプリケ
ーションは「自己制御」を表す。
【００４８】
　本発明の一実施例では、ウェブ・サービス・アプリケーション１１４Ａ乃至Ｆそれぞれ
は、前述のウェブ・サービス・アプリケーションに割り当てられる１つ又は複数のＩＰア
ドレス及び／若しくは１つ又は複数のＴＣＰポートを有する。ウェブ・サービス・アプリ
ケーション１１４Ａ乃至Ｆは前述のＩＰアドレス及びＴＣＰポートを用いてクライアント
１０２と通信する。本発明の一実施例では、ディスパッチャ・モジュールが、クライアン
ト１０２と、ＭＦＰ１０４上のウェブ・サービス・アプリケーション１１４Ａ乃至Ｆとの
間にある。前述の実施例では、ウェブ・サービス・アプリケーションが、ブロック２２２
で「スリープ・モード」に入ると、ウェブ・サービス・アプリケーションは、アプリケー
ションのＩＰアドレス及び／又はＴＣＰポートをディスパッチャ・モジュールに更に解放
する。ディスパッチャ・モジュールは、前述のアドレス及び／又はポートをよりアクティ



(14) JP 5103274 B2 2012.12.19

10

20

30

40

50

ブな他のウェブ・サービス・アプリケーションに再配分することができる。ウェブ・サー
ビス・アプリケーションが（後述するように）「スリープ・モード」を出ると、ディスパ
ッチャ・モジュールは、ＩＰアドレス及び／ＴＣＰポート（場合によっては、元のものと
異なる）を、ウェークアップしたウェブ・サービス・アプリケーションに割り当て直すこ
とができる。
【００４９】
　ブロック２２４では、ウェブ・サービス・アプリケーション（現在「スリープ・モード
にある」）は、ウェブ・サービス・アプリケーションが「ウェークアップ」信号を受信し
たか否かを判定する。前述の「ウェークアップ」信号は、クライアント１０２から、又は
特定の他のエンティティから要求をウェブ・サービス・アプリケーションが受け取った場
合に受信することができる。ウェブ・サービス・アプリケーションが「ウェークアップ」
信号を受け取った場合、制御はブロック２２６に移る。さもなければ、制御はブロック２
２４に戻り、ウェブ・サービス・アプリケーションはスリープし続ける。
【００５０】
　ブロック２２６では、ウェブ・サービス・アプリケーションは「スリープ・モード」を
出て、（例えば、ウェブ・サービス要求に応答するために）ウェブ・サービス・アプリケ
ーションが動作するために必要な少なくとも最小の資源（例えば、メモリ）の組に割り当
て直される。制御はブロック２０６に移る。
【００５１】
　上述の本発明の特定の実施例により、効果的には、ウェブ・サービスのシームレスな通
信に影響を及ぼすことなく、装置資源管理システムにおける柔軟性が増大することが可能
になる。本発明の特定の実施例により、効果的には、非常に制限された資源を備えた装置
上（組み込み型システム装置上やローエンド装置上など）で実行する対象のウェブ・サー
ビス・アプリケーションの量の増大が可能になる。
【００５２】
　実現機構
　図３は、本発明の実施例を実現することができるコンピュータ・システム３００を表す
ブロック図である。コンピュータ・システム３００は、情報を伝達するバス３０２や他の
通信機構と、バス３０２に結合され、情報を処理するプロセッサ３０４とを含む。コンピ
ュータ・システム３００は、バス３０２に結合され、情報及びプロセッサ３０４によって
実行される対象の命令を記憶する主メモリ３０６（ランダム・アクセス・メモリ（ＲＡＭ
）や他の動的記憶装置など）も含む。主メモリ３０６は、プロセッサ３０４によって実行
される対象の命令の実行中に一時変数や他の中間情報を記憶するためにも用い得る。コン
ピュータ・システム３００は、バス３０２に結合され、プロセッサ３０４用の静的情報及
び命令を記憶する読み取り専用メモリ（ＲＯＭ）３０８や他の静的記憶装置を更に含む。
磁気ディスクや光ディスクなどの記憶装置３１０が、情報及び命令を記憶するために設け
られ、バス３０２に結合される。
【００５３】
　ユーザに向けて情報を表示するために、バス３０２を介してディスプレイ３１２（液晶
ディスプレイ（ＬＣＤ）など）にコンピュータ・システム３０２を結合することができる
。入力装置３１４（英数字キーや他のキーを含む）は、情報及びコマンドの選択をプロセ
ッサ３０４に通信するためにバス３０２に結合される。別のタイプのユーザ入力装置とし
て、方向情報及びコマンドの選択をプロセッサ３０４に通信し、ディスプレイ３１２上の
カーソルの動きを制御するカーソル制御部３１６（マウス、トラックボール、スタイラス
やカーソル方向キーなど）がある。この入力装置は通常、装置が平面内の位置を規定する
ことを可能にする、第１の軸（例えば、ｘ）と第２の軸（例えば、ｙ）との２つの軸にお
ける２つの自由度を有する。
【００５４】
　本発明は、無線通信アーキテクチャにおけるコンピュータ・システム３００の使用に関
する。本発明の一実施例によれば、無線通信が、主メモリ３０６に含まれる１つ又は複数
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の命令の１つ又は複数の系列をプロセッサ３０４が実行することに応じてコンピュータ・
システム３００によって行われる。前述の命令は、記憶装置３１０などの別のコンピュー
タ読み取り可能な媒体から主メモリ３０６に読み出すことができる。主メモリ３０６に含
まれる命令の系列の実行により、プロセッサ３０４は、本明細書及び特許請求の範囲記載
の処理工程を行う。マルチプロセシング構成における１つ又は複数のプロセッサを使用し
て、主メモリ３０６に含まれる命令の系列を実行することができる。別の実施例では、本
発明を実現するために、ソフトウェアの代わりに、又はソフトウェアと組み合わせて配線
回路を用いることができる。よって、本発明の実施例は、ハードウェア回路及びソフトウ
ェアの何れかの特定の組み合わせに限定されるものでない。
【００５５】
　本明細書及び特許請求の範囲記載の「コンピュータ読み取り可能な媒体」の語は、実行
するためにプロセッサ３０４に命令を供給することに関与する何れかの媒体を表す。前述
の媒体は、不揮発性媒体及び揮発性媒体を含むがそれらに限定されない多くの形態をとり
得る。不揮発性媒体には例えば、記憶装置３１０などの光ディスクや磁気ディスクが含ま
れる。揮発性媒体には、主メモリ３０６などの動的メモリが含まれる。
【００５６】
　コンピュータ読み取り可能な媒体の通常の形態には、例えば、コンピュータが読み取る
ことが可能な、フロッピー（登録商標）・ディスク、フレキシブル・ディスク、ハード・
ディスク、磁気テープや何れかの他の磁気媒体、ＣＤ－ＲＯＭ、何れかの他の光媒体、パ
ンチカード、紙テープ、穴パターンを備える何れかの他の物理媒体、ＲＡＭ、ＰＲＯＭ及
びＥＰＲＯＭ、フラッシュＥＰＲＯＭ、何れかの他のメモリ・チップやカートリッジや、
何れかの他の媒体が含まれる。
【００５７】
　種々の形態のコンピュータ読み取り可能な媒体が、実行するために、１つ又は複数の命
令の１つ又は複数の系列をプロセッサ３０４に搬送することに関係し得る。例えば、命令
は当初、遠隔コンピュータの磁気ディスク上に収容し得る。遠隔コンピュータは、その動
的メモリに命令をロードし、電話回線を介してモデムを用いて命令を送出することが可能
である。コンピュータ・システム３００の局所のモデムは、電話回線上でデータを受け取
り、バス３０２上にデータを出すことが可能である。バス３０２は、データを主メモリ３
０６に搬送し、主メモリ３０６から、プロセッサ３０４は命令を取り出し、実行する。主
メモリ３０６によって受け取られた命令は任意的には、プロセッサ３０４による実行前又
は実行後に記憶装置３１０上に記憶することができる。
【００５８】
　コンピュータ・システム３００は、バス３０２に結合された通信インタフェース３１８
も含む。通信インタフェース３１８により、ローカル・ネットワーク３２０に接続された
ネットワーク・リンク３２２に対する双方向通信結合が設けられる。例えば、通信インタ
フェース３１８は、対応するタイプの電話回線へのデータ通信接続を設けるための統合デ
ィジタル・サービス・ネットワーク（ＩＳＤＮ）カードであってもモデムであってもよい
。別の例として、通信インタフェース３１８は、互換性を有するＬＡＮへのデータ通信接
続を設けるためのＬＡＮカードであり得る。無線リンクを実現することもできる。何れか
の前述の実現形態では、通信インタフェース３１８は、各種情報を表すディジタル・デー
タ・ストリームを搬送する電気信号、電磁気信号又は光信号を送受信する。
【００５９】
　ネットワーク・リンク３２０により、通常、１つ又は複数のネットワークを介した他の
データ装置とのデータ通信が行われる。例えば、ネットワーク・リンク３２０は、ローカ
ル・ネットワーク３２２を介して、ホスト・コンピュータ３２４、又は、インターネット
・サービス・プロバイダ（ＩＳＰ）３２６が運営するデータ機器に対する接続を設けるこ
とができる。ＩＳＰ３２６は同様に、現在、一般的にインターネット３２８として呼ばれ
ているワールドワイドなパケット・データ通信ネットワークを介してデータ通信サービス
を提供する。ローカル・ネットワーク３２２もインターネット３２８も、ディジタル・デ
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ータ・ストリームを収容する電気信号、電磁気信号又は光信号を用いる。
【００６０】
　コンピュータ・システム３００は、ネットワーク、ネットワーク・リンク３２０及び通
信インタフェース３１８を介してメッセージの送出及びデ―タ（プログラム・コードを含
む）の受信を行うことが可能である。インターネットの例では、サーバ３３０は、インタ
ーネット３２８、ＩＳＰ３２６、ローカル・ネットワーク３２２及び通信インタフェース
３１８を介してアプリケーション・プログラムの要求コードを送信することができる。本
発明によれば、前述のダウンロードされた一アプリケーションが、本明細書及び特許請求
の範囲記載の１つ又は複数の手法を行う。プロセッサ３０４は、受け取られ、かつ／又は
後の実行のために記憶装置３１０や他の不揮発性記憶装置に記憶されるにつれ、受け取ら
れたコードを実行することができる。
【００６１】
　上述の明細書では、本発明の特定の実施例を説明してきた。しかし、本発明のより広い
趣旨及び範囲から逸脱しない限り、種々の修正及び変更を本発明の前述の実施例に対して
行うことができる。本明細書及び図面はよって、限定的な意味合いでなく例証的な意味合
いで解するものとする。
【図面の簡単な説明】
【００６２】
【図１】本発明の実施例による、ウェブ・サービス・アプリケーションの装置資源を管理
するシステム例を示すブロック図である。
【図２】本発明の実施例による、装置上で実行するウェブ・サービス・アプリケーション
によって使用される資源を制御する手法を示すフロー図である。
【図３】本発明の実施例を実施することができる印刷装置を表すブロック図である。
【符号の説明】
【００６３】
１００　システム
１０２　クライアント
１０４　複合機
１０６　ネットワーク
１０８　ウェブ・サービス・ファシリティ・マネージャ
１１０　メモリ・プール・マネージャ
１１２　資源マネージャ
１１４A　プリンタ・ウェブ・サービス・バージョンA
１１４B　プリンタ・ウェブ・サービス・バージョンB
１１４C　スキャナ・ウェブ・サービス・バージョンA
１１４D　スキャナ・ウェブ・サービス・バージョンB
１１４E　ファックス・ウェブ・サービス
１１４F　文書サーバ・ウェブ・サービス
３００　コンピュータ・システム
３０２　バス
３０４　プロセッサ
３０６　主メモリ
３０８　ROM
３１０　記憶装置
３１２　ディスプレイ
３１４　入力装置
３１６　カーソル制御
３１８　通信インタフェース
３２０　ネットワーク・リンク
３２２　ローカル・ネットワーク
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３２４　ホスト
３２６　ISP
３２８　インターネット
３３０　サーバ

【図１】 【図２】
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