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computers to a computer network. The system includes a front end computer which 1s capable of establishing time
limited communication contracts with one or more computer entity on the computer network. Each time limaited
communication contract 1s based upon an acceptable response to the transmission of an unpredicable signal from the
front end computer, such as an encrypted transformation of a pseudo-random number generated by the front end
computer. A security table 1s used to identify the network entities that are permitted to send write command messages
to the process control computers to which the front end computer 1s connected. The front end computer also includes at

least one permissive table which 1s used to determine whether a write command message from the network entity
should be transmatted to the process control computer for which the message was intended.

I*I Industrie Canada  Industry Canada



(57) Abstract 2137464

A secure front-end communication system which couples a plu-
rality of actively redundant process control computers to a computer
network. The system includes a front end computer which is capable
of establishing time limited communication contracts with one or
more computer entity on the computer network. Each time limited
communication contract is based upon an acceptable response to the
transmission of an unpredicable signal from the front end computer,
such as an encrypted transformation of a pseudo-random number gen-
erated by the front end computer. A security table is used to identify
the network entities that are permitted to send wnite command mes-
sages to the process control computers to which the front end compu-
ter is connected. The front end computer also includes at least one per-
missive table which is used to determine whether a write command
message from the network entity should be transmitted to the process
control computer for which the message was intended.
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f QR PROCESS CONTROL COMPUTERS

SACKGROUND OF THE INVENTION

The present invention generaily reiates to "front-end” communicauon
techniques between process CoNtrol computers ana a pianviocal area network. More
specifically, the present inventonretates to a front-end communication system which is
capable of securely handiina messages from the piant area network which could affect the
operation Ot a process control computer.

In chemical manutacturing ptants and other reiatively large processing plants, a
network of control computers and operator workstations may pe needed to achieve
automated control of an ongoing pnysical orocess in the plant. For exampie, the Jones et. al
.S. Patent No. 4,663,704, issued on May 5, 1987, shows a distributed processing system for a
plant in which a singie data ntgnway connects all the various inout/output terminals, data
acquisition stations, controi devices, record keeping devices and so forth. Simiiarly, the Henzel
U.S. Patent No. 4,607,256, issued on August 19, 1986, shows a piant management system which
Jtilizes a plant control bus for tne purpose of transmitting data to physicai computer modules
on the network.

In some cf these process controi computer networks, redundant process control
computers are empioyed to enhance the reiiability of the piant controi and monitoring system.
For example, the Fiebig et. al U.S. Patent No. 5,008,805, issued on Aprii 16, 1991, shows a
networked control system which inciudes a "hot standby redunaant processor that
synchronously processes a control scnedule table for comparison with controi messages from a
senger processor that are transrmitted on the network. Tne regundantlistener processor
maintains a dupiicate configuration in 1ts memory ready to take over control of the system in
the event of a failure of the sender processor. As anotner example, the MclLaughtin et. ai U.S.
Patent No. 4,958,270, issued on September 18, 1990, snows a networked control system which
empioys a Drimary controiler ang a secondary controiler. in orger to maintain consistency
between the orimary ¢ata pase and a secondary image of the gata base, onty predetermined
areas cnangea are upciated as a way of increasing the efficiency of the update funcuon.
Simiiariy, the Slater U.S. Patent No. 4,872,106, issued on October 3, 1989, snows a networked
control system which employs @ Drimary gata processor and a back- up data processor.
Normatly, the back-ur processor will be in a back-up mode of operation, and it wiil not operate
10 exercise control over the INDUYOUTPDUT devices or receive data concerning the states of the
NDUTOUtDUt gevices. Accoraingly, control over the input/output devices 1s exclusively carried

out by the primary processor. However, tne primary processor periodically transters status data
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relating to its operation in the control of the input/output
devices to the back-up data processor via a dual ported memory

connected between the two processors.

In contrast with the above networked control systems,
another control technique for redundant process control
computers exists in which both of the process control computers
operate on 1nput data and issue control commands to the same
output devices. This type of control technigue may be referred
to as active redundancy, because each of the redundant process
control computers operate independently and concurrently on
common 1lnput data. A discussion of this type of control
technique may be found in the Glaser et. al U.S. Patent
5,428,769, filed on March 31, 1991, entitled “Process Control
Interface System Having Triply Redundant Remote Field Units”.

The use of active redundancy as a control technique
presents a difficult problem in terms of communication with the
plant computer network, as each actively redundant process
control computer will receive a set of input values and each of
these process control computers will generate a set of output
values. In the case where the actively redundant process
control computers arbiltrate or resolve some or all of the input
and/or output wvalues, to the extent that differences do exist,
then multiple sets of input and output values could be created.
For example, a set of pre-arbitration and post-arbitration
input data values could potentially be available from each of
the actively redundant process control computers. Accordingly,
1t would be desirable to enable some or all of these data sets
to be matched up and analyzed by another computer on the plant
network without interfering with or slowing down the operation

of the actively redundant process control computers.
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Additionally, it would be desirable to permit one or
more of the computers on the plant network to modify certain
values used by the program in each of the actively redundant
process computers as the need may arise, such as analog

> constants. However, it should be appreciated that such an
activity would need to be restricted in some manner, as

predictable changes in the operation of physical devices should

be assured.

Accordingly, it is a principal objective of the
10 present invention to provide a secure front-end communication
system and method for controlling signals transfers between an

actively redundant process control computer and a plant/local

area network.

It 1s another objective of the present invention to
15 provide a secure front-end communication system which is
capable of evaluating an instruction from the plan/local that

could affect the operation of the actively redundant process

control computer.

It 1s also an objective of the present invention to
20 provide a secure front-end communication system which insures
that there 1s proper alignment with the operating program in

the actively redundant process control computers.

It 1s a further objective of the present invention to
provide a secure front-end communication system which enables

25 one of the actively redundant process control computers
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0 recelve a reviseg ope2rating proaram witnout agversely attectly the operatuon of the other

aclvelv regunaant process Controt comoputer.

ti1s an acdittonal objective of the present invention 10 provige a secure front-end
cOomMmMmuNICation systerm ang metnoa wnicn 1s capaoie of utitizing a pluraltty of different
COMMuUNICation DrotoCots ana encryption tecnnNiques depenaing upon the type of message

oeing transmitted.

SUMMARY OF THE INVENTION

To achieve tne Toregoing opjectives, the present invention provides a secure
ront-end COMMUNICatioN systém wnicn 1S interposed between a plurality of actively redundant
pDrocess controt computers and a computer network. The secure front-eng communication
system inctudes a tfront ena computer which 1s capable of establishing ttme Iimited
communication coNtracts witn one or more computer entity on the computer network. In
accordance with the method of the present invention, each of these time Iimited
Communication CoNtractsis basea upon an acceptanie response 1o the transmission of an
Jnpreaicaple signai from the front ena computer. More particutarly, the acceptable response 15
preterably in the form of an encryptea transformation of a psueao-random numper generated
Dy the front ena computer. Additionally, before the time Iimited communication contract
expires, the front eng computer wiil negotiate a new time iimited communication contract
with the computer entity On the computer network using a new psuego-random number.

In one form of the present invention, the front end computer aiso inciudes at
least one permissive table which 1s used to determined whether a write command messaqge
from the network entity snouid be transmitted to the process control computer for which the
message was intengec. A security servers aiso included on the computer network for
transmitting a security taple 10 the rront eng computer. The security table 1s used to identity
(he network entities tnat are permittea to send write command messages to the process
control computers to which the front eng computer 1s connected.

Additioral features ana advantages of the present invention wiil become more

fully apparent from a reading of the detailed description of the preferred emboaiment and the

accompanying arawings in wnich:

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 115 a block diagram of an inteliigent front-ena communication system for
3 plurality of actively redundant process control computers which utilizes a stealth interface
accorging 1o the present invenlion.

Figures £A and 2B orovide a giagrammatic representaton ot the data tables
stored In @ ume aiignea retiective memory putfer ana the Correlate buffer snown in Figure 1.

“tgure 3 is @ biock diagram of the stealth interface snown in Fiqure 1

ta)
]
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Figures 4A ana 4B comprise a scnematic diagram ot the steaitn intertace of
mqures 1 and Z.

Figures SA and SB iliustrate two timing ciagrams for the steaith intertrace.

Fiqures 6A-6t comprise a set of flow cnartsiliustrating particutar aspects of the
security and valigation metnoas accoraing to the presentinventon.

Figure 7 1s a plock aiagram of tne apoiication sortware for the front end

computers shown in Figure 1.

Figure 8 is a3 diagrarmmatic illustration of tne contiguration for the front end
computers.

Figure 915 a a gragrammatic iilustration of the retattonsnip between the reflective
memory buffersin the front end computers, the transter map in the |FS circuit and the data
memory in the process Control computers.

Figure 1015 a plock diagram of the (FS crcuit shown in Figure 1.

Fiqure 1115 a block diagram of the IFQ circutt shown in Figure 1.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

Referring 1o Fiqure 1, a biock diagram s snown of an intetligent front-end
communication system 10 which 1s coupied to a pair of actively requnaant process control
computers 12a-12b. Each of the process controt computers 12a-12breceive common input data
trom field comouter units (not shown) or other suttable field instrumentaton. In this regard,
the Glaser et. al. U.S. Patent Appiication Serital No. 07/864,931, reterenced above, describes in
agetail the communication and control links between a pair of actively reaundant process
control computers, sucr as process control computers 12a-12b, and the input/output devices
directly associated with the pnysical process being controlied.

Whtie the reaungancy of two actively operating process control computers Nas
certain fault toierance agvantiages over a singie decision making process controi computer, t
snould be understood that the principies of the presentinvention are not limited to any
particuiar configuration of process control computers. Thus, for exampie, i1t may pe gesirable
10 empioy three process control computers in the place ot the two process control computers
12a- 12b shown n Fiqure 1 unager the appropriate circumstances.

In the present empoagiment, the process controt computers 12a-12b preterably
operate concurrently on ail of the signats transmitted from one or more field computer units.
In other words, each of the process control computers 12a- 12b are capabie ot making
ingepengent gecisions based upon tne gata recetvea by these redundant computers from the
reld. The decisions made Dy the process control computers 12a-12b getermine the output
signal values which are uttimately airected to specific output devices (for exampte, vaives,
DUMDP MOTOrs ana reaclor neaters) by tne approoriate rield computer units. While the output

signal values are preterably reconciied at ieast 1o some extent between the two actively
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re@uNaant process control computers 12a-12b bertore tne transmission ot tnese signals to the
reid, It snoula be unaerstood that two tngependent sets oT outbut signal vatues could be
communicated to the tieid computer units. In thisregarg, the input vaiues received from a field
computer unit couid De arpItrateg, wnicn snouia make itunnecessary to reconciie or arbitrate
output vaiues. Thisis Decause poth of the process controt computers 12a-12b would then be
working with the same process Controi program ang operating on the same set of arbitrated
iNpUt values.

As an exampie ot a preterred form of possible vaiue reconciiiation, corresponding
Input vaiue tabies in each of the process control computers 12a-12b couid be compared during
a preset time period, ana one o1 the vaiues could be chosen ror eacn input vaiue signal to be
subjected to the process control program. This seiection of input values could be made on a
suitable criteria to the orocess being controlled, sucn as the use of the value determined by the
Left process control computer 12a wnen the vaiue determined by the Right process control
computer 12b s within a certain pregetermined percentage iimit (for exampie, 2.5%).
Otherwise, the distinct input values oT both the Left and Right process control computers could
each ne empioyed when these vaiues are tound to be outside the preaetermined percentage
limit. Alternatively, the seiectuion ot differentinput/output vaiues from the Left and Right
process control computers couid be mage on the basis of a software impiemented preference.
Thus, for exampie, under certain process conditions, 1t may be considered more appropriate to
select either the high cr low vaiue, regaradless of whether the vaiue was determined by the Left
or Right process contrcl computer.

To facilitate this arbitration or reconciiiation process, a paraliei communication
link 1415 provided between tne process control computers 12a-12b. Parallel communication
link 1415 reterred to as the "major” link, as 1t permits a direct transfer of data and timing
signals between the process control computers. It should also be noted that the _eft process
control computer 12aislabeled "fox ', wniie the Right process control computer 12bis iabeled
"dog’. These are logical designatuons for alternative operating modes of the process control
computers 12a-12b.

While eacn ot the process control computers 12a-12b make independent
decisions, which may ve subject to arpitration, the process control computer currently in the
fox mode has the ability to torce the process control computer 1n the dog mode 10 move 10 a
subsequent step !n a programmea sequence 1n orger to keep the cooperative efrorts of the two
process control computers inrelative syncnronization. Additionally, the process control
computer in tne Tox moae will transmit a tming signal to the process control computer in the
dog moge at the begirning oT its process control program cyclie (for exampie, a one second
period), sO that the process control computer in the dog moge wiil know 1o begin a new
Drocess control program cycie as well. As the process controt computers 12a-120 operate under

thetr own clock oscillators, the aetection ana interpretation ot this program cycle uming signail
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OV the Drocess CoNtrol comouter in tne aoq mode wili neip 1o periogically keep these process
CONtrol computers inreiative syncnronization. However, it snoula oe appreciated that the
program cycie ot the process control computer in the aog moae wiil typically follow the
program cycie of the process Contror computer in tne TOX mode Dy tNe Derioa or time 1t takes 1o
transmit ang then getect the program cycie tuming signal (for example, 20-microseconds.to 20-
milliseconds).

In the event that process control computers 12a-12b are temporariiy not able to
communicate over the major iink 14, each ot these process control computers wiil continue
their operations in a moue WRICh assumes that they are operating alone. in this moae of
operation, 1t should be appreciated that the program cycles of the process control computers
123-12b may gradualily drift apartin ume relative to each other. Nevertheless, as will be seen
from the discussion below, the tront end communication system 10 is designed to enable data
received from the process control computers 12a-12b to be time aligned for reai-time analysis.

As iilustrated in Figure 1, eacn of the process control computers 12a- 12bincludes
a stealth intertace accoraing to the presentinvention. In partcular, process control computer
123 1ncludes steaith interrace circuit 16a, wnile process controi computer 12b includes stealth
interface circuit 16b. As the steaith interface circuits 16a-16b comprise identical circuits, these
stealth interface circuits are sometmes referred to generally herein as stealth interface circuit
16. Due 1o the redundant nature of the front end communication system 10, a general
reference number will a so be usea for other dupiicative components in the system.

The stealth intertace 16 provides transparent data transfers between the process
control computer to which itis connected and external communication devices. In this regard,
the data transfers are transparent to the process control computer 12 in that the operation of
the process control computer is not delayea or otherwise adversely attected by a transfer of its
gata to one or more external communication gevices. 1he stealth intertace 16 aiso enaples the
transfer ot messages from an external communication gevice without affecting the operation
of the process control computer 12. The primary exampie of such an externai communication
device 1s shown n higure 1 1o be comorised of a pair of redundant front end computers 18a-
18b. The front enad comouters 18a-18b are redundant, because communication paths are
provided for enabling each of these front end computers to excnange data and messages with
both of the stealth intertace circuits 16a-16b.

Each of the front ena computers 18a-18b provide a highiy intelligent interface
Detween the stealth interrace circuits 16a-16b ana a piant/local area network, which s
generally aesignatea by reterence numeral 20. However, since each of the redunagant front
eng computers 18a-18b are capabte or communicating with eacn ot the steaitn intertace
circuits 16a-16b, 1t shouid be appreciated that this regunaancy s not required, and thatasingle
front end computer could be utiiized in tne appropriate application. Additionaily, as will be-

more apparent trom the giscussion below, eacn of the stealth intertace circuits are capapie of

-~

.0—
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excnanaing gata anag messages witn otner external communication gevices, as wetl as the front

eNnaQ computers 18a-18kL.

As iilustrated 1n Fraure 1. the steaitnintertace circuit 16 features a auai-ported

memory 'DPM" 22 wnicn resiges on tne pus structure ot the process control comoputer 12.

A

indeed, IN tne empodiment giscioseg neretn, the dual- ported memory 22 provides the primary
or only data memory tor the process control comouter 12. Thus, in accordance with the present
nvention. the stealth intertace circuit 16 will setectiveiy grant external gevices direct access to
tne aata memory of the process control computer itsetf. The auat-ported memory 22 includes
aninternal port which is connected to the bus structure of the process control computer 12 and
10 anexternai port, which is sometumesreterred to nerein as the steaith port. While the duai-
ported memory 22 couid be configured 10 provige agditional ports, the duai-ported memory
preferably includes an arpitration circuit which enabies a pluratity of external communication
aevices to have alternative access to the stealth port. in other words, onty one external device
wiil be abie 10 use the aata ana address iines ot the stealth port at any given time when access
.5 tothe duai-ported memory IS permitted tnrouan tne steaith port, even tnougn more than one
externai aevice may ulumately be coupied to tne gata and address lines of the steaith port. in
the present emboaiment, the steaith intertace arpitration circult employs a first-come, first-
serve approach to grariting access rights.
However, in accordance with the present inventuon, this arbitration circuit
>0 operates only on the steaith port. There s no aroitration per se between the internal and
externai ports of the steatth intertace circuit 16. Rather, access to the dual-ported memory 22
from the external/stealth portis availabie only during those times when the process control
computer 12 cannot access the dual- ported memoryv. More specifically, in the torm of the
inventuon disciosed herein, the machine cycie ot the process control computer 12 s utilizeg to
-5 control access 1o the guai-ported memory 16, Asis well known, the central process unit ot any
computer must fetch and gecode one or more programmeqa (nstructions 1N order to operate on
one or more data words. In computers based upon the von Neumann architecture, it typically
takes several computer ¢clock cycies to fetch, decode and execute an nstruction. However, in
the present embodiment, the process controt computer 12 1s based on the Harvard architecture,
30 which permits both ar op-coge tnstruction and the operand data ror thisinstruction to be
fetched in the same clock cycie. Thisis because a computer based upon the Harvard
arcnitecture includes pnysicaily separate instruction and data stores, and each of these stores
have their own address and data lines to the central processing unit. Thus, during tne poruon
of the clock cycie for the process control computer 12 thatis gevoted to tetching ana decoding

aninstruction, the duai-ported data memory 22 may be accessea from tne stealth port. Then,

La)
N

auring the poruon or the clock cycie tor the process control comouter 12 thatisgevotea to

retcning tne operana from tne cata store, the process controt comoputer will have access 1o the

cual- ported data memory 22 from tne internat nort.
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N accoraance witn the present invention, the steattn Interrace circult 16 watches

‘or a specific transition 1N the memory clock signal of the process control computer 12 1n orger
-0 getermine whnen tne stealth port may nave access 1o the duai-onorted data memory 16. {n this
-egarg, 1t should be unaerstood that tne nrocess control computer 1tseltis not atfected by this
externai access. as external access 1s permitted by the steaith intertace circuit 16 only during
"nose time periods wnen the process controi computer 12 will not need to access the dual-
oorted data memory 22. Ingeeq. the process control computer 12 does not even have to know
inat externally generated reaa/write activity is actually occurring with respect to 11s data store.
Nevertheless, in accordance witn the present invention, an important distinction 1s made
petween the ability to ' read” from the duai-ported data memory 22 and the ability to "write”
10 the duai-ported data memory, as far as the stealth portis concerned. While it may be
gesirapie to enabie an external communication device to read eacn and every memory location
in the duai-ported data memory 22, this may not be true with respect to the ability of an
externai device to write 1o memory locations in the dual-porteg memory. In this regard, the
cual-ported data memory 22 wiil store not oniy dynamic data associateq with the pnysicail
orocess being controited, but it rmay aiso store other process control variables, sucn as analog

ana aigital constants.

Accordingly, the aual-ported memory 22 inciudes two "logical” memory sections,
namely variable section 24 and mailbox section 26. These memory sections are ogically
distinct, because they are treated separately, even thouqgh they may botn reside in the same
pnysical memory circutt chip or chip set. In the present embodiment, the matibox section 26 is
comprised of a set ot 256 memory word locations (16 bits each) in the dual-ported data memory
22, and the variable section 2415 comprised of the remaining memory iocations in the dual-
ported data memory 22 (for exampie, a block of 64k memory word locations). The variable
section 24 may alsc Inc.uge a message area for noiding system messages from tha process
control computer 12 to the tront end computer 18. The mailibox section 26 1s used 10 provide a
specific region in memaory for storing messages from externai devices, such as the front end
computers 18a-18b. In thisregard, 1t should be appreciated that the memory locations of the
maiibox section 26 do not need to be pnysically contiguous. While the mailbox section 26 may
be contigured to hold more than one message at any one time, depending upon the message
transmission protocol empioyed, the mailbox section need only be large enough to noid one
compiete message. These messages may be as simple as an external request for the process
control computer 12 to gather and transmit health/status data from a remote field computer
JNiTthat it may obtain tess frrequently. A message may aiso inciude a commana 1o change a
parucuiar variaple storea in the qual-ported aata memory 22. Addituonally, the maiibox

section 26 of the duai-oorted cata memory 22 may aiso De used to electronically convey a

program revision 10 the procass control computer 12
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As wili De more Tutly aiscussea beiow, tne steaith intertace circuit 16 1nciuges a
quardian circuit wnicn prevents any external entity rrom writing 10 any memaory 1ocations in
the variabie section 24 of the duai-oortea data memory 22. Thus. wnile some or all of the
~memory l0cations In the auai-ooriea gata memary 22 may oe reaa rrom tne steaith nort, an
external entity i1s only permitted to write to the memory iocations 1n the maiibox section 26 of
the duai-ported memory 22. This feature ot the presentinvention proviaes a haraware safe-
guard at the process control comouter 12 wnich tnsures that no external entity wiil be able to
nagvertently interfere with the data processing operations of the process controt computer 12.
As will be more apparent from the discussion beiow, tnis feature of the present invention couid
also be employed 1o grant or deny external write access to any partcular memory location or
set of memory locations in the duai-ported data memory 22.

in order to rapidly pump data into or out from the steaith port, the front end
communication system 10 of Figure 115 also snown to include an interface to steaith "IFS”
circuit 28, aninterface to Q-bus "IFQ" circuit 30, and a set of fiber optic cables 32 interposed
tnerepetween. The IFS circuit 28 isconnected to the stealth port of the duai-ported data
memory 22, while the iFQ ¢ircuit 30 resides on the "Q bus” of the front ena computer 12. Due
10 the redunaant nature ot the front end communication system 10, 1t snould be appreciated
thatthe IFS circuit 28a 1s connected to the stealth port of dual-ported data memory 22a, while
IFS circuit 28b 1s connected to the steaith port of duai- ported data memory 22b. Similarly, the
IFQ circuit 30a1s connected to the Q bus of the tfront end computer 183, whiile the IFQ circuit
30bis connected to the Q bus of the front end computer 18b. In the embodiment disciosed
herein, the front end computer 181s preferably comprised of a MICROVAX 3400 computer
using the reai-time ELN operating system from tne Digital Equipment Corporation "DEC™.
Whiie the VAX family of computers from DEC offer considerabie speed ana networking
advantages, 't shouid be appreciated that other suitapie front enag computers may pe
empioyed in the appropriate appiicaton.

In order to permit each of the front ena computers 18a-18b to conduct bi-
directional communications with both of the stealth interface circuits 16a-16b, the fiber optic
cables 32 actually inctude two sets of send and receive optical fibers (for examnpue,
62.5/125/0.275NA type fibers). However, the separate send and receive optical fibers for each
of the front end computers 18a-18b are represented as singie cnanneis in Figure 1 for simplicity.
Thus, fiber optic channel 34a inciudes a separate optical fiber for sending information from the
front end computer 18a to the steaith interface ¢ircuit 223 ana an optical fiber ror receiving
Information from tne steaith intertace circuit 22a. Simiiarly, the fiber optic channel 36a
incluges a separate ootical fiber ror sencing informauon rrom the front end computer 18ato
*he stealth interface circuit 22b and an ootical fiber tor receiving information from the steaith

interface circuit 22b. This arrangement of optical fibersis also duplicated for the front ena

computer 18b.
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nthe present empodiment, the compination or the (FS ¢ircuit 28, the 1FQ circuit

30 ana the fiber optic cabies 32 provige an OotICal IransMIssIoN INterrace wnicn permits the
‘ront end computers 18a-18b 10 be remoted locatea from the process control comouters 12a-
12b. For exampie, !n tN'sempoadiment it s DossiDle Tor the Tront enc computers 18a-18b to be
located up 1o 2 km from the process control computers 12a-12b. Additionally, 1t snould be
noted that the Fiber Distriputed Data Intertace "FDDI" protocol may be usea to transmit
information between trne IFQ and IFS circuits over the fiber optic cables 32.

The IFS cirzuit 28 inciudes the appropriate aadress and data bufrfer circuits (not
shown) for transterring information to and from the stealtn port of the dual-ported data
memory 22. The iFS circuit 28 aiso inciudes a transter map 37 whicn enables data from seiected
locations in the duai-ported data memory 22 to be gathered and transferred as one contiguous
block of data. The transfer map 37 may be comprised of a static RAM with sutfficient address
storage capability to gather data from all of the avaiiable memory locations in the dual- ported
data memory 22.

Additionally, the |FS circuit 28 inciudes a separate transmitter ang recetver circuit
for each of the two front ena computers 18a-18b, sucn as transmitter 38a and receiver 40a. The
transmitter 38a is adapted 1o convert paraliel data words (for example, 16 bits) trom the stealth
port into a serial bit stream suitable for transmission over one of the fiber optic cables 32.
Similarly, the receiver 40a 1s agapted to convert 3 serial bit stream from the front end computer
18 into a paraliel data word for transmission to the steaith port through one or more of the IFS
circutt buffers. A corresponding set of transmitters and receivers are aiso provided in the IFQ
circuit 30, such as transimitter 38b and receiver 40b. From the above, 1t shouid be appreciated
that the use of two sets of transmitter-recetver pairs enables data to be transterred and/or
recelved simultaneously between both of the {FS circuits 28a-28b and both of the {FQ circurts
30a-30b. Thus, for exampie, the {tFS circuit 28a is capabie of simuitaneously transmitting data
acquired from the process control computer 123 to both of the front ena computers 18a-18b.

While not shown forailustration simplicity, it should appreciated that a laser or
LED light source 1s interposea between each of the transmitters (for exampie, transmitters 38a-
38b) and their respective optical fibers. Similarly, a photo- detector 1s also interposed between
each of the receivers {for exampile, receivers 40a- 40b) and their respecuve optical fibers. For
exampie, these light converters may be comprised of a pair of AT&T ODL200 series converters.
While fiber optic cables are preterred for their speed, |low error rate ana security agvantages
over mediums such as coaxial cable, 1t should be understood that that other suitable data
transmission meaium ¢ould be employed in the appropriate aopiication.

In the present empodiment, the transmitters ana recewvers in the tFS and (FQ
circuits are preterably comorised of 3 high-performance Gallium Arsenide cnipset, such as the
“Gazelle" GAZ011 transmitter and GAS012 receiver from Triquint Semiconauctor, inc., 2300

Owens St., Santa Clara, CA. These particular transmitters ana recetvers permit gata
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“ransmission rates in excess ot 2C0 M bitsisecona. Tnese transmitters ana receivers utiize a 40-

SiTwide parallel pus wnich enaples aata to be encogea into a 30-naua wora using FDDI-
stangara 48/58 encoaing. in tnis encoqing, 4-pit gdata mppies are transiated INto a 5-baua coae

sympol. Accoraingiy, tne 4B/58 encoaing nroauces ten 5-naua symools from ten 4-bit gata

(WA

niobtes in orger 1o comprise @ aata rrame. The GA9011 transmitters also convert the serial
stream trom a Non-Return to Zero 'NRZ"” format to a Non-Return to Zero, Invert on ones
"NRZI" tormat, wnicn combpines the transmission of data and ¢lock $1gnais into a single
wavetorm. The NRZI waverorm genotes a logical one witn a polarity transition and a iogical
zero with no transition witnin the bit-time-frame. These logical ones ang zeros are called
19 Dauas, ana eacnh group ot five pauas are cailed a symooi. For exampte, a "C000" 4-bit binary
input will be convertedtoa "11110" 5-baud binary sympol output, white a "1011" 4-bit binary
‘nout wiil be converteatoa '10111" 5-baud binary symboi output.

The use of 4B/5B encoaing and NRZI formatting combine to substantiaily enhance
the reliability of hign-speed data transmissions over the fiber optic cabies. The GA9012

receivers nave putlt in clock ana aata recovery (for exampie, NRZ! to NRZ conversion), and they

LN

310 monitor the incoming 58 sympois tor validity. in trisregara, the 48/58 encoding creates a

number ot invaild sympols which may be cnecked for at the GA9012 receivers. As the presence

of noise or jitter across the fiber optic link couid cause one or more of the bauds to change to

an unintended value, the detection of iInvalid sympols reguces the possibility of a transmission
>(Q error going undetected.

AS an acditional layer ot protection trom potential errors, data transmissions
from the IFS circuit 28 are formea into compiete aata frames, which are comprised of the data
to be transferred (that s, the 40-bit input data frame), a 16-bit destinatuon address fieid, a 4-bit
control code field anc a 4-bit error getectuion code fieid. These complete aata frames are

75 preterably separated from eacn otner on the fiber optic iink by atieast one sync frame. As
potential pnysical hink errors may have a burst or clustering nature, the error code needs to be
aple to getect up to TOUr conuguous bit errors. in this regard, a Longitudinal Redundancy
Check "LRC" code 1s emplioyea to prevent masked errors from potentiaily corrupting
suDsequent data processing operations. Thistype ot error code is also reterred to as a

390 ~ongituainal Parity Check”. Ina LRCcoae, a 4-b1t niDbie composed of parity bits I1s generated

ana insertea INtO the encoded data stream Tor a pregetermined number of data nibbles in the

encoqgeaqa gdata stream as snown beiow:

b4 b3 b2 b1
cata nioblet | x x x x|
35 datanipbiel , x x x x .

gata nipble 3

>
)2 ¢
>
>
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aataniobile8 | x x X Xx .

gatanibble9 ! x x x x

cata nibbie 10 'pd p3 p2 pl! |

}

wnerepl = bl Xorbi2 Xor.... Xor p19, and 1 = bitiocation 1 to 4. Thus, the ith it of this panty
check character cnecks the 1th informaton pit position tn @data nibbies 1 througn 3 unaer even
parity conditions. The compination of the LRC error checking, the 48/58 encoding and the NZRI
conversion enable the “ront ena communication system 10 to provide a targeted Baud Error
Rate "BER" of 1E- 12. While a Cyclic Redundancy Check "CRC" code could be empioyed in lieu
ot tne LRC code, the more compiicated CRC code would aiso increase the compiexity of the {FQ
and IFS circuits. Additionally, the LRC coding more readily permits dual fiber optic channel
signal transmissions between the (FS and IFQ cirzuits, ana the iNtrinsic synchronizaton tfeatures
of the the Gazelle transmitters 38a-38b and receivers 40a-40b may be used to frame the LRC
pased protocols.

The IFQ circuit 30 incluaes a microprocessor 42 (for examote, an intel 80186 chip)
wnich provides the data oump for the front end computer 18. The microprocessor 42 1s not
only responsible for atl IFQ/IFS protocol control and reiaying data from the process control
computers 12a-12b to a destination on the network 20, but 1t 1s also responsible for controlling
the integrity of write activities 1o the IFS and IFQ circuits. For example, the microprocessor 42
may be used to program the transfer map 37 in tne iFS circuit 28, so that only a particular sub-
set of data in the duai-ported data memory 22 may oe gathered and transmitted to the front
end computer 18, if less than all of the available variabies (for exampie, input/outout vaiues,
alarms and events) is desired. in this way, the actual contents of the transfer map 37 may be

cependent upon a specific process control application.

All signal transmissions netween the {FQ circurt 30 ana the IFS circuit are unaer

tne control of {FQ circuit microprocessor 42. In this regard, tnere are three types of data
transmissions from the IFQ circuit 30 to the IFS circuit 28, namely “load transtfer map ™, "send
command messages’ and ‘receive data". The load transfer map transmission wiii enable the
IFQ circuit 30 to ioad the transter map 37 of the IFS circuit 28 with the specitic variapie
aadresses which wiil steer the gata memory transmit bursts from the (FS circuit. Tne receive
gata transmission wiil cause the IFS circuit 28 to return the requested segment of memory from
the dual-ported data memory 22.

A command message transmission will start with a Write-Lock request to the {FS
circuit 28. Assuming thatincoming bufieris free, the IFS circuit 28 will assert a Write-Lock on
tne malibox section 26 of the cual-ported data memory 22, and return a positive
acknowledgement to the |FQ circuit 30. The IFQ circuit 30 may then transmit its message witn
tne assurance that no otner adevice wiil be anle 1o write to the mailbox section 26 until its

message nas been completely storea ana preferably read by the process control computer 12.

|
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~owever, a ume ImiT may De Imposed on the Write LOCK 10 ensure tnat the riow of
communications s NOt Impegeqa by one Of the external entties connected to the stealtn
nterface circuit 16. 1t should also De appreciated tnat message transmissions snould not take
Dlace auring any time 1N wnicn @ data purst snouia pe recetvea rrom the |FS circuit 28.

As anotner measure of gata transmission protecuion, the 1FQ ¢ircuit 30 will cause
the IFS circuit 28 1o read pack a rmessage transmitted to ana stored 1n the maiibox section 26 of
'he dual-ported data memory 22 in orger 1o be sure tnat the message was transmitted and
stored correctly. Once the IFQ circuit 30 determines that the message has been accurately
recelved and stored, then the IFQ circutt wili cause a fiag to be set whicn wilil signal the process
controi computer 12 t0 pick uD the new message. In the event that this data veritication faiis,
then the entire message transmission process will be repeated.

The iFQ circuit 30 also Inciuges a process adata buffer 44, which 1s shown as biock 1n
Figure 1 forillustratior simpticity. However, the process data butter 44 should inciude
sufficient memory capacity to store a separate data tabie tor eacn ot the process control
computers 12a-12b (for example, 262,144 pytes). Eacn or these gata tabies wtll include both
the SDSS and DSS data transmissions. Additonally, a DMA bufter (not shown) may aiso be
provided 1o allow some ejastcity in processing the data being receivea. In this regard, 1t should
be noted that the both the IFS circuit 28 and the IFQ circuit 30 are configured to facilitate bi-
directional Direct Memory Access "DMA" transfers between the IFQ circuit 30 and the Q-bus of
the front end computer 18. in this way, the centrai processing unit 45 ot the frontend
computer 18 does not need to devote substantial time to processing data transfers to and from
the IFQ circuit 30. Accoraingly, the DMA buffer is preferably used as a bucket brigade area to
perform DMA transfers on blocks of data from tne process data buffer 44 (for example, 8K
bytes at a time) to a suitabie memory residing on the Q-bus of the front end computer 18.

The use of DMA transters aiso ennances tne apility o the front end
communication system 10 to acnieve the goal of making available real-time gata from the
process controi computers 12a-12b to one or more computers on the network 20. More
specifically, the front end communication system 10 1s aesigned to request, receive and answer
network queries on botnh pre-link and post- arbitrated gata from eacn of the process control
computers 12a-12b within a one- seconad time resoiution. For example, in this particular
embodiment, each of the process controi computers 12a-12b wiil issue a Sequence Data Stable
Strobe "SDDS" signal in every one-secona program cycle, which indicates that approximately
1024 (16 bit) words of ore-link dynamic analog/diqitai inout data is stable ana available in the
duai-ported data merory 22. Trnus specific aata setisreferred to as pre-tink data, as this data
nas not yet been arpitrated between the process control computers 12a-12b via aata
rransmissions across the major link 14 Supsequently, in the same one-secona program cycle,
eacn of the process control computers 12a-12b wtll issue a Data Stable Strobe "DDS™ signal,

wnich indicates that a compiete set of post-arbitrated input and output aata s stable and
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svaliapie in the gqual-porieg gata memory 22. Thisgatasetisrererred to as post-aroitrated, as
“ne INnput vaiues wili have peen arditrateq or resoiveq by this poiNtin the program ¢ycie. inthe
oresent emboaiment, ths post- aroitratea gata setmav De compriseq ot up to 65,536 (16-bit)

NOTas. asttwiil inciuge DOTN INCUL 3Na output values{ang any otner variabies stored in the

duail- ported data memory 22).

(A

't shoulQ 3iso be notea at this point that one of the first functions in the program
cycle of the process control computers 12a-12b1s 1o make output value decisions from the post-
arpitrated input gata obtainea in the immealately preceaing program cycle. Accordingty, it
snould be appreciatea that the POSt- arbitratea data set will include the arbitrated input values

10 Trom tne current program cycle ana the output vaiues rrom the immediately previous program
cycle.

It1s also 1mpaoriant to understand that the function of obtaining a copy of the
pre-link ang post-arnitrateq data sets cannot be permitted to delay the operations of the
process contro!l computers 12a-12b. Thus, for example, the front end communication system 10

15 must be sufficiently fast to ootain a cooy of the pre-iink gata sets before the process control
computers 12a-12b neeg 10 nave the abiiity to cnange one or more of these gata values
through the arpitration process. Accoraingly, in the context of the present embodiment, the
front end communication system 10 neeas to be abie to acquire a pre-iink data set within ten
mitliseconds of the time that the SDSS signal was initially asserted 1n order to have the

20 assurance of data stabtiity. Simiiarly, the front end communication system 10 needs to be able
to acquire a post-arbitrated cata set withun fifty mitliseconds of the ume that the DSS signal
was initially asserted. inthis reqard, 1t should be appreciated that each of these data sets need
to be independently acaguirea trom noth of the process control computers 12a-12b by each of
the tfront ena computers 18a-18b. Additionally, each ot the front ena computers 18a-18b must

Jc  aiso be able 1o sena messages 10 the one o both of the process controf computers 12a-12b
auring time periods outsiae ot the SDSS and DSS data acquisition windows.

In orger o turther facilitate the ability of the front end communication system to
acquire the SDSS and DSS data sets without any data transter blocknecks, and also provide the
ability to group and time angn the gata sets being receivea, each of the front end computers

30 !8a-18binciuges aset ot atleastthree retiective bufters for each of the process control
computers 12a-12b. Each of these loqically distinct refiective buffers or shagow memories may
resige 1n the same pnysical memory ¢nip or cnip setin the front end computer 18. As shownin
Figure 1, the set of retiective butters containea in the front enad computer 18a is generaily

comprised ot a ZERQO turter "ZL" 46a tor the Lett process control computer 12a. a ZERQO buffer

L)
LN

"ZR" 48a for the Rignt process control computer 12b, a ONE butfer "OL" for the Left process
control computer, a ONE butfer "OR" for the Right process control comoputer, a TWO buffer
"T." for the Left process controt computer, and a TWO buffer "TR" for the Right process

control computer. Additionally, 1Itshou!d be ungerstooad that a corresponaing set of retiective
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outters are containea 1N the rrontena computer 18b. sucn as tne ZERO burtter "ZL" 46b for the

-€T1 process control cormputer 12 ana tne ZERO butfer "ZR" 48b for the Right process controt
computer 12b.

ThetFQ crcuit 30 writes to these lertana rignt butrersina round robin” fashion
Jsing DMA data transters. in otner words, the (FQ circuit 30 wni fill the ZERO buffer 46a with
ore-link ang post-arpitrated data of a parucular process control cycle from the Left process
control computer 12a. Tnen, wnen pre-tink ang post-arpitrateg aata tor the next Drocess
control cycle 1sreceiveq rrom the Lett process control computer 12a, the (FQ circuit will
ncrement 1o th2 ONE buffér 50a tn oraer to store this gata. Simuarly, the IFQ carcurt 30 wilil
wurn to the TWO burrer 54a wnen pre-link and post-arbitratea data for the third process
control cycle 1s received from the Left process control computer 12ain order 1o store this data.
Then, wnen pre-link aria post-arpitrated data for the forth in me process control cycie from
‘ne Left process control computer 12a 15 10 be stored, the {FQ circuit 30 wiii return to address
the ZERO butfer 46a for cata storage. Of course, it should be aporeciated that the IFQ circuit 30
w~ill empioy tne same rouna robin sequence for Individually transterrinag ore-hink ang post-
arpitrated data to tne tnree reflective butfers 48a, 52a and 56a that are used for the Rignt
process control computer 12b.

For purposes ot iilustration, Figure 1 shows three reflective memory ouffers (46a,
>0a and 54a) for the Left process control computer 12a, and three reflective memory buffers
(48a, 52a and 56a) for tne Right process control computer 12b. However, as the SDSS and DSS
data transters are treated as independent DMA events, the reflective memory buffers
preferably include distinct refiective memory buffers for each of these events. Accordingly, a
total of twelve reflective memory buffers are preferably provided in the front ena computer
18. Additionally, each of these reflective memory buffers are individuaily tracked, so that the

orgering of these putters go not necessartiy nave 1o follow tne regimen snown pelow:

Secona N: (Z1ERO-5055-L ZERO-DSS-L ZERO-SDDS-R ZEROQ-DSS-R)

Second N + 1: (ONE-SDSS-L ONE-DSS-L ONE-SDDS-R ONE-DSS-R)

Second N + 2 (TWO-SDSS-L TWG-DSS-L TWO-SDDS-R TWO-DSS-R)

Rather, the orgering oT tnese buffers could also proceea unaer other reqimens, such as shown
nelow:

Seconad N: (ONE-SDSS5-L TWO-DSS-L ZERO-SDDS-R ONE-DSS-R)

Secona N + 1 (TWO-SDSS-L ZERO-DSS-L ONE-SDDS-R TWO-DSS-R)

Secona N + 2 (ZIERO-50S5-L ONE-DSS-L TWO-SDDS-R ZERQO-DSS-R)

'ti1simpartant 1o understand that tne corresponaing left ana rignt refiective
ouTtters (for example, nuiters 46a ana 48a) wiii generaily not become filieg at the same tume, as
tne program time line of the orocess control computer in the aog mode snouid foilow the
grogram tme line of the process contro! comouter in the fox mode by a predeterminable

period of time (for exampie, 20-microseconas 1o 20- miiiiseconas). However tnese time lines
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mMay become consigeraniv separateq intne event that communications across the major iink 14
are NOt possible, as meriuoned anove. tven when the tert ana rngnt SDSS or DSS signals are
asserted at near the same ume, the gelays required 1o transter this intTormaton to the IFQ
c.rcuit 30 ana then transter this INTOrmaton Nto the appropriate retiective memories may
resultin a wiger ume skew between tnese events as seen py the appihicatuon sotftware of the
'ront end computer 18 “han as seen by the orocess control computer ana IFS circuit haraware.
Nevertheless, it 1s the responsibility ot the tront end computer 18 to ensure that the data sets
Jitimately made avaiiable to the computer network 20 represent data from the process control
computers 12a-12b in the séme program cycie (for example, a one second period). in this
regard, the applicaton software of the front end computer 18 includes a procedure, referred
toas MiSync”, which groups individual data transter events into a conesive set of buffers that
represent a "snapsnot’ of the pre-iink and post- arbitrated data for a particuiar process control
cycle.

The M! Svnc proceaure uses a set of reflective memory butfer management
structures (M1 RMBMS) to track the status ot incoming gata transters. When the {FQ circurt
ariver sortware signats to the M! Sync procegure that a DMA transter nas comoieted, Ml Sync
records the required information 1n the appropriate Mi__RMBMS dgata structure. When MI Sync
getermines that a comnlete set of buffers has been received and stored (that s, left SDSS, right
SDSS, left DSS ana right DSS), 1t upaates a giobal data structure (Ml RM  DATA) with the
pointers to the newly receilved data. These pointers are copied from the Mi RMBMS data
structure. Accordingly, MI_RM_DATA incluges the pointers to the currently avalabie
"complete” or ume aligned set of refiective memory buffers. Depending upon where the front
end computer 121s1n the rounc robin procedure, the most current time aiigned set of
retiective memory buffers may be TWQO buffers 54a and 56a at one ume intervai, the ONE
outters S0a and 52a at "ne next ume interval, ana the ZERQO buffers 46a and 48a at the
ollowing time intervai. In the event that the SDSS or DSS data from one of the process control
computers 12a-12bis notreceived by the iFQ circutt 30, MI Sync will still maintain time
alignment by using an appropriate tmeout (for example, 700 miiliseconds) for updaung the

Vil RM DATA pointers. An indication wiil aiso be providea as to which buffer or buffers are

Jnavailabie.

The butter painterswithin Ml RM  DATA are protected by a mutual exciusion

semapnore or mutex . MISYNC requests this mutex before copying the new pointers 1o

Ml RM  DATA ana reieases it immeaiately after the cooy Is complete. When a network entity
neegs 10 access rerlective memaery gata, a copy ot the MI_RM_DATA pointers's made by
requesling the mutex, Iopying these bufter pointers 1o a3 1ocal gata structure, and then
"eleasing tne muiex. S nce the aoplication for querying or read:ing the gata uses a copy of the
oointer, contention Tor the mutex 1s mimimizea, and MI Sync wiil be aple to upgate

Nt RM DATA with new potnters as soon as the nextcomplete set of data nas peen stored. In
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INis regarg. 1ti1s Important to note that this metnoa wiit enanie the reading apolication to still
access the same set ot retiective memory butfers wnile Mi Sync upaates Mi— RM  DATA with
new pointers. Since reaaing apotcatons witl access the most current time angned set of
refiective memory purters, 11 snouid ne unaerstooa that a reading appilication could be
accessing one set of retlective memory butters (for example, the TWO buffers S4a and 56a),
while a subsequent reaaing appiication could be given access 10 anotner set of reflective
memory bufters (for examoie, tne ONE buffers 50a and 52a) once M| Sync updates
MI_RM_DATA with new pointers.

It shoulid also be understood that applications which access the reflective
memories wiil be able 1o run 10 completion betore the referenced buffers are overwritten with
newincoming data. In one embodnment of the front end communication system 10,
applications requiring refiective memory data are assigned execution priorities nigh enough to
allow them to run to comptetion in iess than one second. However, 1t shouid be appreciated
that the front ena cornputer 18 could be configured with additional sets of buffers to aliow the
gevelopment o an appiication that may take ionger to run to completion.

It should also be appreciated from the anove that the use of the front end
computers 18a-18b also enables the communication system 10 to have the necessary
intelligence 1o answer specific gata requests. The use of the front end computers 18a-18b also
permit a rapid check 10 be macde that the process controt computers 12a-12b are in fact
continuing to send real-ume data. Addiuonally, the front end computers 18a-18b are aiso
preferably programmed to make determinations as to whether read or write requests from the
process control computers 12a-12b shouid be granted with respect to the entity on the
computer network 20 which has forwarded the request. As wiil be discussed more fully below
the tront end computers 18a-18b contain both a security table and two permissive tables in
their memories for facilitating tnese aeterminations. The security table is used determine
whetner communications wiil be permitted at all with various entities on the computer
network 20, while the permissive tables are used 10 evaluate write commana messages from an

entity on the computer network wnich could affect specific locations in the duai-ported data
memories 22a-22b.

The front ena computers 18a-18b may also utiiize at ieast one set of additional
retiective puffers, such as Correrate buffers S8a and 60a. In light of the fact that the DSS data
set wilt contain the post-arbitrated input value data from the current program cycie and the
output value gata that was basea upon tne post-arbitrated input values of the iImmediately
preceaing program Cycie, |t mMay be gesirabie to correlate i1Nnto one qata tabie the output values
Tor a particular program cvcie witn the input values usea 1o decige these outout values.
Accoraingly, the front ena computer 18a may emopioy the Correiate buffers 58a and 60a to
store a copy ot the past-aroitrated input values from the current DSS data set, and then watt for

the alignment of the next DSS cata setin oraer to store a copy of the output values from this

i "™
L/

ML ied B 4 I Lo 18 gk LS OV € .o-o.-ﬂc.'.eh:-mnaab&nﬂ‘ﬂiu—u'.'-Muh-a)wu---b
' , - 3Lt .

W e bt S 120ad wiviaed e fs aiml ey JE5E 4 L '



/O 93/25948 21 3 7 4 6 4 PCT/US93/._208

(W

20

25

30

cupsequent gata setin tne same Correlate purrers. in tnisregara, 't snoula be aporeciatea tnat
“Nis COPYyING proceaure wili be made Trom the most current time aiigneag set or reflective
memory puffers. Thus, Tor exampie, Figure 2A shows a atagrammatic example ot 3 aata table
‘N aume alignea puffer, wnie Figure 28 shows a simitar exampie Ot a data tanle 1n the
Correlate buffer CL. In any event, it should be understooQ that the time alignment capabilities
of the front end computers 18a-18b nrovice a powertul diagnostic 1ol tor analyzing both the
oneration of the process control computers 12a-12b ana the pnysical process being controlled.
For exampie, the arpitration performed witn respect to the input data vaiues may be analyzed
ror both of the process contro computers 12a-12b, as pre-link and post-arbitrated input data
values are tume alngnea ana made available by the front end computers 18a-18b.

The computer network 20 i1s shownin Figure | to generally include a direct
control segment, a process informatuon segment and a connection 1o a Wide Area Network
"WAN". Each of these network segments preferably employ Ethernet compliant mediums and
IEEE B02.3 compauble communication nrotocols. The direct control segment s comprised of
dual Plant Area Networks "PAN-1" ang "PAN-2", wniie the process InTormation segment s
comprised of Plant Area Network "PAN-3" At least one pbridge 62 is used to interconnect the
PAN-1 and PAN-2 segments. Additionally, at least one pridge 64 1s used to interconnect the
PAN-2 segment with the PAN-3 segment. Another briage may be used to interconnect the
PAN-1 segment with the PAN-3 segment. One or more briages 66 may also be used 1o
interconnect the PAN-3 segment with the WAN.

It should be noted that the front enad computer 18a 15 coupled to the PAN-
segment, while front end computer 18b i1s coupied to the PAN-2 segment. While asingle piant
area network could be provided, the use of dual nlant area networks shown herein have
certain communication and regundancy agvantages over a single piant area network. In this
regard, the briages will typically tilter communications by Ethernet haraware addresses 10
requce the amount of traffic on eacn of the network segments. For exampie, a communication
between the security server 68 and the operator station 70 wiil not be transmitted across the
bridge 62 to the PAN-1 segment. The briages 62-66 also provide a layer ot physicai separation
petween the network segments, so tnhatif a fauit occurs on one of the network segments, then
the fauit wiil be prevented from adverseiy affecting the otner network segments.
Additonally, one or more of the bridges are also used to filter communications on the pasis of
specific aata communication protoco! igentifications 10 ennance the overall security of the
network 20. For examole, the bridge 64 may pe used to prevent the transmission ot messages
empioying the Etnernet comoiiant protocol used by the security server 68 from one ot the PAN-
2 and PAN-3 segments to the other. Simitarly, the briage 64 may be useg 1o prevent the
transmission of messages employing the Ethernet comptiant protocol usea to write

intormation into the matibox section 26 of the cual-portea gata memory.
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The computer network 20 aiso incluges a pturality OoT operator workstations, such

35 operator workstaticns 70 ana 72. Assnown in Fiqure 1, these operator workstations may be
ocatea on different network segments, and the numper of operator workstations wiil be

gependent upon tne partcular process control apphication. One or more Ot these operator

L)

workstations may be used to view or analyze data received from the front end computers 18a-
18b. Additionally, these operator workstations may be used by an authorizeg control room
operator to transmit the appropriate instructions to the front ena computers 18a-18b which
will cause a commana message to be conveyed to the process control computers 12a-12b.
The networ;( 20 further inciudes a process informauon computer /4 which may
+q perform avariety of tuncuons. For example, the process informaton computer may be used to
store a history of prociss data received from the front end comouters 12a-12b. Additionally,
tne process informaton computer 74 may be used to store the compilers needed to change the
computer programs residing 1n the front end computers 18a-180b, as well as the programs
resiging in the process controt computers 12a-12b. The process information computer /4 may
.c alsoinciude loaaing assistant software for transferring operating program revisions 1o tne
process controt computers 12a-12b. The network aiso includes a control room data manager
computer 76, which may pe used to perform various file serving and tracking functions among
the computers connected to the network.
An expert downioad assistant 78 is also provided to facilitate program revisions in
5 the front end computers 18a-18b. In contrast, the loading assistant software in the process
information computer 74 may be used to cause a new computer program to be downioaded to
one of the process control computers 12a- 12b through at least one of the front end computers
18a-18b and the mailbox section 26 of the dual-ported data memory 22. While the cownload
assistant 78 may be resigent in its own network computer, the downlioad assistant could also
sc reside In a suitabie network comouter, such as the process iInformation system computer /4.
The ioading assistant may also be used to cause the process controt computer with
the revised program “o start operating in a mode which will enable reai-time testing of the
revised program. In this mode of operation, the process controi computer will receive iNput
data and make output decisions, but these output decisions wiil not be transmitted 1o the field
30 !nstrumentation gevices. This will permit the plant engineer to evaluate tne revisions, and even
make further revisions 17 necessary before instructing the process control computer 1o assume
an active mode of operation, such as the fox or dog modes.
Whenever it Is gecided that the manner in which the process control computers
12a-12b perform their particutar manufacturing control operatons should be changed
35 tnrougnh a program revision, the revisea program for tne process control computers 12a-12b
must be compiied from tne the source programming language 1o an executable file or set of
avnamicallv linked fiies. inthe preferrea empodiment, a unique tdentifier 1s empegded tNto

tne executabie code during the compiie procegure. Thisidentfier represents (or 1s otnerwise
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3550cCIatea with) the version o7 tne reviseq sortware Tor the process control comouters 12a-12b.
Tne program version ta@nunier is usea to ensure proper allgnment petween tne version of the
orogram peing executed by tne process control computers 12a-12b and the files/tables in the
‘ront ena computers !8a-18b usea to evaiuate write commanda messaqes 1o these process
controi computers.

As menticnea above, each ot the trront end comouters 18a-18b inciude two
oermissive tables, sucn astne PL" permissive tabie 80a for the Left process control computer
123, and the "PR" permissive table 82a for the Right process control computer 12b. These
permissive tables are usea by the rront ena computers 18a-18b to determine whether any
entity on the computer network 20 should be permitted to change the contents of specific
locations in the duai- ported data memories 22a-22b. However, it shouid be appreciated that
the data structure of the permissive taple could be constructed to protect the contents of any
memory location or area 1N the process control computers 12a-12b which could altered from a
write commanag messace.

when a message I1s receivea by a rront ena computer 18 from an entity on the
NeTWOork which uses the write command Drotocoi, sucn as a8 write commana message from one
Ot the operator workstations 70-72, a ‘data_write  check” sub- routine will be called by the
central process unit of front end computer. The data_wme_check routine wiil pertorm a
comparison between trie variable elements identified in the write commana message and the
variable elements in the permissive table for wnich changes should be authorized or denied.
For example, if the front ena computer 18a receives a write command message which seeks to
Increase/decrease an arialog gain "AG" factor used by the program being executed by the Left
process control computer 12a, the front end computer 18a wiil iook up the eiement word for
this particular AG factor in permissive tabie 80a and determine if a bit has been set to deny the
authorization neegea to change this tactor. If authorization 1s gdenied, then the front end
computer 18a wtll not transmit the write command message 10 the process controt computer
i2a. instead, the front end computer 18a wiil preteranly send a reply message 10 the host
entity on the computer network 20 that originaily sent the write command message, to inform
the host entity that a write error has occurred.

From the above, it should be appreciated that the PL and PR permissive tables
stored i1n the front ena computers 18a-18b need to be cioseiy coordinated with the version of
tne program being executed by each of the process control computers 12a-12b. in order to
ensure that each of tnese permissive tables are sufficiently matched with the programs being
executed by tneir respective process controt computers 12a-12b, the program version identifier
gIscussea above is aiso embeddea into these permissive tabies wnen they are compned. This
orogram version tdentitier may then be sent to the process controi comoputer 12 alonga with a
veritied write commana message, so that the process control computer 12 wiil pe apble 1o

contirm that the commanded variable change is aoprooriate to 11s program version.

.20
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TO ennance thesecurity Of tNIs veriticatuon process. the program version tgentifier
Trom the permissive tanie 1s preferapiy aitered by a suitabie encryption aigoritnm betrore 1t 1s
transmitted with the write command message 10 the mailbox section 26 of the steaith interface
circuit 16 for the intenciea pracess control comouter 12 The process control comouter 12
recetving tnhe write commana message will then decoae this version identtier, and compare 1t
with the program version igentifier empegaea in 11s program 10 aetermine 1f their 1s a match.

7 the program version ‘gentifriers matcn, then the process controt computer 12 wiii perform the
commanaea variable cnange. Otherwise, the process control computer 12 wiil respond by
aiscarding the write command message and transmiItling an appropriate error message to the
frront eng computer 18

The PL ana PR permissive taples are aiso preferaniy provided with a data structure
which permits write commana autnorizaton determinatons 1o be made for specific host
entities on the computer network 20. In other woras, the permissive table 80a may permit
particular variabie changes to be maae from operator workstation 70 that are not allowed to
De made from operator workstation 72. Thus, the permissive tabies may nave several station
specitic tabie sections, as weli as a gefautt table section. Nevertheiess. the ability may aiso be
provided to bypass a cneck of the appropriate permissive table, through the use of a suitable
passworg at a nost entity on tne computer network 20. However, in this event, a l0g should be
createg and stored 1n the rront end computer 18 whicn wiil identity this transaction and the
identity of tne nost entity (for exampie, a CPU identfier).

't should be noted that the use of separate permissive tables for the process
control computers 12a-12b has the advantage of enabling a program downioading operation
to be performea on one of the process control computers while the other process controtl
computer continues 10 actively control 8 manutaciuring process. Indeea, even after a revised
orogram has been succasstully transterrec to the process control computer 12a (and the
corresponding permissive tabie 80a ioadea in front end computer 18a), the use of separate
permissive tables wili enanie the front end computer 18a to evaiuate a write command
message intended for the orocess control computers 12a whicn is distinct from a write
command message intended ror the process control computer 12b. While it may not be
advisabie in some circumstances 10 run tne process control computers 12a-12b with different
orogram versions in an acive control mode, a passive operating moae may be used for the
process control computer witn the revised program whiie tne otner process cControl computer is
N an active control mode. Insucn an event, the piant engineer may use the downloaa assistant
/8 during 1tnai program 1esting to I1ssue write commang messages Tor the passive process
controt comouter, wnile anotner ptant engineer 1ssues write commana messages 1o the active
process control computer tnrougn the same front eng computer 18

The security server 68 i1s usea to Inform eacn of the computers residing on the -

network 20 who they may communicate with on the network. {n this regard, the security server

J2
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s10res @ specitic security table Tor eacn ot the valig entities on the Network. -ach of these
security tabies wiii identity whicn of the network comoputer entities a partcular network
computer may conguct dDi- directional communications. ~or example, in the ¢case of the front
eng comoputers 18a-18b, one or the first tunctions on start uo wiil De to obtain their respective
security tables from tne security server 68. Accoraingly, the security server 68 is shown in Fiqure
I to store a security tabie "S17 for the front end computer 183, and a security table "S2" for the
ffont end computer 1&b. While the security server could aiso be used 10 sena the PL and PR
permissive tables discLssed anove to the front end computers 18, it 1s preferrea that newly
compiled permissive taples be received from the downioad assistant 78. In this regard, it should
De noted that the download assistant is also preterably used to send the transfer map 37
intended for the IFS circuit 28 to the front end computer 18 along with the appropriate
permissive table.

In oraer to assure the integrity of security table transfers from the security server
68 to the front ena computers 18a-18b, a method of validating these transters is utilized in the
present embogiment. N accoraance with this metnod, the front end computer 18 wiil embed a
random Or pseudo-ranaom number IN 3 broaacast network message to request that the
security server 68 identity itseif as a preiude to sending the appropriate security table. The
security server will respond 1o this request with an acknowiedgement message that utilizes a
security protocol identifier whichis different than that used with other types of network
messages. Importantly, this acknowiedgement message will include the random number from
the front end computer 18 in a transformed state. In this regard, a suitable encryption
algorithm may be use«i to aiter the random number, and the random number should have a bit
length which will make 1t difficuit for any unautnorized entity to decode (for exampie, 32 bits).
Upon receipt of the acknowiedgement message, the front end computer 18 wiil then either
reverse the encrypuon process 1o obtain the random numoer or encrype (s originai rangom
numper to make a comparison between the transmitted and received ranaom numbers.
Assuming that these rancom numbers match, then the front end computer 18 wili determine
that the acknowiedgement message has been received from a vaiid security server, and the
transfer process wiil proceed.

In order to furtner ennance the security of communications netween the front
ena computers 18a-18b and other entities on the computer network 20, an additional
validation procedure 1s preterably impiemented. More specifically, this additional validation
procedure s utilized to permit communication between the front end computers 18a-18b and
any network entity Tor wnicn a write command message may be recognized. |n accorgance
with this validation metnod, tne front ena computer 18 wili sena a contract offer message on a
periodic basis to the Ethernet agaress of each host entities on the network 20 wnich 1t

recognizes as having a write message capanility. Eacn of these contract offer messages will’

nclude a ranaom Or pseuqo-ranaom numper or other suitabiv unpredicabie messaqe
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component. In oraer Tor 3 NOsT entity 10 abie 1o nNave 11s write commana messages recognized,
- must respond 1o its contract orfer message witnin a pregeterminea perioa of time (ror
exampie, 10 seconas) witn a coNtract acceptance message thatincliudes a transtormea version
ot Tnis unpredicanie message component. Whiie any aporopriate encryption aigoritnm be
Jseq for tnis purpose. 11 1s preterrea that this encrypuon aigorttnm be different than tne
encryption aigoritnm used to vaiigate the transter of a security tanie from tne security server
68. Additionally, it snouia be noted that the security message protocol may ne used ror these
contract offer and accentable messages.

The front ena computer 18 will then decrypt the ranaom numper empeqaged In
the contract acceptance message 1o getermine if a ume iimited communication contract will be
established between the front end computer and this host entity at the specific Ethernet
aadress for the nost entity that was contained 1n the security tabie. Thisume limitec
communication contract wiil ensure that a write command message link between a rront end
computer 18 ang a part cular nost entity will be reliabie and specitic. Thus, for exampie, the
front ena computer 18a wili send a contract otter message to the tthernet aadress ot the
operator workstation 72 wnicn wiil contain a new ranaom numper {(tor exampie, 32 bitsin
length). The operator workstation 72 will respond with a contract acceptance message that
incluges an encrypted version of this particular random number. Then, the front ena computer
18a will either decrypt this numper with the contract algorithm key stored in i1ts memory for
this purpose or use the s5ame encryption algorithm to compare tne offer and acceptance
numpers. If these numpers match, then the front end computer 18a will be process write
commangd messages 'rom the operator workstation 72 for a predetermined period ot time.
Otherwise, if the numbers o not match, then the front end computer 18a wiil disabie a write
command authorization bit for the Ethernet aagaress of the operator workstation 72 from 1ts
security tabie S1 toinaicate that write command messages trom tnis operator workstation
snould be ignored.

The communication contract established for write commana messages is time
i1mited to enhance the transmission security of these particuiar messages. In the preterred
empoaiment, the comrnunication contract wiill automaticaily expire within twenty seconds
atter peing initiated. Nevertneless, in oraer to ensure that the abiity 1o sena write command
messages IS not interruptea. the contract offer messages snould be sent from the front end
computer 18 to eacn oi the appropriate host entities on the network 20 on a periodic basis
which wiil provige this continuity. For exampte, with a communication contract of twenty
seconds, it Is preferred that tne contract ofters be transmitled at a rate or approximately every
ren seconas. In other worgds, 2very ten seconds, each of the host entities that are capabie of

rransmitling recognizabie write commana messages wili recelve a new rangom numoer from

eacn ot the trontenc computers 18
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‘N tne event tnat a Nost entity Tais 1o resoond 1o a contract orter message trom a
‘rontena computer 1€, the front enc computer wili preferapily make tnree tries 10 establish or
maintain a tme limiteg communicauon contract. (f noresponse i1s recetveg tfrom these tnree
tries, then the the frorit ena computer 18 wiii aisapie the write commana authorization oit for
the Ethernet address QT this nost entity Trom 11$ security table. insuch an event, the affected
Nost entity wiil NOt be able 1o Nave Its write command messages processed by the front end
computer 18 until the security server 68 transmits a new security tabie to the tront end
computer 18.

It shouid pe appreciated tfrom the above that only tne random numbers need to
De encrypted to faciitate a transter ot the security table or to estabiish the time iimited
communication contract for write commana messages. However, 1t should be understood that
the security table itseif or tne write command messages could be encrypted as weil in the
appropriate application. Nevertneiess, the use of different Ethernet protocois for security
messages ana write ccmmana messages, the use of different encryption aigorithms for security
taple transters and wri.te commana cCommunication contracts, the limitation of the tume of the
write command communication contracts 1o short durations, and the use of specific permissive
tables for each of the front end computers 18, all compine to provide a very hign degree of
communication ana write command security for the process control computers 12a-12b.
Additional protection i1s also sunstantially provided by the guardian circuit in the stealth
interface circuit 16, the emoecaing of a program version identifier in the PL and PR permissive
tables, and the encryption of the these program version identifiers by the front end computers
183-18b when a verified write command message i1s transmitted to the process control
computer 12a-12b. In thisregard, it should be noted that the encryption aigorithm used by the
tfront end computers 18a-18b for the program version identifiers 1s preferably different than
tne encryptlion algorithm usea ror security taple transters or tne encryption algorithm used to
estaplish the ume Iimitea communication contracts for write commana messages.

Turning to Figure 3, a biock diagram of the steaitn interface circuit 16 is snown.
Reterence will also be maae to the scnematic diagram of the stealth interface circuit 16,which is
shown in Figures 4A-4B. The steaith interface circuit 16is interposea between tne internal bus
structure 100 of the process control computer 12 and the externally directed stealth port 102.
The stealth interface circutt "6 s connected to bus structure 100 via a set of suitable buffers. In
tnis regard, bufter biock 104 inciudes two 8-bit buffer circuits U17- U 18, which receive address
intormation from the address bus on the process control computer 12, Similarty, buffer biock
106 inctuaes two 8-bit buffer circutts Ub-U7, which recetve data information from the data bus

OT the process contro! computer 12,

The stealtn intertace circuit 16 also inciudes a data control block 108, which 1s aiso
connectied to tne pbus structure 100 of the process control computer 12. Asindicated 'n Figure

<A, the data control block 108 1s preterabiy comorisea of a Programmanbie Array Logic “"PAL"

a
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circutt U1S (forexampte, £P512), wnicn is usea to getect the SDSS ana DSS signats from the
process control compurter 12. Aswell known in tne art, a PAL circuit nas tusible inks which may
pe programmed so tnat a piurality ortnternal AND agates and OR gates will be configured to
oerrormea a gesireg loqi¢ tuncuon. While a PAL circuit proviges a reiatively low cost way of
imolementing iogic Tunctions, 1T snouid be unaerstood that other suitable circuit devices may
pe used for this application. {tshould also be noted that the PAL circuit 1s programmed to
detect two extra strobe signals that may be generateq by the process control computer 12,
namely the "EXS1" anc "EXS2" signals. One or both ot these exira strobe signais may be used
Oy the process controf corr%puzer 12 to ingicate tnat certain data stored in the duai-ported data
memory 22 is stable, sucn as aata used to dispiay graphnical intormaton.

The steaith intertace circuit 16 also receives four control signals from the process
control computer 12 wnich are usea 10 access the dual-ported data memory 22. These signais
are "/eEN DATAMEM", "/EMR", "R/W" and "MEMCLK. The first three of these signais relate to
whether the process cantrol comoputer 12 seeks 10 reaa or write to the duai-ported data
memory 22. However, MIEMCLK 1s the memory ciock signal referred 1o anove wnich effectively
divides the ume 1n the macnine cycie of the process control 12 availlaple for accessing the dual-
ported data memory 22. The MEMCLK signal 1s a tifty percent duty clock signal, as shown in the
uming diagram of Figure SA. In accoragance with the method iliustrated in this iming diagram,
the duai-ported data memory 22 may be accessed from the internal process control computer
port 100 when MEMCLX 1s Low. Then, wnen MEMCLK unaergoes a transition to a High state,
the duai- ported data rnemory 22 may pe accessed from the external steaith port 102. While
the MEMCLK signal 1s snown to have a period of 400 nano-seconds (thatis, a frequency 2.5
MHZz), 1t should be understood that other suitable periods and duty cycies may be provided in
The appropriate appitcation.

On the steaith port sice of the steaith intertace circuIt 16, aset ot suitable buffers
are also provided to hanale the transter ot aadress and data intormauon. in this regard, buffer
block 110 1includes twao 8-bit burtfer ¢ircuits U1-U2, which receive address information from the
external stealth port 102. Similany, bufter block 112 includes two 8-bit buffer circuits U4-Us,
which are capabie of transmitting and receiving data informaton between the dual-ported
data memory 22 and the steaith port 102.

Additionally, the steaith intertace circuit 16 incluges a aroitration circuit 114
which receives bus request signais from externai entities on the steaitn port 102. As shown in
rigure 5B, the present empoaiment proviges four individual channel iines for the incoming bus
request signals /BR1../BR4". Thus, the stealth intertace circutt 16 enapies up to four different
external entities to be connecteg 10 tne steaitn port 102. The arpitration circuit 11415 shown in
rigure 4B to comprise 2 four input asynchronous bus arbiter circuit U9 whnicn wiil grant bus
access 1o the first bus request signai received. In thisregard, a specific bus grant signal

/BG1../BG4" will ultimateiy be generatea to intorm the particular external entity who won the
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ous that the cnannel 1s clear Torits use. The aroitrauon circuit 114 aiso nas aninternal AND
gate wnicn will proguce tne any-ous-request signal /ANY ER" shownin the tming diagram
ot Figure SA.

The steaitn ntertrace circuit 16 furtner inciuges a steaith nort contro! circuit 116,
whnich IS used 10 control access to the guai-portea data memory 22. The control ¢ircuit 11615
snown in Figures 4A-4B to comprise a PAL circuit U16, a umer circutt U10 ana a set of tri-state
ouffers wnich are containea incnip U8. in the case or memory access tor the internal process
control computer pus 100, the PAL circuit U116 wiii transmit the chip select signal "/CS" to the
putters 104 and 106 to latch or capture address and data information from the internal bus.
The PAL circuit U16 will aiso send the enabie memory read signal “/B  EMR" to the buffer 106
when the process controi computer 12 needs to latch or capture data from the data bus 118 of
the steaith interrace ¢ircult 16. In thus regard, the PAL circuit U161s responsive to both the
MEMCLK signai ang the centrai orocess unit clock signal "CP" of the process control computer
12.

In the case ot memory access from the external steaith port 102, the PAL circuit
U16 will transmit the enable signat "/SP EN" to the pufters 110 and 112 tolatch or capture
address and data informaton rrom the external bus. The PAL circuit U 16 wiil also send the
enable memory read signal "SW/R" to the butfer 112 when an external entity is permitted to
latch or capture data from the data bus 118 of the stealth intertace circuit 16. The SW/R signal
s received at the stealth port bus 102, and it provides an indication from the external entity the
direction of data tlow desired. in this particular emboaiment, the SR/W signal 1s acuve High for
a read cycle and active Low for a write cycle. The SR/W signal is common to all four potential
external users, and it shoula be heid in a tri-state untul the external user winning the bus
receives its active Low /BR signal.

The PAL IJ16 aiso transmits the SW/R signal to the cneck point quaraian circuit 120
(PAL circuit U13) toinitiate an evaiuation 1o be made on the agaress ot the duai-ported data
memory 22 selected by the external entity for a write operauon. In this regard, the guardian
circuit 120 1s programrned to innibit the transition needed In the chip enable signal “/CE" for
accessing the gual- ported data memory chips U11-U14, whenever the agdress 1s outside of the
mailbox section 26.

With resu;ecr 10 the sequence ot operation for tne steaith intertace circuit 16, it
should be appreciated that a memory read/write cycie from the steaith port 102 must be
initiated by the external entity seeking 10 access the auai-ported data memory 22. Thiscycle is
pegun with the transmission ot a bus request signal /BR from the external entity, such as front
ena computer 18a. Upon the receipt ot any bus request signais, the arbitrator circuit 114 will
transmitan acuve Low any-ous-requestsignal /ANY 3R to tne PAL circuit U16. The any-bus-
request signal 1s airected to an internal flip-filopo of the PAL circuit U 16, whnich operates under

the clock signat CP. Accoraingty, the any-pus- request signai neeqs to be present betore the
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‘aling edge ot tne crock signat CPin oraer tor steattn port access 1o occur wnen MEMCLK goes
mign, assnownin tne uming aiagram ot Figure SA. |f the tatcneq any-bus-reauest signail 1s
actve, the stealtn interrace circuit 16 will beain a steattn port memory cycie. Otherwise, the
sigalth intertace circuit 1o wiit notinitiate a stealth port memory ¢ycie untif the next MEMCLK
stanail periog.

When a «teaith port memory cycie occurs, the /SP ENsignal is generated from
the PAL arcuit U116, Asinaicated apove, tnis signai wiil enable the aadress ana data buffers on
the stealth port. The /5P  EN signal will also enabie the arpitration circuit 114, which issues a
soecific bus grant signal /éG Tor tne externai user whicn wins the bus. Once the external entity
getects its bus grant signal, then 1t may transmit either the memory address it seeks to read or
tne aadress and data recessary for a write operation. The chip enabie signal /CE is delayed by
the PAL circuit U13 to atlow ror the aelay introducea from the adaress buffer 110, as the
aaaress needs 1o be stable before the RAM chins U11- U14 are actualiy accessed.

For a steaitn port read cycie, the data piaced on the gata bus 118 will become
stable approximately 45ns arter /CE becomes active. In this regara, 1t snouid be noted that
sympolssucn as "TCz" intne tirming aiagram of Figure 5B, indicate the appropriate delay time
guration. Areaa latcr signal RDLATCH directeg to the PAL circuit U16 may then be used by the
external entity to erther tatch the data into the puffer 112 or inaicate that data is available. For
a stealth port write cycle, the aadress lines on the address bus 122 wiii be monitored by the
guaraian circuit 120 to ultumately permit or aeny write access to the steaith port 102. When
write access i1s denied, the guardian circurt wili not generate the active Low chip enabie signal
/CE, and thereby restrict an externai entity on the steaitn port 102 from writing to the
particular address iocation in the dual-ported data memory 22 that 1t has seiected. n this
event, the guaraian cicuit 120 wiil aiso generate a write address vaiid signal "WR _AD VALY,
wnich 1s transmittea to the PAL circuit U16 of the controt circuit 116. The PAL circuit U 16 will
respond by generating a write agaress error signal "WR__AD ERR" tor transmission to the

external entity. The write aagress error signal 1s active High and valid only during the current
memaory access cvcie, andg this stgnal 1s common to all external entities.

FOr stealth por: accesses to vaiia write addresses, the gquardian circuit 120 will
acuvate the /CE signal. Additionaily, the SR/W signal from the external entity should become
active wnen the pus grantsignal /BG s Low. The PAL U16 will aiso cause the write enable signal
/WE for the RAM ¢chips U11-U 14 of the dual-ported data memory 22 to become active, and the
rising edge of the /WE signal is usea to write aata into tnese RAM chips.

The control circuit 116 also incluaes a umer circuit U10, which will generate a
CLtARsignal approxirnately 150ns atter one of the bus grant signais /BG becomes active. The
CLEAR signal 1s used to cause tne tri-state buffers in buffer crmip U8 to generate individual bus
grant cliear signais "8G T_CLR..BGd__CL.R" to each external user. Tne CLEAR signal 15 also used

‘0 clear the stealth port memaory cycie by deactivating the steaith port enabie signal /SP EN.
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Reterring 10 Ficures bA-bt, a set ot Tlow ¢narts s snown to turtner tilustrate
Jarious aspects OtT the security and valgation metnoas discussea apove. in this regard, Figure
bA snows the part of the boot up procedure ot the front enag computer 18 which 1s airected to a
cearcn for tne securnity server 68. Then, once tne security server nas oropoeriy identified itself to
ne front end computer 18, Figure 68 shows the proceaure for transterring the security table
(for example, security tabie S1). Thereafter, Fiqure 6C shows the proceaure for establishing a
iime imited communication contract witn each ot tne operator stations igentified in the
security table as having write commanga ability. Finally, Figures 6D-6E combine to illustrate the
proceaure for validating a-wrxte (ommana message sent trrom an operator station (for
example, operatorstation 72).

Turning Tirst to Figure 6A, biock 200 inaicates that the front ena computer “FEC"
sends a broadcast message over the computer network 20 to request that the security server 68
aentuty itsetf to this front end computer. This message preferabiy utilizes the Ethernet
protocol for security messages. The content of this broadcast network message 1s generally
snown in block 202. Ir this regard. the network message inciudges a destination address " FF-FF-
rFe FR-FF-FF” which will cause the message to pe sent to every entity thatis operatively coupied
to the PAN-1 and PAN-2 segments of the computer network 20. The network message also
includes the source agdress of the front end computer. The network message aiso inciudes a
type indication, namely "REQU EST__SECURITY“SERVER". In the data portion of the network
message, the CPU ideruification is given for the process control computer 12 to wnich the front
end computer 18 is connected. Additionally, and importantly, the data portion of the network
message also includes an unpreaicabie key, such as a 32 bit random number. As discussed
above, thisrandom key 1s used to verify the identity of the security server 68.

Block 204 shows that the security server 68 wili check all of the information in the
Oroagcast network message, sucn as the pnysical Etnernet address of the front ena computer
and the CPU ID ot 11s process contro! computer 12. Assuming that this information corresponds
to the iInformation stored in the security server for this front ena computer, an
acknowtleaggement message 206 will be sent back 1o the pnysical Ethernet adaress of the front
end computer. Inorger to enanle the front end comouter to verify the iaentty of the security
server 68, the acknowieggement message 206 incluaes a transformation of the ranaom key
sent from the front end computer 18. As indicated above, this transformation 1s performed
with an encryption algoritnm whicn 1s unique to messages from the security server 68.

Diamonda 208 snows that the front end computer 18 will wait a pregetermined
amount ot time to recaive the acknowieagement message. it the acknowleagement message is
notrecevead within tnis timeout period, then the front ena computer will use tne iast security
lable stored in its memory or the aefauit security tabie 1f thisis tne first time tne front end
computer 181s being nrougntiNto operaton (biock 210). However, If the acknowledgement

message 206 1sreceivea in ume, tnen the front end computer 18 will check its random key
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against the transtormen version of the key wnicn was contatnea 1n tne acxnowueagemént
message (block 212}). Asinaicated above, this comparison may be accomolisned by either
performing a transtormaton on the ranaom key using the encryption aigorithm for security
messages Or using a corresponaing aecrvouon aigoritnm  {f tne transtormed key matches the
expected key numper (diamond 214), then the front end computer 18 wiil proceed to the
procedure shown in ricure 68 for transterring a copy of the current security tabie from the
security server 68 (biock 216). Otherwise, the rront ena computer wiil exit this portion of the
DOOt Up proceaure and stop accumuliating further network communication capability (block
218). inone form of the present invention, the front end computer 18 may be permitted to
conaguct network comnunications at this poiNt, but NOt Process any write command messages
received from an entity on the computer network 20, until such time as a security table is
successfully transterrec to the front end computer.

Turning riow to Figure 68, biock 220 shows that the front end computer 18 starts
the nrocedure for transterring a cooy of the security table by sending a request message to the
specific (logical or physical) Exhernet address otf the security server 68. This physical Ethernet
address i1s the address i2arnea and stored through the boot up procegure discussed above in
connection with Figure 6A. Block 222 indicates that this request message inciudes an
identufication of the CPU 1D for the process control computer being serviced by the front end
computer 18. Additionally, the tront end computer 18 wiil also inform the security server 68 as
to wnether this CPU D 1s tor tne Lert process control computer 123 or the Right process control
computer 12b through the Mode data (for exampie, ML for the Left process control computer).

Once the security server recetves this request message, i1t will check the data
contained in the message, anad build a control message for the frontend computer 18 (block
224) Asshown in block 226, this control message will inform the front end computer 18 how
many bytes are contained (n the security table for the process controi computer identified in
tne request message. The frontend computer 18 will respona with an acknowiedgement
message that wili contain a new random key (blocks 228-230). The security server will then
transmit the security table (for exampie, security table S1 for the Left process control computer
12a) with the transtormea ranoom key (biocks 232-234). The tront end computer 18 wiil then
getermine if the transtormec key matches the expectea key (diamond 236). If the keys do not
match, then the front end comouter 18 wiil use tne oid or existing security table stored in its
memory (block 238). Otherwise, the Tront end computer 18 wiil store the new security table for
use, and sena an acknowledgement message back to the security server (blocks 240-244).
Whiie the tront ena camputer 18 could also pe provided with the editing capability to create its

own security table, 1t 15 preterreg that a separate network security server be employed In order

tnatthe front end computer be gegicatea to the funcuions identitied above.
Reterring to Figure 6C, the proceaure for establishing a time iimited

communication contract is snown. The tront ena computer 18 begins by creating a new watch-
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qdog key, wnich is representea ov a 32 bitrangom numoper (biock 246). The tront ena computer
18 will tnen sena a watcri-gog messaqge in turn 1o tne pnysical Etnernet aaaress or eacn ot the
operator stations (1gentified in the security tapie as naving write commana message canability).
N this regara, 1t snoulQ De appreciated that these are tngiviguail watcn-gog messages whicn

include a new watch-aog) key Tor eacn message (block 248). Eacn operator station which

n

receives such a watcn-gog message witl responad with a watch-aog reply message that inciudes
a transformation of the watcn-dog key (blocks 250-252).

Since it 1s possible that an operator station may not currently be 1n
communication witn the computer network 20, the front end computer 18 will preterably wait

g for asuitable tmeout perioag tor a reply, such as ten seconds (diamond 254). |f the operator
station aoes not reply to the watch-dog request message 248 within this timeout period, the
front eng computer 18 wili make agaitional attempts to make contact (diamond 256 and block
258). it areplyis notreceived trom this operator station after all of these attempts, then the
front end computer 18 wiil aisabie the write command ability of this particular operator station

g (Dlock 26Q). However, 11 shoutda be appreciatea that this write commana ability may
subsegquently pe re-establ:sheq, such as wnen an upgateaq security tapie is transterred to the
front end computer 18. n this regarag, it should be noted that the security server 68 may
nitiate the security table transter procedure discussed above throughn a suitable network
message 1o the front end computer 18.

20 In the evertthat the operator station gaoes reply to the watch-dog request
message, then the front end computer 18 will determine wnether the transformed watch-dog
key contained in the reply message matches the expected key number (diamond 262). Ifa
match 1s not found througn this comparison (as discussed above), then the front end computer

18 will iIgnore the reply rmessage (264). At this point, the front end computer 18 couid again

rJ
wn

attempt to establish a ume nmiteg communication contract witn this operator station or
disable 1ts write command aoiiiues. In the event that a matcn was round, then tne front end
computer 18 will cooy the previous, valid watch-dog key of this cperator station from the
current key position to the old key position (block 266). Then, the front end computer 18 wilil
save the transformea watch-dog key received In the reply message in the current key position.
30 Aswill be giscussea beicw, tne current and old keys are used to evaluate tne vaiidity of write
command messages frorn the operator station during the periog in which a time iimited
communication contractisin force. In thisregard, 1t shouid be understood that the proceaure
shown 1n Figure 6C is repeatea for eacn of the operator stations with write command priviieges
pefore the ime IiMmited communication CoNtract expires in orger 1o MaiNtain a conNtiNUOoUs
35 ability of the operator statons 1C have their write COmmana messages processed by the front

eng compuzter 18.

Retferring w0 Figures 6D-6E, these figures combine to illustrate the procedure for

valigating a write commana message sent trom an operator station (for examole, operator
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c-ation 72) to the Tront ena computer 18 Tnis proceaure peains witn an operator station
cenaing a write commana message 10 tne front ena computer 18 (block 268). Tnis message
oreteraply ulilizes tne stanaara Etnernet protocol Tor communication petween tne tront end
computer 18 ana other entities on tne computer network 20. Intrisregard, the write
commana message will Inciuge not onty tne varianie(s) sought to cnanged, but also the watch-
aog key from the time !imited communication contract, the CPU igentutication of the recipient
Srocess control computer, and the program version igentification ot this process controt
computer 12. The front eng computer 18 will tnen pertorm several checks on this write
command message. For exampie, tne front ena computer 18 will examine the security table to
getermine ITit has an entry tor this particuiar operator station (diamond 270). It this operator
station was not founad in the security table, then the front end computer will return the write
commanag message to the operator station and create a stored log of this error (block 272).

Assuming that the operator station was identified 1n the security table, tnen the
TroNt eng computer wiil check the security tabie to gdetermine 1t the write command bDit was set
for tNIs operator station (clamong 274) At this point, 1t snould be understooa that tne security
tabie contains not oniy tne Ethernet aadress of every valid entity on the computer network 20
Wwho can communicate with the front ena computer, but also an indication of wnetner these
entities have write COmmand priviieges. The security tabie may contain additional information
pertaining to each of these entuties, sucn as a CPU identification anad whether or not these
entities may request specific types of informaton from the process control computer, such as
aiarm messages. If the security table coes not have the bit set to indicate write command
priviieges, then the front end computer will return the write command message 1o the
operator station (or other source entity), and log this error (biock 276).

In the event that the operator stalion aoes have write commana oriviieges, then
the front ena computer wiil cetermine wretner or not tne watcn- dog key (containea tn the
Wwrite Ccommana message) matches eitner the current or ota watcn-aog keys (diamond 278). If a
match I1s not found, then the front eng computer will return an invalid watch-gog message 1o
the operator station (biock 280). If a match was found, then the front ena computer wilil
preterably check to see if the program version identification contained In the write command
message matches the program version igenufication stored in the front ena computer tor the
recipient process controi computer 12 (diamond 282). If these program version idenutications
do not match, then the front ena computer wiil return aninvaiid program version message to
the operator station (niock 284).

The front end computer 18 will also ¢cneck 1o see 1t the write commana message
contains an indicaton that the permissive tabie TOr the recipient process control computer
snouid be bypassed (d amonad 286). The abiiity 10 bypass the permissive table may e
consigdereq a special Driviiege wnicn snouid require tne use of 3 password or pnysicai key wnich

s assigned to tne operator with this prniviiege. If the bypass bit was set1n the write command
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message, then tne front ena computer wiil stitf prereraply cneck tne permissive table (tor

sxampie, permissive t1anie 80a) to cetermine 1T a bypass 15 permittea ror tne specitic permissive
+apie or table section that would otherwise pe addressed (diamond 288). If a bypass of this

sermissive tapie I1s not permitted, then the front ena computer will return a3 message 10 the

LN

operator station to indicate that no write access 1s avallable in this way (block 290). It a bypass
of the permissive tabie 1s permitted, then the front end computer will transmit the write
command message 10 the recipient process control computer with a transtormed verston of the
program version igenufication stored in the permissive tabie of the front end computer (block
292). Therecipient ,t:)rt'.u:ess~ controi computer 12 may then determine whether tnis transtormed
15 program version identification matches the program version identification ot its operating
program before deciding to change the variable(s) listed in the write command message.

In the event that the write command message does not have the bypass bit set,
then the front ena computer 8 wiil examine the permissive tabie to determine it the the

variable(s) to be cnanged have their write command bit set (diamond 294). I the write

u——

R

command bit s not set for any one of these variabies, then the front ena computer will return a
no write access message to the operator station (biock 296). Otherwise, if the front end
computer getermines tnat the write command message 1s acceptable, then it will transmit the
message to the recipient process controt computer as discussed above (block 292).
Referring to Figure 7, a block diagram of the application software 300 for the
sq frontend computer 181sshown. Inthisregard, Figure 7 shows the interaction of the
application software with the Q-bus 302 of the front end computer 18 and with the Ethernet
services 304 for the computer network 20. Thus, for exampie, a bi-directional line 1s provided
between the Q-bus 302 anda the IFQ driver 308 The IFQ driver 308 represents the device driver
software for controiting the communicating with the CPU of the trontena computer 18. The
-5 FQdriver 308 1s coupied to tne “Mi Sync” subsystem 310 througn a gata store event 312. Inthis
regard, the Mi Sync subsystem receives notification of DMA compieuons from the IFQ driver
308, such as when the YDSS data from one of the process controi computers 12a-12b has been
completely received in the appropriate interim buffer (for examnpie, Interim bufter 46a or 48b).
The reflective memories 46a-56a from Figure 1 are shown in Figure 7 as reflective memortes
39 314. Figure 7 aisoillustrates that the reflective memories 314 are operauvely coupied to the Q-
ous 302 of the fronterd computer 18
The MI Sync subsystem 310 represents that portion of the application software
300 which is responsible for syncnronizing the incoming SDSS and DSS data frames from each of
the process control computers 12a-12b througn the operaton of the refiective memories 314,
35 &s aiscussed above. The MiSyncsubsystem aiso notfies the “Mi MOD Health” moduie 316 and
‘System Messages' module 318 when a data frame is avaliabie for processing. Additonally,
‘ne MI! Sync supsystem 310 15 ais0 used 1o aetect wnetner or not refiective memory updates are

not occurring, such aswhen one of the process control computers nas stopped sending data to
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-ne front ena computer '8, This procegure 1S mplemented througn the *MOD Status ' module
320 ana the "Ml Watcnaog moauie 322. The Ml Watchdog moauie 322 uses a two-second
rnimer to detect If the front ena comouter 18 has stopped receiving 4ata from either of the
orocess control computers 12a-1.2b.

The MI MOD Health moauie 316 processes health bit changes in the data being
-ecelved by the front ena computer 18 from the process control computers 12a-12b. in this
regard, the Ml MOD Healtn module 316 sends these cnanges to tne "EVT Event Handler”
moaule 324. Similarly, the Mi System Messages moduie 318 processes incoming system
messages rrom the proc ess control computers, and it queues any requests to the EVT Event
Hanaler module 324. Tne EVT Event Handier moduie 324 processes event buffers, formats text
for output to the Print Services moauie 326, and records errors and other events in an event
10g.

The reflective memories 314 are coupied to the "M! CISS Memory Read” moduie
328, which performs read operations on the reflective memories. In thisregard, the M1 CIS5
Viemory Reaa moaule 328 formats query responses into the standard Ethernet protocoi for
transferring data/messages, ana directs the response to the requesting network entity via port
330. The "NI CISS" module 332 receives incoming query requests from a network entity using
the standard protocol for transferring data/messages. The Ni CISS moduie 332 performs an
'nitial security check on the message, and routes the request to the appropriate process as
cetermined by the message type. For exampie, the NI CISS moduie 332 wili route a read data
message to the Ml CISS Memory Read module 328. Additionaily, the NI CISS module 332 will

route program downicad requests to the "M! Download Handler” module 334. Other request

messages will be routed to the "MI Message Services” moduie 334,

The appiication software 300 aiso includes moduies which facilitate
communication with a User Intertace. In this reqgard, the User intertace 1s used 10 provide a
WINaow iNto the operation of the front end computer 18, as opposed to an interface to one of
the process control cornputers 12a-12b. The User Interface software may be accessed "locaily”
througn a terminal connected directly 1o the front end computer 18. The User interface
software may also pe accessed "remotely” through an application that could be run from the
security server 68. The User interface 1s used to disabie or re-enabie network communicatons
for a specific protocot, perform aiagnostic functions, re-boot the tfront end computer 18,
monitor refiective memory updates, monitor network activity, and otherwise manage access 1o
privileged front end computer tunctions.

The application software modules that nandie User interface requests are the " N|
Remote User ' moauie 338, the "Ul Local” moaule 340 and the "Ul Services moduie 342. The
N| Remote User mocule 338 receives aii messages having the protocol for User intertace

communications, and 1t forwaras valid requests to the Ul Services moduie 342. The Ul Services

moauie 342 proviges a data server for poth {ocal and remote user requests. The U! Local
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—oagule 340 hanaies tne (0cal User interrace agisplay screens in orager 10 gispiay responses on the
0cai terminal.

The application software 300 also inciuges an "Nl Transmit Done mogule 344,
WRich receives noufication of Ethernet-write cCompietons ang Maintains a rree queue of
network interface transmit message butters. Adaiuonaily, an "EVT File Maint” moaule 34615
Jsed to delete aged event loq “iles. Furthermore, an "Nl Watchdog moaoulie 348 and an “NI
SCSP” module 350 to implement the watchdog security process arscussed apove. In this regard,
the Nl Watchdog moduie 348 sends watchdog request messaaes 1o the operator stations, and
:he NI SCSP module 350 processes tne reply messages (as well as all other network messages
Jsing tne security protocol). Tne NI Watcnaog moauie 348 also cnecks 1o see tf reply messages
were received 1o each of the watchdog request messages.

Other than watcndog repty messages, the NI SCSP moduie 350 forwards all other
security protocol messages to the "CFG Config Manager’ moauie 352. The CFG Config
Manager module 352 processes the security requests ana pertorms the initiai loaaing of the
permissive tables 80a-82a. The CFG Config Manager module 352 also perrorms the loaaing ot a
memory map to be disclissea pelow in connection with Figure 8. The apptication software 300
aiso inciudes a “MIF Master Process’ module 354, whicn pertorms the basic initialization
routines to create all of the otner front end computer processes. The MIF Master Process
module 354 is also used to detect an unexpected termination of any of these processes.

Referring to Fiqure 8, a aiagrammatic illustration ot the contiguration tor the
front end computer 18a1s snown. Specifically, Figure 8 illustrates that the CFG Config Manager
module 352 interacts with the security server 68 and the download assistant 78 to obtain the
information necessary 10 contigure the front ena computer 18a on boot up. !n thisregard, the
CFG Config Manager module 352 is responsive to requests from the MIF Master Process module
354 to pertorm these conTiguraton acuvities. in other woras, the CFG Contig Manager module
352 wiil locate the security server 68 through the proaacast network message (as described
above) and load the security table S1 which 1s uitimately received from the security server.
Additionally, the CFG Config Manager moduie 352 wili also load both of the permissive tables
80a-82a from the downioaa assistant 78. The CFG Contig Manager module 352 also receives a
memory map for each of the process control computers 12a-12b, such as the memory map 356
shown in Figure 8. The memory maps are used to enanie the front end computer 18a to buiid
the transfer tables (for exampie, transter table 37) ana interpret the data received tn each of
the refiective memory butfers 314. In other woras, eacn of the memory maos identify the data
which 15 stored 1n eacn agaressabie (ocation of the aual-ported data memory 22 for eacn of the
process controi computers 12a-12b. As part of tnis process, the memory map giviges the duail-
ported data memory 22 of the process control computer 12 into logical segments. The first set

ot segments are used tor SDSS data vaiues, wnile the DSS data vaiues inciuge the SDSS memory

segments, as well as aclditional segments.

.34-
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As giscussea apove, the Mi Svnc supsvstem 310 is responsibie Tor arouping the
DMA compietion events relative 1o the transter ot SDSS ana DSS data tfor notn orocess control
computers 123-12binto a cohesive pair oT data tables that represent data ror a given process
CONtrol cycle snap-snot. ~or purposes ot this arscussion tnese DMA compietion events wiil be
rererred to as tne Lett SDSS burfer, tne Rignt SDSS butrer, the Lett DSS butter ana the Right DSS
butfer. The exact order in wnich these data buffers are recetvea may vary, but the SDSS buffers
il preceade the DSS bu tTers.

The MISvnc¢ sunsystem 310 1s responsive to the anove igdentitied DMA events. in
tnis reqgard, the Mi Sync subsySIem 310 wiil wait for the compietion of a DMA event, and then
cneck the status to getermine the type of butfer received. If the butfer received is an SDSS
putfer and the front end comouter 18 has aireaay received a corresponding DSS buffer, then
linal completion processing wiil be performed. Likewtse, If the buffer for this tvpe has already
neen received, final compietion processing will be performed. If the buffer received is not the
first buffer, then the M! Sync subsvstem 310 wiil cneck the ime aifference between the current
Tme and the ume atwhicn the first burfer was received. If this ditference exceeas a
pregetermined tolerance, sucn as 0.7 seconas, then the steps tor final compietion processing
will De performed. If trhisis the first buffer (for example, tne Left SDSS buffer), then the tume
that this buffer was received will be recoraed. If this buffer was not expected at this point,
then 115 status wiil be changed to expected. The pointer to this buffer wili also be recorded,
and the buffer will be rnarked as received

The MIi Sync subsystem 310 will also check to see if ail expected buffers have been
received (for example, the Left/Right SDSS ana Left/Right DSS buffers). If all the expected
butfers have been received, tnen final compietion processing will be performed. During final
completion processing, the butter pointers for tne received buffers will be conied to a system
gata structure whicnh wiil allow otner aopiicatuons 10 access this aata. Tns procedure (s
protected by a mutuai exciusion semaphore, wnicn is referreg to as the "mutex . Additionally,
the error counters will be zeroed tor all received buffers. If any expected buffers were not
recetved, the associated error counters wili be incremented. If the error counters exceed the
allowed threshold, then the atfected butfers wiil be marked as not expected. Then aii buffers
wiil be marked as not receivea in order 10 set up the processing tor tne next set of buffers.
Applications that access the memory butfers recetvea may then copy the buffer pointers out of
tne shared system data structure tor use.

in orger 1o more tully iliustrate the operation of the Ml Sync subsystem 310, a
mogule synopsis and tne pseuaon-code for this sortware will be presented beiow. Additionally,
tne gata structures tor tne reviective memory bufrers 314 wili aiso be set torth as well to assist
tne interpretation of tne pseudao-code. The gatastructures are contained in Tables 1-3, the

moaguie synopsis is contatnea in Tabie 4, ana the nseuago-code follows Immegiateiy tnereafter.
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TABLE ' Reflective Memory Data Structures

Jata ltem ata rormat Descripuion

Jata Structure M| R.\/‘_DATA

RM — MUTEX Mutex Mutex used to protect this gata structure

RM_ STATUS Worg inaicates current retlective memory status
LerT_SDSS_PTR Pointer Poitnter to current feft SDSS reflective memory buffer
RIGHT _SDSS_ PTR ‘Pointer Pointer to current right SDSS reflective memory buffer
L2FT  DSS  PTR Potnter ointer to current left DSS retiective memory buffer
RIGHT _ DS5 _ PTR Pointer 2ointer to current right DSS refiective memory buffer
FOX DSS PTR ointer Pointer 1o current fox DSS refiective memory buffer
DOG DSS PTR Pointer Pointer 1o current dog DSS retiective memory buffer
FOX__MAP PTR Pointer Pointer to current memory map (left or right) for the

current fox buffer

DOG  MAP PTR Pointer Pointer 1o current memory map (ieft or rignt) for the
current gdog butfer

FOX _SIDE Longwora  Indicates the channet thatis the fox. 0 = left,1 = right,

-1 = undefined.

DOG SIDE .ongword indicates the channel thatisthe dog. 0 = left,1 = nght,
-1 = undetined.

LEFT INFO BYTE Byte Info byte for outbound CISS requests satisfied from the
left butfer. Includes fox/dog status.

RIG HT__.!NFO__BYTE Byte Into byte for outbound CISS requests satisfied from the
right bufter includes fox/dog stat

~OX _IN FO_BYTE Byte nto byte for outbound CISS requests satisfied from the
Tox butfter. includesieft/right status.

DOG INFO BYTE Byte Info byte for outbound CISS requests satisfied from the

cog butfer. includes left/rignt status.

T .

TABLE 2: Reflective Memory Data Structures
Data ltem Data Format Description

Data Structure Ml RMBMSI4] - Structure Array

NOTE: The Refiective Memory Buffer Management Structure (Mi  RMBMS)
arrav consists ot four Mt RMB  STATUS TYPE (define peiow data

structures). Each RMBMS entry 1s used to keep track of a specitic

- 36
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ENABLE _EVENT

DISABLE EVENT

PEND BUFF_PTR
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-eflective memory type (lefurignt SDSS ana DSS). Symboiicindices

are gefinea to access tnisarray: Mi RM L SDS5,

Vil RM R SDSS,MI“RM“L_DSS,anO MI_RM_D_DSS.

Time

Obyect

- variable

Obtect

Jariabie

QObject

variabie

Pointer

.Oongwora

Specifies the time of receipt of the last buffer for this

type.

Contains the VAXELN object ID for the event signaied
oy IFQ Driver when a DMA compiletion tor this type of

memory butfer completes.

Contains the VAXELN object ID for the event signaled

oy cailing MI & NABLE STROBES to tell MI Sync that

strobes nave been enabied.

Contains the VAXELN object ID for the eventsignaled by
IFQ Driver when a DMA comptetions for this type of

memory by calling Ml DISABLE  STROBES to tell M!

Sync that strobes nave been disabled.

Contains a pointer to the DMA buffer received for this
memory type in the current time window. Reset to null

by Ml Sync upon copying pointersto Ml RM_ DATA.

Lonaword bit masks i1naicating tne status of this

reflective memory buffer. The individual bit fields are

listed below.

RMB STS V Bit Bitin RMB_STS that indicated that
EXPECTED the associated strobe tor this

refiective memory type 1s enabied,
thus inaicating that DMA

compietions are expected.

RMB STS VvV Bit BitinRMB__STS used by Mi Sync
RECEIVED 1o indicate that a DMA completion
tor this retfiective memory type-has

occurred in the current DMA time

37.-
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winaow. Cieareag wnenever a
complete set of bufrers nas been
recetved, and then set tor each
indivigual butter type asitis

s received.

RMB__STS_V_ Bit Ml Syncto ndicate thata DMA
DS5 BUFF compietion for this refiective
memaory type has occurred In

10 the current DMA time window.
Cleared whenever a compiete
set of buffers has been received,
and then set for each individual
buffer type as it is received.

15 indicates 1T the reflective buffer
type in queston is either for the
left or right DSS refiective
memory butfer.

RMB STS V. Bit Indicates!t the associated strobe

20 ENABLEL IS enabled.

CONS ERR COUNT Longword Specifies the number of consecutive receive faiiures for
this buffer type.

25

DMA“ERR__COU NT Longword Specifies the number of consecutive DMA completion
fatiures for this buffer type.
ADSB Structure  Specifies the Asynchronous Data Status Block used by

30 the drive to indicated DMA compietion status. This

structure ts of the IFQ5 ADSB type ana inciudes a
status field ana a buffer number fieid.
BUFFER PTR Pointer The BUFFER PTR array tne aaaresses Ot Up 10 eight

35 Array(8] DMA butfers used for this refiective memory type, In

the order the bhurtters wnere specitied 1n the

IFQS ENABLE DSSorSDSScall. Thisarray s

subscripted by the buffer number rield returned in the

-38-
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ADSB to retrieve the pase aaaress ot the DMA butfer
ust recerved. Thisgimension of this array atiows tor the
maximum numper of DMA bufters supported by the

FQ driver.

L

SUFF HIST 1DX Longwora Index 1o the BUFF_HIST___PTR array. indicates the most

recently upaates butfer.

SUFF HIST PTR Pointer Circular buffer of most recently recetved bufters. DMA
10 Array(8] indicates the buffers received in the last eignt seconds.

BUFF HIST IDX points to the most recent entry.

MOD TASK Longword Indicates the PCC task state as indicated by the most

recent reflective memory update. Vaiid only if

RMB_STS__V_DSS_BUFF 1S Set.

-
U

20 TABLE 3: Reflecuive Memory Data Structures
Data ltem oata Format Description
Data Structure MI_ RV _AUX
LAST_DSS_L__PTR Pointer Pointer to most recent left DSS buffer. Set by MI Sync
and used by Mi Heaith Check and M! System Messages.
23
LAST DSS R PTR Pointer Pointer to most recent right DSS butfer. Set by Ml Sync
and used by MI Health Check and MI System Messages.
WD  FLAG Longwora  Filag used by Mi Sync and MI Watchdog to cneck for M
30 Sync activity.
DMA_BUFFE R Longwora  Specifies the number of DMA buffers currently 1n use.
COUNT Copiegd trom MIF_MP.NUM_DMA_BUFFERS on
startup.
35
TIME  CHANGE Event Setwhen a ume change occurs. Tells Ml Synctore-
Obiect determine the time of the rirst DMA receipt. |

.39-
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Semapnore Set by MISync to trigger MI System Messages to

Object process left rettective memaory.

Semapnore Set by Ml Sync to trigger M! System Messages 10

Object process right refiective memory.

Semapnore Set by Ml Syncto trigger Ml Health Check to process

Object process left retiective memory.

Semaphore Set by Ml Sync to trigger M| Health Check to process

Object right reflective memory.

Module Synopsis for Mt__SYNC__MAlN

ABSTRACT

MODULE TYPE

EVENTYS/
SEMAPHORES

TABLE 4: Reflective Memory Data Structures

Data Format Descripuon

Synchronizes receipt of in-incoming DMA buffers

Process mainiine

M1 RMBMS(*).
EVENT

MI— RMBMS(™).
ENABLE
EVENT

Ml RMBMS(*).
DISABLE

The four (left/right DSS/SDSS) compietion

events signaled by the IFQ DMA ~ Driver process on
receipt of a new reflective memory buffer. indices
to the Ml RMBMS array are Mi- RM L DSS,

Ml RM R DS5,MI_RM L SDSSana

Ml RM R SDSS.

The tour (leftvright DSS/SDSS) DMA enable
events. These are signaled by Ml ENABLE

STROBES to notify Mi Sync of changes in the receipt
of SDSS and DSS DMA updates.

The four (left/right DSS/SDSS) DMA disabie
events. These are signaied by Mi  DISABLE

-d0-
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ZVENT STROBES to notity Mi Svnc of changes in
the receipt of SDSS ana DSS DMA
upaates.

MIRM AUX  Signaied to tell MI MOD Health 1o process ieft
HEALTH L neaith bits.

SEMA
-MI__RM_AUX___ Stgnalea to tell MI MOD Heaith to process
HEALTH R right health pits.

SEMA

MS“TM_AUX__ Signaied to tetl M| System Messages to process
SYSMSG L left system messages.

SEMA

MI— TM AUX  Signaled to tell MI MOD Heaith to process
SYSMSG R right system messages.

SEMA

Ml RMBMS(™). Asyncronous Data Status Blocks tor each of the
ADSB tour OMA compietion events.

DSS data puttfer Accessed at offset MI__TAS K__STATE L or

MI_TASK__STATE_R to getermine FOX/DOG

Status.

Ml___RM_DATA Structure containing current retiective memory

pointers.

Ml_.RM_AUX. Setto ! to Ingicate receipt of data.

WD  FLAG
KERSWAIT ANY

KERSCLEAR EVENT
KERSLOCK  MUTEX
KERSUNLOCK  MUTEX
MIF_ NORMAL

a1
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VIIF 1FQ  tzRROR
VilF APP ERROR

! SYNC MAIN Pseudo-coce

"ROGRAM M1 SYNC  MAIN

10 wamng for fir‘St_DMA = (rue

REPEAT

15

20

25

30

/*

issue the wait any for the four DMA compietion events,

the an enabie or disable of strobes. or ume changes: */

CALL KERSWAIT ANY with

RMBMS_tdx

MI RMBMS{O].DMA  EVENT,

Ml RMBMS[1].DMA EVENT,

MI RMBMS[2].DMA  EVENT,

MI RMBSM[3].DMA EVENT,

Mi RMBSM([O].ENABLE EVENT,
Mi_ RMBMS[1 J.ENABLE EVENT,

Ml RMBMS[2].ENABLE EVENT,

Mi RMBMS[3].ENABLE EVENT,

Mi RMBMS[O].DISENABLE EVENT,
V' RMBMS[1].DISENABLE  EVENT,
Mi RMBMS[2].DISENABLE EVENT,
MI RMBMS[3].DISENABLE EVENT,
MI RM AUX.TIME CHANGE, and wait_ result

= (wait_result -1 YMOD 4

case 10x = walt resultDiv 4

CASE [case___id:(]
Call DMA__Comoletlon

0]

ctNDCASE

Call DMA_ ~nabie

L

Call DMA__Disable

Call Time Change

. et . Veghyin: It o den Ay cap S
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REPEAT fort = 0to 3
still wairung = aVII-R.MBMS(i).RMB_STS_V__EXPECTED 1S set

ana RMB__STS_'/“RECEEVED s ctear

un

UNTIL (still  walting or final 1teration)

IF “still  waiting THEN

10 We have & compiete set of buffers;

Check MCD TASK values for valid compination

CALL ypaate oointer (MIF__NORMAL)

waitng tor trst DMA = true

'S
ENDIF
UNTIL MIF shutaown required
EXIT

20

SUBROUTINE DMA_Compietion

CALL !(ERSCLEAR__EVENT MIMRMBMS[RMBMS_idx].DMA__EVENT
MI_RM AUX.WD#FLAG = 1

25

current ume = Currentsysiem ume

IFwaiting for first DMA
first dma tme = current time

waiung for first  DMA = talse

30 ELSE
f current  tme - first dma time>Mi Sync__TOLERANCE

Lag Error "Out of sync-- Did not recerve required DMA”

Check tor excessive faiiures:
35 FOR1 = 0to 3
| F Ml-RMBMS[i].RMS__STS__V__EXPECTED 1S set
and RMB_STS__V__RECEIVED 1S clear
Mi RMBMS[i].PEND BUFF PTR = null

43
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_og trror 'Failea to receive DMA for [DMA type|”

Ml RMBMS[i].RMB CONS__ERRORS =

RMB CONS_ERRORS-r ]
FMI RMBMS[i].RMB CONS =zRRORS > toierance then

Log Error "No ionger expecting [DMA type|--
100 many consecutive failures’

(broadcast error message)

Clear MI_ RMBMS(i].RMB_ STS.V__EXPECTED

10 END IF
ENCIF
ENDFOR

Update pointers with availiabie data:
15 CALLupaate oointers (MIF NO SYNC)

currentiime

vy v

first dma tme

/* Fall thrcugh to use this buffer as the first buffer
N the nextset... ™/
ENDIF
20 ENDIF

if buffer type 15 SDSS and DSS and corresponding DSS received,
then CALL update__pomters
ENDIF

25
WITH Mi RMBMS(RMBMS  1ax)

if* RMB STS V_ RECEIVED s set
Log Error ("Qut of Sync-- DMA collision™)
30 CA.Lupaate pointers (MIF. DMA  COLL)
first dma_ time= currenttime
/* Fall through to use this buffer as the first
i~ the nextset... ™/

ENDIF

|F *.RMB__STS_“V_“EXPECTED 1S NOt st

Log Error ("Unexpected DMA completion ™)

ENDIF
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:f*.RMB__STS v DISABLED 15 set

a0 . ——

Loq Error (" Received compiete for aisaoled strobe”)

Retyrn

ENDIF

DMA comrpletion status in ADSB

|F error

ELSE

ENDIF

* CONS =RR COUNT = *.CONS_ERR COUNT + 1
IF* CONS ERR COUNT < 5Then
Log Error ("DMA failure on channel™)
ELSE
'F".CONS_ERR COUNTMOD 300 = 1
Log Error ("DMA sull faliing ')
tNDIF
ENDIF

*.CONS_ERR COUNT = 0

rm buffer ptr = * BUFFER PTR(* ADSB.butffer number - 1}

*.RECEIVED_DATE__T!ME = current time

*.PEND__BUFF__PTR = rm_buffer Dtr

".RMB__STS_V__EXPECTED = true

Set*.RMB STS vV RECEIVED

IF*RMB STS Vv DSS BUFF isset

getmod state usingrm buffer ptroffsetby *.RM TASK OFFSET
*.MOD TASK = moa state

F RMBMS-IDX = Ml RM L DSS

ELSE

MI#RM._AUX.LEFT RM PTR = rm buffer__otr
Signal M!__RM__ AUX.HEALTH L EVENT
Signal MI_RM__AUX.SYSMSG_L“EVENT

MI_RM AUX.RIGHT RM PTR = rm buffer p1tr

.35
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Signal MI AM AUX.HEALTH R EVENT

Signal Mi RM  AUX.SYSMSG R SVENT
ENDIF

ENDIF

L

ENDWITH
RETURN

10 END SUBROUTINE

..............................................................................................................................................................

.................

SUBROUTINE DMA ENABLE

Clear MI_ RMBMS(RMBMS 1ax].DMA _ENABLE (KERSCLEAR _EVENT)
Mi__RMBMS [RMBMS 1dx].RMB__STS Vv DISABLED = faise
MI__RMBSM (RMBMS 1dx].RMB_STS v _EXPECTED = true

RETURN

20
END SUBROUTINE

.........................................................................................................................................................

000000000000000000

25 SUBROUTINE DMA__DISABLE

Clear MI_ RMBMS (RMBMS 1dx].DMA  DISABLE (KERSCLEAR EVENT)
MI__RMBIMS [RMBMS 1dx].RMB_STS V_ DISABLE = true

MI_ RMBMS [RMBMS 1dx].RMB_STS V EXPECTED = false
30 MI_ RMBIVIS [RMBMS  1dx].PEND BUFF_PTR = Null

RETURN
END SUBROUTINE

..........................................................................................................................................................

SUBROUTINE TIME  CHANGE
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CALL KERSCLEAR  EVENT witn Mlm?m_AUX.TIME__CHANGE
cyrrent ume = Current system ume

ISt gma ume

i

cuarrent ume

RETURN
END SUBROUTINE

WA

..........................................................................................................................................................

..................

0 SUBROUTINE uoagate potinters (state)
Lock M RM  GLOBALS mutex

MlI RM DATA.RM___STATUS = state

W)

Copy tne LEFT/SICE SDSS/DSS pointers:
Ml RM DATA.LEFT SD5S PTR =

MI__RMBMS (MI__SD55 L IDX).PEND BUFF PTR
Ml RM _DATA.RIGHT 5SDSS PTR =

20 Ml RM3BMS (M 5DSS R IDX).PEND BUFF PTR
Mi_ RM  DATALEFT D35 PTR =

MI_RMBMS(Ml‘_DSS_L_iDX).PEND_BUFF PTR
Ml RM  DATA.RIGHT D35 PTR =

MI-RMBMS (MI__ DSS_R__IDX).PEND BUFF PTR

25
Clear FOX/DOG pointers:
MI_RM _DATA.FOX D35 PTR = null
Ml RM_ DATA.DOG_DSS_PTR = nuil
Ml RM_ DATA.FOX MAP PTR = nuil
30 MI__RM_ DATA.DOG MAP PTR = null
Mark tne info byte as 'notprime ' until proven otherwise:
Clear Ml RM DATA.RIGHT INFO-BYTE prime bit /* BitQ */
Clear MiI_ RM DATA.LEFT INFO-BYTE prime bit
35

Set Fox sige and dog side to "unknown' (1):
Ml RM DATA FOX SIDE = -1
Ml RM  DATA.DOG SIDE = -1
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Determine new FOX/0DQ0G intormaton:

|F MI_RMBMS (MI-DSS-L-lDX).MOD_STATUS = fox status or eagle status

Mi RM DATA.FOX_ DSS PTR =
MI - RMBMS (MI_ DSS L IDX).PEND BUFF_PTR
Ml RM DATAFOX MAP PTR = Addr(MEMORY MAP L TABLE)
SetMI RM_DATAFOX_INFO_BYTElefurightbit /*bit0 ™/
SetMI RM DATA.LEFT INFO BYTEprnmebit  /*bit2*/
Ml RM DATA.FOX SIDE = 0 /* Left */
IFMI RMBMS (MI_DSS_R__IDX).MOD_STATUS = dog statusor "task 8"

MI_RIVI__DATA.DOG_DSS_PTR =
Mi_ RMBMS (M1 DSS R IDX). PEND BUFF_PTR
MI__RM__DATA.DOG_MAP_PTR = Addr(MEMORY__MAP_L_TABLE)
Ciear MI__RM DATA.DOG_INFO _BYTE lefurnignt bit
Ml RM DATA.DOG SIDE = 1 /" Right*/
ENDIF

ELSE
IF M RMBMS { MI_DSLS_R_IDX).MOD_STATUS = fox status or eagle status

MI“RM__DATA.FOX_DSS__PTR =

MI RMBMS (M1 DSS_ R _IDX).PEND BUFF PTR
MI_RM__DATA.FOX__MAP__PTR = Addr(MEMORY_MAP__R__TABLE)
Clear Mi RM DATA.FOX INFO BYTElefurightbit
SetMI_ RM DATA.RIG HT INFO BYTE prime bit
Ml RM DATA.FOX S5iDE = 1 /™ Right */

IFRMBMS (MI D35 L IDX).MOD STATUS = cog statusor "task 8"

Mi_ RM DATA.DOG DSS PTR =
MI__RMBMS (MI_ DSS L IDX).PEND BUFF PTR

PCT/US93/05.

MI__RM_DATA.DOG__MAP_PTR = Addr (MEMORY MAP ’._TABLE)

SetMI_RM  DATA.DOG INFO-BYTE iefurignt bit
VI RM  DATA.DOG SIDE = Q /* Left ™/

ENDIF
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cNDIF
=NDIF
Release NH_RM__C- LOBALS mutex

Clear contexzt:

rOR1 = 0to 3
MI_RMBMS(i).PEND_BUFF-PTR = null
Clear MI  RMBMS (i).RMB___STS_VﬂRECEIVED
ENDFOR
END SUBROUTINE
END PROGRAM

Referring to Figure 9, a aragrammaticiifustration i1s shown ot the relationship between
the reflective memory puffers 314 i1n the front ena computer 18a, the transter map 37 in the |FS
circuit 28 and the duai-oortea data memory 22 in the process control comouters 12a-12b. For
purposes of illustration, the aata memory 22 1s snown to inciude only two segments. The
transfer map 37 indicates that data memory adaresses 2000 to 2002 (hex) in the first segment,
and data memory addresses 4100 to 4105 (hex)in the second segment are to be transferred to
the reflective memory puffer 46a. More specifically, it snouid be opserved that the transter
map 37 creates a block of contiguous data eiements from memory 1ocations in the data
memory 22 wnich are not necessarily contiguous.

Referring to Fiqure 10, a block diagram of the {FS circuit 28 1s shown. in this block
diagram, the 1naivigual transmitters and recetvers (for example, transmitter 38a and recetver
40a) are snown in a singie niock 400 which aiso inciudes the AT&T ODL200 series lignt
converters. The IFS circuit 28 aiso inciudes control biocks 402-404 wnich govern the transfer of
data/aaaress signais to ana from tne transmitter/recetver niock 400. Inthisregard, the IFS
circuit 28 inciuges botn an acaress butfer 406 ana a cata butffer 408 to facilitate these signal

rransiers. An aadressiatch 410 1s aiso provided for senging a gata memory adaress 1o the

.49-
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<teaith port. Simutarly, a transcerver 412 1s provigea to enapie the IFS crcuit 28 to sena or
recelve data information via the aata pus of the steaitn intertace circuit 16

The {FS circuit 28 also inciuges a stealth uming ana control circuit 414, The steatth
1iming and control circuit 414 inciuges one or more Programmanie Array LogiC Circuits to
'mpiement a state macnine for processing specific signais to or Trom the stealth intertace circuit
16. For exampie, when the SDSS signai1s received, it provides an tndication to the the IFS circuit
28 that a valid window exists for reaaing from the data memory 22. Assuming that the
arpitration circuit on tre stealth intertace circuit 16 aiso grants access to the data memory 22,
tnen the steaith ttTming ana controi circuit 414 wiil appropriately set the control status register
416. The data out control circuit 404 wiil respond by causing 8 DMA counter circuit 418 to start
counting down to zero from a pre-set vaiue. The DMA counter 418 will decrement with each
cata word read from the data memory 22. The DMA counter 418 in turn controis 38 DMA word
count circuit 420 whicr generates an address in the transfer map 37. In other words, the DMA
word count circuit 420 potnts to an aadress in the transtfer map 37, which tn turn points to an
aadress in the data memory 22. Through this form of indirection, the |FS circuit 28 wiil read
each of the locations of the data memory 22 that are specified in the transter map 37 for the
particular window permitted by the process control computer 12 through the stealth interface
circuit 16.

Referring to Figure 11, a<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>