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REVOCATION OF CRYPTOGRAPHC 
DIGITAL CERTIFICATES 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

0001. The present application is a continuation of U.S. 
patent application Ser. No. 1 1/218,093, filed Aug. 31, 2005, 
incorporated herein by reference, which claims priority of 
U.S. provisional patent application No. 60/606,213, filed 
Aug. 31, 2004, incorporated herein by reference. 

BACKGROUND OF THE INVENTION 

0002 The present invention relates to public key cryptog 
raphy, and more particularly to digital certificate revocation. 
0003 Digital certificates 104 (FIG. 1) are used in public 
key infrastructures (PKI) to facilitate secure use and manage 
ment of public keys in a networked computer environment. 
Users U1, U2, ... utilize their computer systems 110.1, 110.2, 
... to generate respective key pairs (PK, SK) where PK is the 
public key and SK is the secret key. FIG. 1 shows a key pair 
(PKSK) for user U1. The users register their public keys 
PK, over a network, with a certification authority (CA) 120. 
Alternatively, the key pairs can be generated by CA 120 and 
sent to the users. CA120 is a secure, trusted computer system. 
For each public key PK, CA 120 generates a digital certificate 
104. Certificate 104 contains the public key PK and the user's 
name and may also contain the user's email address or 
addresses, the certificate's serial number SN (generated by 
the CA to simplify the certificate management), the certificate 
issue date D1, the expiration date D2, an identification of 
algorithms to be used with the public and secret keys, an 
identification of the CA120, and possibly other data. The data 
mentioned above is shown at 104D. Certificate 104 also con 
tains CA's signature 104-Sig on the data 104D. The signa 
ture is generated using CA's secret key SK. CA 120 sends 
the certificate 104 to the user's (key owner's) computer sys 
tem 110. Either the owner or the CA 120 can distribute the 
certificate to other parties to inform them of the user's public 
key PK. Such parties can verify the CA's signature 104-Sig 
with the CA's public key PK to ascertain that the certifi 
cate's public key PK does indeed belong to the person whose 
name and email address are provided in the certificate. 
0004. A certificate may have to be revoked prior to its 
expiration date D2. For example, the certificate owner Umay 
change his affiliation or position, or the owner's private key 
SK, may be compromised. Other parties must be prevented 
from using the owner's public key if the certificate is revoked. 
0005 One approach to prevent the use of public keys of 
revoked certificates is through a certificate revocation list 
(CRL). ACRL is a signed and time-stamped list issued by CA 
120 and specifying the revoked certificates by their serial 
numbers SN. These CRLs must be distributed periodically 
even if there are no new revoked certificates in order to pre 
vent any type of replay attack. The CRL management may be 
unwieldy with respect to communication, search, and verifi 
cation costs. Certificate revocation trees (CRTs) can be used 
instead of CRLs as described in 15 (the bracketed numbers 
indicate references listed at the end before the claims). 
0006 Instead of CRLs and CRTs, CA 120 could answer 
queries about specific certificates. In FIG. 1, user U2 issues a 
query 150 with the serial number SN of certificate 104 of user 
U1. CA 120 responds with a validity status information 160 
containing the serial number SN, a validity status field 160VS 
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(“valid, “revoked' or “unknown), and a time stamp “Time'. 
The response is signed by CA (field 160-Sig). This 
approach is used for Online Certificate Status Protocol 
(OCSP). See 23. Disadvantageously, the CA's digital signa 
ture 160-Sig can be quite long (over 1024 bits with RSA), 
especially since the CA must be very secure. In addition, if 
CA 120 is centralized, the CA becomes a validation bottle 
neck. If CA 120 is decentralized (replicated), the security is 
weakened as the CA's signing key SK is replicated. 
0007 FIG. 2 illustrates a “NOVOMODO approach, 
which allows CA 120 to provide an unsigned validity status 
through untrusted directories 210 at pre-specified time inter 
vals (e.g. every day, or every hour, etc.). Directories 210 are 
computer systems that do not store secret information. The 
system works as follows. 
0008 Letfbe a predefined public length-preserving func 
tion 

where {0,1}" is the set of all binary strings of a length n. Let 
f denote the f-fold composition; that is, f(x)=x for i=0, and 
f(x)=f(f(x)) for i>0. Let fbe one-way, i.e. given f(x) where 
X is randomly chosen, it is hard (infeasible) to find a pre 
image Z such that f(z)=f(x), except with negligible probabil 
ity. “Infeasible” means that given a security parameterk (e.g. 
kn), the pre-image Z cannot be computed in a time equal to 
a predefined polynomial ink except with negligible probabil 
ity. Let us assume moreover that f is one-way on its iterates, 
i.e. for any i, given y=f'(x), it is infeasible to find Z such that 
f(z)=y. 
0009 We can assume, without loss of generality, that CA 

is required to provide a fresh validity status every day, and the 
certificates are valid for one year, i.e. 365 days (D2-D1-365 
days). To create a certificate 104 (FIG. 2), CA 120 picks a 
random “seed number X and generates a “hash chain co, c. 
... c.36s wherein: 

c36s f(x), css f(f(x)), ... c. f(x), co-f(x). (1) 

We will sometimes denote x as x(SN) for a certificate with a 
serial number SN, and similarly cc.(SN) where i=0, 1,.... 
The value co is called a “validation target'. CA 120 inserts co 
into the certificate 104 together with data 104.D (FIG. 1). CA 
120 also generates a random revocation seed number No. 
computes the “revocation target” N=f(N), and inserts N 
into certificate 104. CA 120 keeps all c, secret for i>0. The 
values X and No are also secret. Clearly, all c, can all be 
computed from X, and the validation target co can be com 
puted from any CA120 stores in its private storage the values 
X and No for each certificate 104, and possibly (but not nec 
essarily) caches the c, values. 
(0010 Every day i(i=1,2,...365), for each certificate 104, 
CA distributes to directories 210 a validity proof data struc 
ture which includes, in addition to a validity status indication 
(not shown in FIG. 2, can be “valid’ or “revoked’): 
1. the certificate’s “i-token c, if the certificate is valid on day 
1. 

2. the revocation seed No if the certificate has been revoked. 
This information is distributed unsigned. Each directory 210 
provides this information, unsigned, to a requester system 
110 in response to a validity status request 150 (FIG. 1). To 
verify, the requester (verifier) 110 performs the following 
operations: 
1. If the validity status is “valid, the verifier 110 checks that 
f(c.)-co. 
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2. If the validity status is “revoked, the verifier 110 checks 
that f(N)=N. 
Despite the validity information being unsigned, the scheme 
is secure because given c, it is infeasible to compute the 
Subsequent tokens c.1, c. 2, . . . . 
0.011 To reduce the communication between CA120 and 
directories 210, a hash chain (1) can be generated for a set of 
certificates 104, and a single i-token c, can be distributed for 
the set if the set is “unrevoked' (i.e. all the certificates are 
unrevoked in the set). FIG. 3 illustrates certificate sets F. 
through F. F is the set of all the certificates 104; F. CFCF 
and FCF. In addition to the seed numbers x, No for each 
certificate 104, CA 120 generates random seed numbers 
X(F), No (F) for each set F, and constructs a hash chain (1) 
from each number x(F), with a validation target co(F)=f' 
(X(F)). Each certificate 104 is augmented with the targets 
co(F) for each set F, containing the certificate. 
0012 Every day i, if all the certificates are valid, CA 120 
distributes to directories 210 only the i-token c.(F). If only 
the set F has invalid certificates, CA 120 distributes the 
i-tokens for the set F and for all the valid certificates in the set 
F. If only the set F-F has invalid certificates, CA 120 
distributes the i-tokens for the sets F and F and for all the 
valid certificates in F-F, and so on. 
0013. In response to a validity status request for a certifi 
cate 104, a directory 120 sends to the requester (the verifier): 
1. an i-token c, for the certificate or for a set F, containing the 
certificate if the certificate is valid; 
2. the certificate’s revocation number No if the certificate has 
been revoked. 

0014 If the response indicates that the certificate is valid, 
the verifier checks that f(c) is equal to one of the certificate's 
validation targets. If the response indicates that the certificate 
is revoked, the verifier checks that f(N)=N for the certifi 
Cate. 

0015 Clearly, for each set R of revoked certificates (FIG. 
4), it is desirable to find a minimum set of sets F, covering the 
valid certificates R. By definition herein, the sets {F} 
“cover” R' if the union U F.R. We will say that {F} is the 
“complement cover of R. The complement cover of R will be 
denoted as CC. 
0016. Also, it is desirable to find a system of sets {F} 
containing a small complement cover for any set R or at least 
for many possible sets R. If{F} contains a cover for each set 
R of the certificates, we will call {F} a complement cover for 
the set of all the certificates, and will denote this complement 
cover CC(U) or just CC. 
0017 For uniformity, we will assume that each certificate 
104 corresponds to a singleton set consisting of that certifi 
cate. The hash chain for the singleton set is the same as for the 
certificate. 

0018 Clearly, if {F} contains the singleton set for each 
certificate, then {F} is a complement cover for the set of all 
the certificates. 

0019 Complement covers can be constructed using trees. 
FIG. 5 illustrates a binary tree 510 for eight certificates, 
numbered 1 through 8. Each node represents a set F. Each 
leaf node (labeled 1, 2, ...) represents a singleton set for a 
respective certificate 1, 2, .... Each higher level node repre 
sents the union of its children. E.g., node 1-4 represents the set 
of certificates 1 through 4. The root represents all the certifi 
cates. (We will use the numeral 510 to represent both the tree 
and the complement cover.) 
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0020. If a certificate is revoked, then the corresponding 
leaf is revoked, i.e. represents a set that cannot be used for the 
i-token distribution. Also, each node in the path from the leaf 
to the root is revoked. In the example of FIG. 6, the certificates 
3 and 8 are revoked (as indicated by “x' marks). The sets 3-4, 
1-4, 1-8, 7-8, 5-8 are therefore revoked. The minimal comple 
ment cover CC of the revoked certificates consists of nodes 
1-2, 4, 5-6, 7. Generally, the minimal complement cover CC 
consists of all the nodes that are children of the revoked nodes. 
Computer tree traversal algorithms are known that can be 
implemented on CA 120 to mark revoked nodes when a 
certificate is revoked, and to find all the immediate unrevoked 
children of the revoked nodes. Each day CA 120 distributes 
the i-tokens for the immediate children and the No tokens for 
the revoked leafs. 

SUMMARY 

0021. This section summarizes some features of the inven 
tion. Other features are described in the subsequent sections. 
The invention is defined by the appended claims which are 
incorporated into this section by reference. 
0022. One aspect of the present invention is directed to 
reducing the certificate size. A certificate 104 in FIG.3 may 
include multiple targets co. In some embodiments, a method 
is used to map Such targets into a single 'Super-target'. The 
certificate includes the super-target but not the multiple tar 
getS. 
0023. Another aspect of the invention is directed to redact 
ing the certificate by deleting unnecessary targets. In FIG. 3, 
each certificate 104 includes multiple targets co plus a revo 
cation target N. The verifier needs just one of these targets for 
the validity or invalidity proof. The verifier may get the cer 
tificate and the proof from another party. It is desirable for the 
other party to redact the certificate by deleting the unneces 
sary targets, but the other party may be unable to generate the 
CA's signature 104-Sig on the redacted certificate. In some 
embodiments of the present invention, the CA uses a 
redactable signature to enable other parties to delete the 
unnecessary targets without the CA's signing key (secret key 
SK). The other parties are still able to prove the CA's 
signature to the verifier. 
0024. Another aspect of the invention is directed to effi 
cient distribution of certificate validity proofs. In some 
embodiments, the validity proofs (e.g. i-tokens) are distrib 
uted to the certificate owners. If a system 110 issues a request 
150 for a validity proof, the validity proof is provided by the 
owner rather than the CA or a directory. A validity proof (e.g. 
an i-token) for a set F comprising multiple certificates can be 
distributed to the certificates’ owners via a multicast trans 
mission if the corresponding computer systems 110 form a 
multicasting group. In some embodiments the sets F and the 
multicasting groups are matched to facilitate the multicast 
transmissions. E.g., a multicasting group can be created for a 
set F, or a set F can be created by the CA in the setup phase for 
a multicasting group. Also, a complement cover CC can be 
chosen to maximize the number of sets F for which the mul 
ticasting groups exist. 
0025. Another aspect of the invention is directed to effi 
cient caching of validity proofs. In some embodiments, if a 
system 110 (e.g. 110.1) gets a validity proof for a certificate, 
the system 110.1 may cache the validity proof. Another sys 
tem 110.2 may get the validity proof from the system 110.1 
rather than the CA or a directory. In some embodiments, the 
certificate sets F are assigned caching priorities which are 
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taken into account by the system 110.1 when making a deci 
sion as to whether or not to cache a validity proof for a set F. 
The caching priorities may be based on the number of certifi 
cates in the set F. and/or the sum of the remaining unexpired 
validity periods for the certificates in F, and/or other factors. 
0026. Another aspect of the invention is directed to gen 
eration of certificate validation data structures (such as the 
hash chain seeds X) by the CA. For a hash chain (1), for 
example, the data structures are generated for a predefined 
number of periods of time (e.g. 365 days), with each i-token 
corresponding to the period i. The number of periods of time 
is defined by the certificate's maximum validity period as 
defined by the certificate's issue and expiration dates D1 and 
D2. The number of periods of time is incorporated into the 
target co. This complicates the addition of new certificates, 
especially if a complement cover is used since complement 
covers interrelate the validation proofs for multiple certifi 
cates. In some embodiments, in the setup phase, the CA 
generates the data structures for more periods of time than 
required by the certificates' maximum validity periods. For 
example, the CA can generate the data structures for some 
predefined number M of certificates for some number Ta of 
periods of time where Tcl is greater than the maximum valid 
ity period. The actual number of the certificates created in the 
setup phase may be less than M. The CA can add new certifi 
cates after the setup phase as long as the new certificates will 
expire before or in the last time period Ta. A validity proof 
may include the i-token c.(F) and, in addition, the numberjof 
times needed to apply the function f to the i-token to obtain 
the target co(F). The verifier checks that P(c.(F))=c(F). The 
hash chains can be replaced with other structures, e.g. hash 
trees as described below. 
0027. Another aspect of the invention is directed to pro 
viding a distributed certificate authority. The CA distributes 
validation data (e.g. i-tokens) to “Sub-CA' computer systems 
which in turn generate validation proofs and provide them to 
verifiers. The CA distributes secret data to the Sub-CAS in 
advance. For example, the CA can distribute all the i-tokens 
for all the certificates in the setup phase. Any one or more of 
a number of techniques are used to make the validation secure 
even if a Sub-CA is compromised. 
0028. One technique involves generating different data for 
the same certificate for different Sub-CAS. Thus, a separate 
validation seed X and a separate revocation seed No can be 
generated for each certificate for each Sub-CA. The certifi 
cate may include all the respective validation and revocation 
targets. Alternatively, the validation targets may be mapped 
into a single "super-target' by a public function, and the 
certificate may have only the validation “super-target'. The 
revocation targets can be handled in the same way. Alterna 
tively, all the validation and revocation targets can be mapped 
into a single Super-target. 
0029. Further, in each period i, a Sub-CA validity proof is 
made available by the CA for each Sub-CA for the periodi. If 
a Sub-CA is compromised, the CA withholds the Sub-CA's 
validity proof. Therefore, the verifiers will know that the 
Sub-CA is invalid, and will not use the Sub-CA's certificate 
validity proofs. If the remaining Sub-CAS are not compro 
mised, their data remain secret because each Sub-CA has its 
own certificate validation data as described above. 

0030. Further, a mechanism is provided for recovering 
control of a compromised Sub-CA. The mechanism involves 
encryption of the certificate validation data before transmit 
ting the data to the Sub-CAS. For each period i, or a number of 

Nov. 11, 2010 

consecutive periods i (Such consecutive periods i will be 
called a "partition'), separate encryption/decryption keys are 
used (the encryption can be symmetric or asymmetric). Fur 
ther, different decryption keys are used for different Sub 
CAS. For each partition, the decryption keys are provided to 
the Sub-CAS at or shortly before the start of the partition. If a 
Sub-CA is compromised in any partition, the adversary may 
get hold of the decrypted data (e.g. i-tokens) for the current 
partition, but the data for the future partitions are encrypted 
and thus secure. If the CA gets control of the Sub-CA again, 
the CA may reactivate the Sub-CA at or after the end of the 
last partition for which the Sub-CA received its decryption 
key. The CA does not provide the decryption keys to com 
promised Sub-CAs. 
0031. The invention is not limited to the features and 
advantages described above. Other features are described 
below. The invention is defined by the appended claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0032 FIGS. 1, 2 are block diagrams illustrating prior art 
certificate revocation schemes. 
0033 FIGS. 3, 4 illustrate sets of certificates for prior art 
certificate revocation schemes. 
0034 FIGS. 5, 6 illustrate computer data structures for 
prior art certificate revocation schemes. 
0035 FIGS. 7A, 7B illustrate computer data structures for 
certificate revocation schemes according to Some embodi 
ments of the present invention. 
0036 FIG. 8 is a block diagram illustrating networked 
computer systems and data structures for certificate revoca 
tion schemes according to some embodiments of the present 
invention. 
0037 FIGS. 9, 10 are flowcharts for certificate revocation 
schemes according to Some embodiments of the present 
invention. 
0038 FIGS. 11-14 illustrate computer data structures for 
certificate revocation schemes according to Some embodi 
ments of the present invention. 
0039 FIG. 15 is a block diagram illustrating networked 
computer systems and data structures for certificate revoca 
tion schemes according to some embodiments of the present 
invention. 

0040 FIGS. 16, 17 are flowcharts for certificate revoca 
tion schemes according to some embodiments of the present 
invention. 

0041 FIG. 18 is a block diagram illustrating networked 
computer systems and data structures for certificate revoca 
tion schemes according to some embodiments of the present 
invention. 

0042 FIG. 19 illustrates computer data structures for cer 
tificate revocation schemes according to some embodiments 
of the present invention. 
0043 FIG. 20 is a block diagram illustrating networked 
computer systems and data structures for certificate revoca 
tion schemes according to some embodiments of the present 
invention. 
0044 FIG.21A is a block diagram illustrating of computer 
system with data according to some embodiments of the 
present invention. 
004.5 FIG. 21B is a flowchart for certificate revocation 
schemes according to Some embodiments of the present 
invention. 
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0046 FIG. 22 is a timing diagram for certificate revoca 
tion schemes according to some embodiments of the present 
invention. 
0047 FIGS. 23A, 23B are flowcharts for certificate revo 
cation schemes according to some embodiments of the 
present invention. 
0048 FIG. 24 is a timing diagram for certificate revoca 
tion schemes according to some embodiments of the present 
invention. 
0049 FIG. 25 is a flowchart for certificate revocation 
schemes according to Some embodiments of the present 
invention. 
0050 FIG. 26 is a block diagram illustrating networked 
computer systems and data structures for certificate revoca 
tion schemes according to some embodiments of the present 
invention. 
0051 FIG. 27 is a flowchart for certificate revocation 
schemes according to Some embodiments of the present 
invention. 
0052 FIG. 28 is a block diagram illustrating networked 
computer systems and data structures for certificate revoca 
tion schemes according to some embodiments of the present 
invention. 

DESCRIPTION OF SOME EMBODIMENTS 

0053. The embodiments described in this section illustrate 
but do not limit the invention. The invention is defined by the 
appended claims. 
0054 We will assume that the CA120, the directories 210, 
the systems 110 are computer systems communicating with 
each other over a network or networks. Each of these systems 
may itselfbe a computer system having components commu 
nicating over networks. Each computer system includes one 
or more computer processors executing computer instruc 
tions and manipulating computer data as described above and 
below. The term “data includes "computer data” and covers 
both computer instructions and computer data manipulated 
by the instructions. The instructions and data can be stored on 
a data carrier Such as a computer storage, i.e. a computer 
readable medium (e.g. a magnetic or optical disk, a semicon 
ductor memory, and other types of media, known or to be 
invented). The data carrier may include an electromagnetic 
carrier wave transmitted through space, via a cable, or by 
Some other means. A "cache” can be any computer storage. 
The instructions and data are operable to cause the computer 
to execute appropriate algorithms as described above. 
0055 We will use the following notation. We let DS—(KG, 
Sign, Vf) denote a digital signature scheme. Here KG denotes 
a key generation algorithm, Sign(Sk, M) denotes the signing 
algorithm which outputs a signature a on a message Munder 
a signing key Sk. Vf(Pk., M. O.) denotes the verification algo 
rithm which evaluates to a binary value indicating whether or 
not the signature a on the message Mis correct with respect to 
a public key Pk. We let {0,1}* denote the set of all bit strings. 
Ise denotes the length of a bit strings. We let H denote a 
cryptographic compression function that takes as inputab-bit 
payload and a V-bit initialization vector IV and produces a 
V-bit output. In some embodiments, b22 v. We will assume 
that the cryptographic compression functions mentioned 
below can be collision resistant, i.e. it is difficult to find two 
distinct inputs mizm, such that H(IV, m)-H(IV, m). We 
will assume that IV is fixed and publicly known, and we will 
Sometimes omit it for notational simplicity. Practical 
examples of Such cryptographic compression functions are 
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SHA-1 26 (output size is 20 bytes) and MD5 28 (output 
size 16 bytes), both having a 64-byte payload. For simplicity, 
we will use the term “hash function' instead of compression 
function. The term "hash function' can also denote a mapping 
form {0,1}* into {0,1}” for some fixed V. Hash functions are 
typically one way and collision resistant, but the invention is 
not limited to such functions. 
0056 Hash Tree Over Targets. 
In order to reduce the size of a certificate 104 of FIG.3, some 
algorithm A can be defined allowing the verifier to map each 
validation target to a common 'Super-target' value r: 

re-A(co) for all targets co for this certificate. (2) 

Then the targets co can be deleted from the certificate and 
replaced with the value r. 
0057. In some embodiments, the algorithm A is defined 
using a hash tree data structure. A hash tree is a tree in which 
each node (“vertex') v is assigned a value Value(v). A hash 
tree is created for each certificate 104. FIG. 7A shows an 
example for the certificate revocation scheme of FIGS. 5-6 for 
the certificate no. 5. The tree nodes are numbered from top to 
bottom, left to right, breadth first. Thus, the root is labeled 
“v0”, its children are “v1 and “v2, and so on. The labeling 
scheme is for illustration and is not limiting. The certificate 
no. 5 belongs to each of four sets F, namely, the sets {5}, {5, 
6}, {5, 6, 7,8}, {1, 2, 3, 4, 5, 6, 7,8}. Let us denote the 
respective targets co(5), co(5-6), co(5-8), co(1-8). These tar 
gets values are assigned to the tree leafs v3, V4, v5, V6, in any 
order: 

Value(v3)=co (5), Value(v4)=co(5-6), and so on. 

The values of the higher level nodes are computed using some 
public algorithm, for example: 

Value(v)=H(Value(left child of v) O Value(right child 
of v)) (3) 

where v is any higher level node, H is a public hash function, 
and “o denotes string concatenation. The certificate 104 
(FIG. 7B) contains the root value Value(v0) but does not 
contain the targets co. In some embodiments, each target cois 
the same size as Value(v0), e.g. 20 bytes. The certificate size 
is therefore reduced. 
0058 FIG. 8 illustrates some data structures in CA 120 
and directories 210. At the set up stage (shown in FIG. 9), CA 
120 generates the revocation seed No for each certificate 104 
(step 910 in FIG. 9). CA 120 also generates the complement 
cover CC (step 914). We will assume that the complement 
cover is generated as in FIG. 5, but this is not necessary. The 
complement cover could be generated using any other 
method, known or to be invented. CA 120 also generates the 
validation seed x(F) for each set F in the complement cover 
510 (step 918). These steps can be performed as in prior art 
(FIGS. 5-6). In addition, CA 120 generates ahashtree 710 for 
each certificate 104 (step 922). At step 930, CA 120 distrib 
utes to each directory 210 the information which will allow 
the directory to determine, for each certificate (each serial 
number SN), (i) all the sets F containing the certificate (as 
shown at 804 in FIG. 8), and (ii) the corresponding hash tree 
710. 
0059. At the start of each periodpi (we will use the expres 
sions “period pi' and “period i’ interchangeably), or shortly 
before the period pi, CA 120 determines a minimal comple 
ment cover CC of the revoked certificates R (as in FIGS. 4-6 
for example). CA120 distributes to directories 210 a possibly 
unsigned data structure 810 (FIG. 8) for each set F in CC, 
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and a possibly unsigned data structure 820 for each invalid 
certificate 104. These structures can be as in prior art FIGS. 
5-6. Structure 810 contains an identification of the set F and 
the token c,(F). (We will refer to c.(F) as “period data” for the 
period c.; period data” are data from which a target is com 
putable by the verifier). Structure 810 may also contain other 
information, such as an identification of the period pi and/or 
of function f. Structure 820 contains the certificate's serial 
number SN, the value No for the certificate, and an indication 
that the certificate has been revoked. 
0060. In response to a request from a verifier system 110, 
a directory 210 responds with a possibly unsigned data struc 
ture 830 if the certificate is valid, and a possibly unsigned data 
structure 840 if the certificate is invalid. Even before issuing 
the request, the verifier can check the CA's signature on the 
certificate (step 1004 in FIG.10) and the expiration date D2 to 
make Sure the certificate has not expired. Receiving a direc 
tory response 830 or 840 is shown at 1006. Structure 830 
specifies the validity status as “valid’ and includes, in a field 
830V, the i-token c.(F) and sufficient information to compute 
the root value r Value(v0) of the certificate's hash tree 710. 
Note equation (2) above. If the response is structure 830 (as 
determined at step 1010), i.e. the certificate is claimed to be 
valid, the verifier computes the target co(F) from c,(F) using 
the hash chain equations (1) at step 1020. At step 1030, the 
verifier computes the root value Value(v0) from the additional 
information in field 830V. In some embodiments (not shown 
in FIGS. 8, 10), this information includes the leaf values (such 
as co(5), c0(5-6), c0(5-8), c0(1-8) in FIG. 7A). The verifier 
uses equation (3) to compute the root value. Actually, the 
verifier does not need all the leaf values. For example, Sup 
pose the complement cover is as in FIGS.5, 7A, and F={5-6}. 
In order to compute Value(v0) from co(5-6), the verifier only 
needs the values of nodes V3 and V2. The nodes V3 and V2 will 
be called co-nodes of v4 and denoted collectively as CoNodes 
(v4). More generally, the co-nodes are all the nodes needed to 
compute the root value. CoNodes(v) is defined as the set of all 
siblings of the nodes on the path from node v to the root. 
CoNodes(v) can be defined forbinary and non-binary trees as 
follows: 

CoNodes(v)=O(empty set) if v is the root: (4) 

0061 Sib(v) U CoNodes(Parent(v)) otherwise. 
Here Sib(V) is the (possibly empty) set of all siblings of V, and 
Parent(v) is the parent node of V. 
0062. In some embodiments, the structure 830 includes 
the co-nodes values shown as Value(CoNodes(Leaf(FSN))) 
in FIG.8. Here Leaf(F, SN) is the leaf node corresponding to 
the set F in tree 710 of the certificate with the serial number 
SN. The expression Value(CoNodes(Leaf(F, SN))) denotes 
all the co-node information needed to compute the root value 
Value(v0) for the tree 710. The co-node information may 
include not only the co-node values but also the order in 
which the co-node values must be concatenated for equation 
(3). For example, for FIG. 7A, Value(CoNodes(v4)) can be 
represented as a list: 

(L, v3); (R, v2) (5) 

Here L and R are values of a one-bit flag indicating if the 
co-node must be on the left or the right in the concatenation. 
For example, in the expression 

Value(v1)=H(Value(v3)o Value(4)), 

Value(V3) is to the left of Value(v4), therefore the flag value 
for v3 is L. 
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0063 Of note, the verifier does not need to know the 
geometry of tree 510 or 710 since the list (5) is sufficient to 
compute the root value Value(v0). The root value can be 
computed as follow: 

Listing 1: Root Value Computation 

0064 1. Root values-starting value (i.e. Value(Leaf(F, 
SN)=c(F)). 
2. Traverse the list Value(CoNodes(Leaf(FSN))) (such as the 
list (5)) from left to right. For each co-node, 

0065 if the L or R flag value is L., then 
0066 Root values-H(Value(co-node) o Root value) 

0067 otherwise 
0068 Root values-H(tempo Value(co-node)) 

End of Listing 1. 

0069. The verifier computes the root value at step 1030 
(FIG.10). The root value is shown as Value(v0(FSN)) in FIG. 
10. The verifier compares the computed root value with the 
certificate's Value(v0). If the two values are equal, the certifi 
cate is assumed valid. Otherwise, the validity proof fails (the 
certificate is assumed invalid or the verifier may request 
another proof). 
0070. The structure 840 for an invalid certificate can be as 
in prior art, and can have the same information as structure 
820. The verifier checks at step 1040 that f(N)=N, as in prior 
art 

(0071. The invention is not limited to the hash tree 710 of 
the form of FIG. 7A. For example, the leaf node values co can 
be replaced with H(co). This is similar to using a tree 710 of 
FIG. 11. Here an extra layer of nodes v7-V10 is added at the 
bottom to serve as leafs. Each leaf is a single child, with a 
value co(F) for a respective set F. Hence the values of nodes 
v3-v7 are H(c) where co for the corresponding co. If the 
function H is defined only on the set {0,1} where k is the 
length of each target co, then the covalues can be padded to the 
length 2k in any suitable manner to define H(co). Other tree 
structures can also be used. The number of sets F containing 
each given certificate does not have to be a power of 2. For 
example, Some leaf nodes can be dummy nodes, assigned 
Some random or pseudo-random values. Also, non-binary 
trees or non-balanced trees can be used. A value co can be 
assigned to a non-leaf node. Further, the value of a parent 
node need not be computed as in equation (3). For example, 
the children values can be concatenated with some additional 
values to compute the parent node's value, or the children 
values can be added or subjected to Some other processing. 
Different hash functions H can be used for different parents in 
the same tree. For a non-binary tree, the parent's value can be 
a hash function of a concatenation of all of the children 
values, or some other function of all or fewer than all of the 
children values. Other algorithms A inequation (2), which are 
not represented by means of trees, can also be suitable. 
0072 The term “tree' denotes any computer data structure 
together with a method for determining the parent from a 
child node or the children from the parent. The data structure 
may include pointers from the children nodes to the parent 
and/or from the parent to the children. Alternatively, the 
nodes may be arranged as an array or some other structure, 
with no pointers, but with a method, implemented by com 
puter instructions, which determines the parent from a child 
node or the children from the parent. 
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0073. In some embodiments, the hash chains (1) are 
replaced with hash trees 1210 (FIGS. 12-14). See e.g. refer 
ence 24 and PCT publication WO 2005/029445 published 
on 31 Mar. 2005, both incorporated herein by reference. In 
FIG. 12, leafs v15-v22 are each associated with a time period 
pi. There are eight consecutive periods p1-p8 in this example. 
For instance, a certificate can be valid for eight days, and each 
period p1 through p8 can be one day. LetgV(i) denote the node 
corresponding to the period pi. Thus, gv(1)=V15, gv(2)—v16, 
etc. These nodes will be called “grey nodes herein. Each grey 
node gV(i) is a single child of a respective parent v7-V14. 
Above the leaf level v15-v22, the tree 1210 is a balanced 
binary tree. 
0074 Each leaf gv(i) is assigned a random or pseudo 
random value. The remaining nodes values are defined by the 
child nodes values, using the equation (3) for example, i.e. 
each parent node's value is a hash function of a concatenation 
of the children values; at the bottom level, the value of each 
node v7-V14 is a hash function of the corresponding child. 
The root value Value(v0) will be called a target, and denoted 
by co. A separate tree 1210 is constructed by CA120 for each 
set F of the complement cover CC (e.g. for CC 510), with 
different random leaf values generated separately for each 
tree 1210. FIG. 15 shows the trees 1210 replacing the hash 
chain information in CA120. 

0075 For each certificate 104, a hash tree 710 (as in FIG. 
7A) is constructed by the CA with the leaf values being the 
targets co(F) of trees 1210 corresponding to all the sets F 
containing the certificate. Each certificate 104 has a form as in 
FIG. 7B. The hash functions H for trees 1210 can be the same 
or different for the different trees 1210 and can be the same or 
different from the hash functions H of trees 710. The hash 
functions H are all public. 
0076. The CA setup procedure (FIG.16) is similar to FIG. 
9, except that at step 918 the CA generates the tree 1210 for 
each leaf. 

0077. In each period pi, CA 120 determines a minimal 
complement cover CC of the revoked certificates Rusing the 
same procedure as described above for FIG. 8. CA 120 dis 
tributes to directories 210 a possibly unsigned structure 810 
(FIG. 15) for each set F in CC, and a possibly unsigned 
Structure 820 for each invalid certificate 104. Structure 810 
contains an identification of the set F and also contains, in 
field 830V, period data consisting of Value(gv(i.F)) and Value 
(CoNodes(gv(i.F))), where gV(i.F) is the node gv(i) of the tree 
1210 corresponding to the set F. Structure 810 may also 
contain other information, Such as an identification of period 
pi or function(s) H used to construct the tree 1210 or 710. 
Structure 820 contains the certificate's serial number SN, the 
value No for the certificate, and an indication that the certifi 
cate has been revoked. 
0078. In response to a request from a verifier system 110, 
a directory 210 responds with a possibly unsigned data struc 
ture 830 if the certificate is valid, and a possibly unsigned 
structure 840 if the certificate is invalid. Structure 830 con 
tains the certificate serial number SN, an indication that the 
certificate is valid, and the values Value(gv(i.F)), Value(CoN 
odes(gv(i.F)), Value(CoNodes(Leaf(FSN))). Here F is an 
element of CC containing the SN certificate; Leaf(FSN) is 
the leafnode corresponding to the set F of the certificate's tree 
710. The verification procedure is shown in FIG. 17. Steps 
1004, 1006, 1010, 1040 are as in FIG. 10. At step 1020, the 
verifier computes co(F) from Value(gv(i.F)) and Value(CoN 
odes(gv(i.F))) that are given in structure 830. The computa 
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tion can be as in Listing 1 above. At step 1030, the verifier 
computes Value(v(FSN)) from co(F) computed at step 1020 
and from Value(CoNodes(Leaf(FSN))) given in structure 
830. This computation can also be as in Listing 1. If the 
computed value equals the certificate's Value(v0), the certifi 
cate is assumed valid. Otherwise, the certificate is assumed 
invalidor the verifier may seek another proof of the certificate 
Status. 

007.9 FIG. 13 shows a “dense hash tree' 1210 which can 
be used instead of the tree of FIG. 12. The tree of FIG. 13 is a 
balanced binary tree. The periods pi are associated with 
“grey nodes gV(i). The non-grey nodes will be called 
“white'. The grey and white nodes are determined as follows. 
The root v0 is white. Its left child v1 is grey, and the right child 
V2 is white. In general, each left child is grey, and each right 
child is white. The grey nodes are traversed top-down, left 
to-right, breadth first, and the consecutive gray nodes are 
assigned to consecutive periods pi. Thus, gV(1) V1, gV(2) 
—V7, gv(3)-V9, and so on. All the leafs are assigned some 
random or pseudo-random values, and the parents values are 
computed from the children's values like for FIG. 12 or for a 
tree 710. The operation of CA 120, directories 210 and the 
verifiers is as for FIG. 12. 

0080 FIG. 14 shows a “grounded dense hash tree' 1210 
which can be used instead of the trees of FIGS. 12 and 13. The 
tree of FIG. 14 is similar to the tree of FIG. 13, but the tree of 
FIG. 14 has an additional bottom layer of single children, 
shown as v7-v10. The grey nodes gV(i) are the left children 
and the single children, numbered top to bottom and left to 
right, breadth first. The operation of CA 120, directories 210 
and the verifiers is as for FIG. 12. 

10081 Suppose that there are N=2 certificates. Then the 
tree 510 has (1+k) levels, and each certificate belongs to (1+k) 
sets F. This is the number of validation targets co(F). Hence, 
there are about log(1+k) levels in hash tree 710, with about 
the same number of co-nodes. Let us Suppose that the certifi 
cate owner provides the certificate and the validity proof to a 
requestor. Then the use of hash trees 710 provides an 
improvement by O(k/log k). This is significant for large k. 
I0082 In some embodiments, the certificate's targets co are 
Sub-divided into groups of targets, and a separate hash tree 
710 is defined for each group. The certificate contains the root 
value Value(v0) of each such hash tree. Other variations are 
also possible. 
I0083 Redacting the Certificate 
I0084. As illustrated in FIG. 18, the validity proofs (1810) 
for each certificate can be distributed to the respective certifi 
cate owners (110.1). The validity proofs can be distributed by 
the CA, directories 210, or other parties. A third party (110.2) 
desiring to validate a certificate 104 can receive the validity 
proof 1810 from the certificate owner (110.1) rather than the 
CA. Sometimes, validity proof requests 150 (FIG. 1) are 
eliminated. For example, when a certificate owner 110.1 (i.e. 
a user of system 110.1) sends to party 110.2 a document (not 
shown) signed by the owner, the owner 110.1 can append the 
certificate 104 to the document to enable the party 110.2 to 
verify the owner's signature on the document even if the party 
110.2 has not requested the owner's certificate. The owner 
110.1 can also send to the party 110.2 avalidity proof 1810 for 
the owner's certificate 104. See Gentry, “Certificate-Based 
Encryption and the Certificate Revocation Problem”. Pro 
ceedings of EUROCRYPT 2003, pages 272-293, incorpo 
rated herein by reference. 
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I0085. In FIG. 18, the certificate 104 includes multiple 
targets Tar-1, Tar-n. Each target can be a hash chain target 
co(F) as in FIG. 3, or the root value of a tree 1210. Hash trees 
710 are not used. Alternatively, a tree 710 can be used over 
Some, but not all, of the validation targets co, and a target Tar-i 
may be the root value of the tree 710. The targets Tar-i may 
also include a revocation target N (FIGS. 3, 7B). Other 
certificate schemes, known or to be invented, can also be used 
for this invention. A target is any value computable by a 
verifier 110.2 to determine if the certificate is valid and/or 
invalid. 
I0086. At the start of, or shortly before, each period pi, the 
validity proof 1810 for the certificate 104 is provided (possi 
bly pushed) to the certificate owner's computer system 110.1. 
Validity proof 1810 may have the same form as data 810 of 
FIG.8 or 15. For the case of FIG. 15, the verifier would have 
to compute the root value of tree 1210 from the period data as 
in Listing 1 and compare the root value to a target Tar-i. Other 
validity verification schemes can also be used. We will 
assume that the verifier does not need all the targets Tar-i to 
verify the certificate's validity. The verifier may need just one 
target Tar-i as in FIG. 18, or may need more than one but less 
than all of the targets. 
I0087 Certificate owner system 110.1 provides the validity 
proof 1810 to party (computer system) 110.2 together with 
the certificate 104. According to Some aspects of the present 
invention, the party 110.1 redacts the certificate by deleting 
the unneeded targets to reduce the amount of data provided to 
party 110.2. The redacted certificate 104R includes a signa 
ture proof 104R-Sig to allow the party 110.2 to verify the 
CA's signature on the certificate. Party 110.1 does not have 
the CA's secret key. CA 120 uses a redactable signature 
scheme to enable the party 110.1 to provide the signature 
proof 104T-Sig. Suitable redactable signature schemes are 
described in 12, and other schemes may be suitable, 
whether known or to be invented. One scheme is illustrated in 
FIG. 19. It is built on top of another signature scheme Sigo, 
which can be any signature scheme, redactable or not. To 
form a redactable signature on a message X, the message is 
broken up into blocks x x . . . . (eight blocks in FIG. 19). 
Each of these blocks can be deleted to redact the message. If 
the message X is a certificate 104, one block can be standard 
data 104D, and each of the other blocks can consist of one or 
more of the targets Tar-j. Alternatively, data 104D may cor 
respond to a number of blocks, and so can each target. A 
binary tree 1910 is constructed having at least as many leafs 
as there are blocks in the message X. For convenience of 
reference, the tree's nodes are labeled with binary strings as 
follows. The root node is labeled with the empty string E. The 
root's left and right children are labeled with strings ‘O’ and 
1 respectively. In general, for a node labeled with a strings, 

the left child is labeled s() (appending 0) and the right child is 
labeled s1. 
0088 Suppose each block of the messagex has kbits (or 

less). Let G:{0,1}->{0,1} be a pseudo-random generator. 
We assign a k-bit number k to each nodes as follows: 
Listing 2 
I0089. 1. Pick kuniformly randomly from {0,1}. 
2. Recursively, for each nodes, define ko as the first kbits of 
G(k), and k as the remaining k bits. 
End of Listing 2. 
0090 
block X of the message X (where 

Each leaf node S as assigned to a corresponding 
is interpreted both as a 

Nov. 11, 2010 

string and as a binary number). We define a hashtree structure 
on tree 1910, using some predefined hash function H, with a 
value Vassigned to each nodes as follows. For the leafnodes, 

(the entities 0, k, X are concatenated). If there are more leaf 
nodes than blockS X, the corresponding V values can be 
generated randomly or pre-assigned (e.g. set to 0). For every 
non-leaf nodes, 

v, -H(1, vo, v.1) (7) 

0091. The redactable signature Sig(x) on the messagex is 
defined as 

Sig(x)=sk, Sigo (v.)> (8) 

0092. If the message x is redacted by a deletion of some 
block X, for some string L, the signature proof (which will 
also be denoted as Sig(x)) is: 

Sig(x)=sk Value(CoNodes(L)), '', Sigo (v.)> (9) 

wherek Value(CoNodes(L)) is the set of thek values for the 
nodes s in CoNodes(L). Clearly, k Value(CoNodes(L)) is 
sufficient for the verifier to computek for the leafs other than 
L., and hence to compute V for these leafs. The value V, is part 
of signature proof (9), so the Verifier can compute V. from 
equation (7) and verify the base signature Sigo (v.). 
0093 Multiple targets can be deleted sequentially. Alter 
natively, the following techniques can sometimes be used. 
Suppose we delete all the targets except Tar-1 (i.e. all the 
message blocks for the leafs 010 through 111 in FIG. 19). 
Then the V values for the leafs 100 through 111 can be 
replaced with V, and for the leafs 010 and 011 with vo. 
Generally, if a sub-tree's leafs are all “deleted' (i.e. corre 
spond to deleted blocks), the V value for the sub-tree's root is 
inserted into the signature proof instead of the V values for the 
leafs. In our example (delete blocks X through X), the 
signature proof can be: 

Sig(x)=skoo, vol., v.1, Sigo(ve). (10) 

(The signature proof Sig(x) may also include the labels for 
each k and V value, and other data as needed to interpret the 
components of the signature proof). This signature proof has 
all the information needed for the verification. Ifall the targets 
except Tar-7 are deleted, the signature proof can be: 

Sig(x)-skooo, vool, vol, k111, V110, vol. Sigo(ve). (11) 

Here we delete six targets but add five k-bit values to the 
signature proof compared to the signature proof (8) for the 
original message X. The signature proof (11) can be shortened 
however if we provide k instead of koo and k. In some 
prior applications, the valuek, was not provided to hide the k. 
values for the deleted message blockS X, in order to make it 
harder for the verifier to determine the contents of the deleted 
blocks. In some embodiments, however, the certificate owner 
110.1 does not try to hide the deleted targets, thus allowing a 
shorter signature proofto be constructed. Moreover, k, can be 
a public constant rather than randomly generated since the 
signature security is provided by the base signature scheme 
Sigo. In this case, the k value does not need to be provided as 
part of the signature proof. Further, the function G does not 
have to be a pseudorandom generator. 
0094. In some embodiments, the certificate owner 110.1 
first checks if the redacted certificate 104R is smaller than the 
non-redacted certificate 104. The certificate owner sends to 
party 110.2 the shortest of the two certificates. In another 



US 2010/02873.70 A1 

embodiment, the certificate owner 110.1 sends the shortest 
among the certificate 104 and all the redacted certificates 
containing the target Tar-i (deleting fewer than all of the 
unneeded targets may provide a shorter certificate than delet 
ing all of the unneeded targets). 
0095 Multicast Distribution of Validity Proofs 
0096 Pushing validity status information can be advanta 
geous in ad hoc networks. An ad hoc network is a self 
configuring wireless network of systems 110 (FIG. 20) each 
of which also serves as a router. In each period pi, a directory 
or directories 210 push the validity proofs 1810 to the systems 
110 of the owners of the respective certificates. For large 
well-chosen complement cover families, the number of valid 
ity proofs 1810 needed to be distributed is relatively small and 
therefore, periodic validation status information can be dis 
tributed efficiently over the network. Broadcasting and mul 
ticasting can be used for efficient distribution. In some 
embodiments, a multicasting group 2010 of systems 110 is 
created for each set F in the complement cover CC(U) if the 
set F has more than one certificates or at least Some minimum 
number of certificates. The certificate owners 110 with cer 
tificates 104 in the set F subscribe to the corresponding mul 
ticasting group. A validity proof 1810 for the set F can be 
efficiently distributed via a multicast transmission to the 
group. If a set F contains all the certificates, the validity proof 
1810 can be broadcast. As used herein, the term “multicast 
ing includes broadcasting. 
0097. In some embodiments, CA 120 generates a comple 
ment cover CC(U) taking into account possible multicasting 
groups 2010. For example, a separate set F can be created for 
each multicasting group 2010. The set F will consist of cer 
tificates 104 owned by operators of stations 110 in the mul 
ticasting group 2010. Also, when CA120 generates a comple 
ment cover CC of the revoked certificates, CA 120 may 
preferentially choose the sets F corresponding to multicasting 
groups 2010. In some embodiments, the sets F are assigned 
priorities, with a higher priorities assigned to sets F corre 
sponding to multicasting groups 2010. The priorities may 
also depend on other factors. In some embodiments, 

Priority(F)2Priority(F) if F F2 (12) 

CA 120 first selects the sets F of the highest priority when 
generating the complement cover CC, then the sets F of the 
next highest priority, and so on. In other embodiments, CA 
120 maximizes the sum of the priorities of the sets F in CC. 
Other schemes for taking the multicasting groups into 
account can also be used. 

0098 Suppose for example that the complement cover 
CC(U) includes the sets F of FIGS. 5-6 and also includes a set 
Fo consisting of certificates {1,5}. Suppose there is a multi 
casting group 2010 including, or consisting of computer 
systems 110 of the owners of certificates 1 and 5. Suppose the 
set of revoked certificates is {3, 8 as in FIG. 6. The minimal 
complement cover CC consists of sets {1-2}, {4}, {5-6}, 
{7} as described above. If none of these four sets corresponds 
to a multicasting group 2010, then directories 210 would have 
to perform 6 unicast transmissions (one transmission for each 
valid certificate) to push the validity proofs 1810 to the cer 
tificate owners (assuming each certificate is owned by a dif 
ferent owner operating a separate system 110). If the set Fo 
has a higher priority, the CA may form a complement cover 
CC consisting of sets {1,5}, {2}, {4}, {6}, {7}. The direc 
tories 210 will need to perform only five transmissions of 
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proofs 1810 to the certificate owners because the proof for the 
set {1,5} can be pushed via a multicast transmission. 
0099. In some embodiments, a set F may correspond only 
approximately to a multicasting group 2010. The set F may 
contain some, but not all, of the certificates associated with a 
group 2010. The set F may receive a higher priority if F 
contains more than one certificates associated with a multi 
casting group of systems 110. In some embodiments, Priority 
(F) is proportional to the number of such certificates. (“Pro 
portional to means “increases with and does not necessarily 
mean “directly proportional'). 
0100. In some embodiments, CA 120 may or may not take 
the multicasting groups into account, but the network of sta 
tions 110 forms at least some of multicasting groups 2010 
based on the sets F. For example, a multicasting group 2010 
can be formed for each set F containing more than one cer 
tificates. In another embodiment, each set F containing more 
than one certificate is assigned a priority Prt(F) representing 
the expected frequency, or the expected number of periods pi, 
in which F will be an element of CC. Multicasting groups 
2010 are created only for the sets F of high priorities Prt. The 
priority Prt(F) may depend on, and be proportional to, a 
number of factors including, without limitation: 
1. The number of certificates in the set F. 
2. The sum X (D2-pi) of the remaining unexpired periods of 
the certificates in the set F in the period pi, or XD2. If D2 is 
infinite, Some predefined high number can be assigned to the 
corresponding certificate when computing this Sum. 
01.01 When a system 110 joins the network, the system 
110 may form a multicasting group 2010 for one or more of 
Such sets F, e.g. for at least one set F containing a certificate 
104 owned by the operator of system 110. Alternatively, the 
multicasting groups can beformed inadvance, and the system 
110 joining the network may subscribe to one or more, and 
possibly all, of multicasting groups 2010 associated with sets 
F containing the certificate corresponding to the system 110. 
0102 The invention is not limited to ad hoc networks. 
(0103 Caching Validity Proofs 
0104. In ad hoc networks and other networks in which at 
least some of systems 110 serve as routers, when a verifier 
system 110 (e.g. 110.1) needs a certificate's validity status 
(possibly for a certificate not owned by the operator of system 
110.1), the verifier's request 150 (FIG. 1) may travel over a 
number of other systems 110 on the way to a directory 210 or 
CA 120. Therefore, in some embodiments, when a verifier 
system 110.1 receives a validity proof 1810, the system 110.1 
may cache the validity proof in its cache 2110 (FIG. 21A). 
When another verifier 110.2 issues a request 150 for the same 
certificate, or for a certificate in the same set F (if complement 
covers are used), and the request reaches the caching system 
110.1, the system 110.1 may send the cached response to the 
system 110.2 without forwarding the response to a directory 
210 or CA 120. Since caches 2110 have a limited size, the 
caching system 110.1 may cache only selected validity proofs 
1810 expected to satisfy many requests 150 issued in the 
current period pi. In some embodiments, the system 110.1 
uses the “least recently used caching policy, giving priority 
to the validity proofs 1810 for the certificates for which a 
validity proof was most recently provided by system 110.1 to 
other systems 110. Other caching strategies, known or to be 
invented, can also be used. In some embodiments, the sets F 
are assigned caching priorities Prt1(F) representing the cach 
ing desirability of the respective proofs 1810. In some 
embodiments, the caching priority Prt1(F) is proportional to: 
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1. The number of certificates in the set F. 
2. The sum X(D2-pi) of the remaining unexpired periods of 
the certificates in the set F in the period pi, or XD2. If D2 is 
infinite, Some predefined high number can be assigned to the 
corresponding certificate when computing this Sum. 
0105. When system 110.1 receives a proof 1810 (step 
2120 in FIG.21B), the verifier 110.1 processes the proof 1810 
to verify the certificate's validity (the invention is not limited 
to any verification method). In addition, system 110.1 
decides, at step 2130, if the proof 1810 should be cached. The 
caching decision depends on the caching priority Prt1(F) of 
the set F corresponding to proof 1810, and may depend on 
other factors, such as the amount of free memory in cache 
2110. In some embodiments, the caching decision is negative 
if the proof 1810 fails to prove the certificate's validity at step 
2120. If the caching decision is positive, the proof 1810 is 
cached in cache 2110 of system 110.1 (step 2140), and oth 
erwise the proof 1810 is discarded (step 2150). 
0106 The caching is not limited to the cases when the 
validity proofs are pushed to the certificate owners. Validity 
proofs 1810 may be identical to proofs 830 of FIG.8 or 15, or 
may have other forms. The caching may be done by non 
router systems 110.1 which may get requests 150 from other 
systems 110. For example, if a system 110.2 has failed to get 
a validity proof from the CA or a directory 210 (due to a 
network failure or for some other reason), or if the system 
110.2 has obtained a validity proof but the validity proof has 
failed (e.g. a computed target did not match the certificate's 
target), then the system 110.2 may issue abroadcast request to 
a local network, and receive a validity proof 1810 from 
another system 110.1 which has cached the proof. 
0107. In some embodiments, the caching scheme of FIG. 
21 is used in systems in which the validity proofs are pushed 
to the certificate owners and some certificate owner (e.g. 
110.2) enters the network after the distribution of validation 
status information 1810 for a certain period pi. The certificate 
owner 110.2 then requests its validity proof 1810 from CA 
120 via a request 150 (FIG. 1). If an intermediate node 110.1 
maintains a validation status information cache 2110, the 
intermediate node searches the cache for validation status 
information for the requested certificate. If the search is suc 
cessful, the respective validation status information is trans 
mitted to the requestor. Otherwise the request is forwarded to 
CA120. 

0108 Dynamic Introduction of New Certificates 
0109. It is desirable to allow addition of new certificates 
after the setup stage (e.g. the stage illustrated in FIG.9 or 16). 
Hash chains (1) and hash trees 1210 (FIGS. 12-14) each 
accommodate a predefined number of periods pi. In some 
embodiments, a certificate revocation system is provided 
which allows addition of new certificates at any time after the 
setup, with additional piperiods. Let M be a maximum num 
ber of certificates in the setup phase, and Suppose each cer 
tificate is to be issued for some number Tv of periods pi (TV 
is the maximum validity period D2-D1, expressed as the 
number of the piperiods). The periods pi are marked on the 
Time axis 2210 of FIG.22. In the setup phase, CA 120 creates 
M certificate slots even though the actual number of certifi 
cates may be less than M. Some slots areassigned to the actual 
certificates, and the remaining slots are empty. FIG. 23A 
shows how some of the setup steps of FIGS. 9, 16 are adapted 
for dynamic introduction of the new certificates. The remain 
ing steps are not shown and can be as in FIG. 9 or 16. At step 
914, CA 120 creates a complement cover CC(U) for the M 
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certificate slots (if the complement covers are used; the inven 
tion is not limited to use of complement covers). At step 918, 
CA 120 generates a hash chain (1) or a hash tree 1210 for 
some number Tcl of periods pi for each set F in the cover 
CC(U). Tdd-Tv. In the example of FIG. 22, Tcl-2*Tv. The 
remaining setup steps 922,930 can also be performed. Alter 
natively, the invention can be practiced without the hash trees 
710. 

10110. If hash chains (1) are used, the target co-f'(x) 
where x is the seed. The validity proof provided to verifiers 
110 includes a token c, and the number j of times that the 
function f is to be applied to the i-token c (F). The verifier 
checks that P(c)-co. 
0111. The periods 1 though Tv will be called a “Tv win 
dow' herein. If a certificate is created in this window, it will 
expire on or before Tod, and hence can be used with the data 
structures (hash chains (1) or hash trees 1210) created by CA 
120 at step 918. More generally, a TV window is a window in 
which a new certificate can be accommodated by the existing 
data structures for a predefined time interval of a number of 
the piperiods, i.e. the certificate will not last beyond the last 
piperiod provided for by the data structures. In the embodi 
ment of FIG. 22, the first TV window is a window from pi–1 
to pi-Td-TV. In FIG. 22, the certificate expiration times D2 
are shown with crosses. 
0112 A “Tod window” starts at the same time as a corre 
sponding TV window and ends Tod periods later, denoting the 
outside bounds of the maximum validity period of each new 
certificate created in the TV window. 
0113 FIG. 23B shows operation of CA 120 after the setup 
stage. If a new certificate is requested, at step 2330, in the 
current TV window, and an empty certificate slot exists (step 
2340), then CA 120 assigns the new certificate to an empty 
slot (step 2350). The new certificate is valid for TV periods pi 
beginning with the current pi, and may expire after the current 
TV window. If there are no empty slots, CA 120 performs the 
setup again (step 23.60). In particular, a new complement 
cover CC(U) is created for M new certificate slots, and the 
hash chain (1) or hash tree 1210 is created for each new set F 
of the new complement cover for a new TV window of Td 
periods pistarting with the current (or the next) period pi. The 
new TV window becomes the currentTV window. The remain 
ing setup steps (e.g. creation of trees 710) can also be per 
formed. Control returns to step 2330. Since the empty slot 
exists at step 2340 (M new slots have just been created), the 
new certificate is assigned to one of the new slots. Control 
returns to step 2330. 
0114. If CA120 has not run out of empty slots until the end 
of the currentTV window, step 2360 is performed at the end of 
the window. 
0115 CA 120 and directories 210 provide the validity and 
proofs both for the current Td window and for all the previous 
Td windows which have not yet expired. When a Tod window 
expires, the corresponding data structures can be re-used. The 
data structures associated with an expired certificate (e.g. the 
hash chains (1) or the hash trees 1210) can be re-used even 
before the corresponding Ta window expires. 
0116 FIG. 24 illustrates an embodiment in which differ 
ent certificates 104 may have different maximum validity 
periods D2-D1 (FIG. 1). Maximum validity periods are 
shown as TV1, TV2 for certificates created at respective times 
t1, t2. In this embodiment, it is required for the maximum 
validity period to be at least as long as a predefined number 
TN/min. FIG.25 shows how the setup step 918 is modified for 
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this embodiment. At step 918, CA 120 creates the hash chains 
(1) or hash trees 1210 for a fixed number Todd Tvmin of 
periods pi for M certificate slots. Therefore, the certificates 
can be added to the setup data structures until the time (Td 
Tvmin), which marks the end of the first TV window. A 
certificate added in any period pito the hash chain or hashtree 
data structures can be accommodated by the data structures 
for up to (Td-pi) of the piperiods. In some embodiments, the 
certificate's maximum validity time is set to (Td-pi), e.g. by 
setting D2 to (D1+Td-pi). In other embodiments, the maxi 
mum validity time is not allowed to exceed some predefined 
number TVmax>Tvmin of the pi periods. In some embodi 
ments, Tad Tvmax. The CA operation after the setup stage is 
as in FIG. 23. 
0117 The invention is not limited to hash trees 1210 or 
hash chains. 
0118 Distributed Certificate Authority 
0119) A single CA 120 can be vulnerable to denial of 
service attacks and can be unavailable in the case of network 
errors. In some embodiments, a Distributed Certificate 
Authority (distCA) described below minimizes those draw 
backs while maintaining the security of the overall system. 
0120) A distCA includes a CA 120 (FIG. 26) and some 
number “S” of Sub-CAS 2610 (i.e. 2610.1, ... 2610.S). In the 
setup phase, Sub-CAS 2610 receive secret data from CA 120, 
but the data are encrypted. The data corresponding to differ 
ent periods pi can be encrypted Such that the decryption 
requires different keys. CA 120 distributes the required 
decryption keys for each period piat the beginning, or shortly 
before, the period pi. In some embodiments, the distributed 
CA has the following advantages: 
1. The verifier 110 can get a validity or invalidity proof for a 
certificate from any Sub-CA 2610. Therefore, in the case of 
network failures, chances are higher to obtain the proof of 
validity or invalidity. 
2. Less Vulnerability to Successful denial-of-service attacks in 
each period pi because, as described below, less data need to 
be exchanged with CA 120 in each period pi (the decryption 
key distributed to Sub-CAS 2610 can be smaller than all of the 
period data Such as i-tokens). 
3. Compromising one of Sub-CAS 2610 does not compromise 
the whole system. 
4. A compromised Sub-CA2610 can be reactivated after it is 
back in control of CA120. 
5. The additional computational work performed by the veri 
fier to validate a certificate is Small compared to a digital 
signature computation. 
0121. Some embodiments do not provide all of the advan 
tages described above. Some embodiments provide addi 
tional advantages, as described below. 
0122 FIG.27 illustrates the CA setup phase. At step 2710, 
CA 120 establishes the validation periods p1, p2, ... pt for 
some t. At step 2714, CA 120 generates data structures for 
verifying the Sub-CA validity in each period pi. The same 
kind of structures can be used as for the certificate validation. 
See e.g. FIGS. 1-17. In the example of FIGS. 26-27, hash 
trees 2614.1, . . . 2614.S are created for the respective Sub 
CAS 2610.1, ... 2610.S. Each tree 2614 can be of the same 
form as a tree 1210 in any one of FIGS. 12-14, with grey 
Vertices gV(1), ... gV(t) for the respective periods p1, ... pt. 
In FIG. 26, trees 2614 are grounded dense hashtrees (“GDH'. 
as in FIG. 14), but other kinds of trees, or simply hash chains 
(1), can also be used. The leaf values are generated randomly 
separately for each tree 2614. Let W, denote the root value of 
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tree 2614.j. We will refer to the W, values as validation targets. 
A hashtree 2618 (which can be of the same form as a tree 710 
of FIG. 7A or FIG. 11) is defined whose leaf values are 
validation targets W.'s. Let R., denote the root value of tree sitf 

2618. R, is inserted into each certificate 104. 
I0123. This embodiment does not use revocation targets N 
for the Sub-CAs. Lack of a validity proof is taken as proof that 
the Sub-CA is invalid. Other embodiments use explicit revo 
cation proofs for the Sub-CAs. As mentioned above, in some 
embodiments an invalid Sub-CA can be re-activated in a 
Subsequent period pi. Therefore, in Some embodiments, the 
revocation proof is constructed using a technique Suitable for 
validity proofs. For example, trees like 2614, 2618 can be 
used to prove a Sub-CA invalidity in each period pi. 
0.124. At step 2718, CA 120 creates data structures for 
certificate validation and revocation. Any of the certificate 
validation and revocation techniques can be used, including 
the techniques described above with respect to FIGS. 1-25 
and other techniques, known or to be invented. In the example 
of FIG. 26, a separate data structure 2622.j is created for each 
certificate for the respective Sub-CA 2610.j (so that if one 
Sub-CA is compromised, the remaining Sub-CAs data struc 
tures 2622 remain secure). For example, each structure 2622.j 
can include a tree 1210 for the periods pi for the certificate 
(when complement covers are not used), or a combination of 
(a) the trees 1210 for the complement cover sets F containing 
the certificate with (b) a hash tree 710 over the targets of the 
trees 1210. See FIGS. 7A-17. For each structure 2622.j, the 
corresponding trees 1210 have different, randomly generated 
leaf values, so different structures 2622.j are not recoverable 
from one another. In FIG. 26, each structure 2622.j has its 
own validation target Y, (Y, can be the root value of the 
corresponding tree 710 or 1210, or can beahash chain target), 
a revocation seed No. and a revocation target N. f(No). CA 
120 defines a hash tree 2626 (e.g. like in FIG. 7A or 11) over 
the root values Y. Let R. denote the root value of tree 2626. 
R is inserted into the certificate. 
(0.125 CA 120 also defines a hash tree 2630 (e.g. like in 
FIG. 7A or 11) over the revocation targets N. Let N, denote 
the root value of tree 2630. N, is inserted into the certificate. 
The certificate is signed by CA 120 as shown at 104-Sig. 
0.126 The certificate validation structures may also 
include structures common for the Sub-CAS, e.g. structures 
defining a complement cover CC(U) if the same complement 
cover is used for all the Sub-CAs. 
I0127. In some embodiments, a separate structure 2622.j is 
created for each set F of a complement cover rather than each 
certificate. This could be done, for example, for the systems of 
FIGS. 4-6 (no hash trees 710). Also, each structure 2622.j 
may include multiple validation and/or revocation targets. A 
separate hash tree 2626 can be created for a set of targets 
which includes one target from each structure 2622.j. For 
example, if the certificates include the targets co(F), then a 
separate hash tree 2626 can be created over all the targets 
co(F) for a given set F for all the Sub-CAs. Alternatively, a 
single tree 2626 can be created for all of the targets. Some 
embodiments have no targets, and there is no tree 2626. Many 
validation structure types can be used. 
I0128. At step 2722, CA 120 generates encryption and 
decryption keys 2640.j for each Sub-CA 2610.j. In this 
embodiment, for each Sub-CA 2610.j, one decryption key is 
used for a number of consecutive periods pi. For example, 
suppose there are 365 periods pi subdivided into P-25 logical 
partitions. 365/25=14%5, so we can place the periods p1 
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through p15 into Partition 1, periods p16 through p30 into 
Partition 2, and so on. The last Partition 25 has periods p361 
through p365. The invention is not limited to the partitions 
having any particular number of periods. For each Sub-CA 
2610.j and each partition k, CA 120 generates a decryption 
key DK.jk. The encryption scheme may be symmetric (i.e. 
the encryption keys may be the same as the decryption keys) 
or asymmetric. 
0129. At step 2726, CA 120 uses the data 2622, 2626 to 
create certificate validation data 2650.j for each Sub-CA 
2610.j. CA 120 encrypts the data 2650.j and sends it to the 
respective Sub-CAS 2610.j. For each j, data 2650.j includes a 
data structure 2660 for each period pi. In some embodiments, 
the data 2660 are the same as the data 830V (FIGS. 8, 15) for 
the validity proofs 830. In one example which uses a tree 1210 
for each certificate 104 and does not use complement covers, 
data 2660 consists of Value(gV(i)) and Value(CoNodes(gV(i)). 
In some embodiments, the data 2660 for each period pi may 
be reduced in size by deleting the co-node values and other 
information present in data 2660 for the preceding periods pi. 
0130 For each Sub-CA 2610.j and each partition k, the 
data 2660 are encrypted for decryption with the key DK.j.k. 
0131 Optionally, for each certificate 104, CA 120 distrib 
utes to each Sub-CA 2610.j, and/or the certificate owner 
and/or other parties, data 2662 needed to compute the vali 
dation target R from the corresponding target Y. Data 2662 
may include Value(CoNodes(Leaf(Y))) where Leaf(Y) is 
the tree 2626 leaf corresponding to Sub-CA. 2610.j. Option 
ally, for each certificate 104, CA 120 distributes to each 
Sub-CA 2610.j, and/or the certificate owner and/or other 
parties, data 2664 needed to compute the revocation target N. 
from the corresponding target N. Data 2664 may include 
Value(CoNodes(Leaf(N))) where Leaf(N) is the tree 2630 
leaf corresponding to Sub-CA 2610.j. Optionally, CA 120 
distributes to each Sub-CA 2610.j, and/or each certificate 
owner and/or other parties, data 2668 needed to compute the 
target R, from the corresponding target W. Data 2664 may 
include Value(CoNodes(Leaf(W))) where Leaf(W) is the 
tree 2618 leaf corresponding to Sub-CA 2610.j. Data 2662, 
2664, 2668 need not be encrypted. Optionally, CA 120 can 
make public all or some of validation targets WYN, CA 
120 can also provide these targets, for eachi, to the respective 
Sub-CA 2610,j. 
0.132. At, or shortly before, the start of each period pi, if pi 

is the first period in a partition k, CA 120 distributes, for each 
j, the decryption key DKj.k to Sub-CA 2610.j. If a Sub-CA 
has been compromised and has not returned under control of 
CA 120, CA 120 may withhold the decryption key from the 
CA. 

0133) If a Sub-CA 2610.j is compromised, the adversary 
may have access to all the data structures 2650i. However, the 
data 2660 are encrypted, and the adversary will hopefully not 
be able to decrypt the data 2660 for the future partitions. 
Therefore, once the Sub-CA 2610.j is back under the CA's 
control, CA 120 can reactivate the Sub-CA in the first period 
pi of the next partition. Reactivation implies that CA 120 will 
(a) provide the validity proof 2672 for the Sub-CA and (b) 
will provide the Sub-CA with (b1) the decryption key DK.j.k 
for the current partitionk, and (b2) the decryption keys for all 
the preceding partitions if the keys were withheld when the 
Sub-CA was out of the CA's control and if the data 2660 for 
the preceding partitions are needed to construct certificate 
validity proofs. 
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I0134. At, or shortly before, each period pi, CA 120 sends 
to each Sub-CA 2610.j, and/or each certificate owner and/or 
other parties, a validity proof 2672 to prove the Sub-CA 
validity in the period pi. Validity proof 2672 includes Value 
(gV(i)) and Value(CoNodes(gV(i))) for the corresponding tree 
2614.j. In addition, CA 120 sends to each Sub-CA 2610.j the 
revocation seed values No for each certificate 104 which has 
been revoked in the previous period pi (or in any of the 
previous periods pi). 
0.135 At, or shortly before, each period piwhich is the first 
period of a partition, each Sub-CA 2610 which has not been 
compromised uses the corresponding decryption key to 
decrypt the validation data 2660 for the partition. 
I0136. In a periodpi, a verifier 110 (FIG.28) receives, from 
a Sub-CA2610.jor another party, the Sub-CA's validity proof 
2810. The verifier also receives either a certificate validity 
proof 2820 or a certificate revocation proof 2830 for the 
certificate of interest. The validity proof 2810 includes data 
2668, 2672 (FIG. 26) for the Sub-CA. 2610.j. The verifier 
computes the Sub-CA's target W, from the data 2672 (see 
Listing 1 above), and then the target R, from the data 2668. 
If the computed value Rs, matches the R value in the 
certificate, the Sub-CA is assumed to be valid. Otherwise, the 
verifier may seek the Sub-CA validity proof from another 
source, or simply assume the Sub-CA to be invalid and seek 
the certificate validity data from another Sub-CA. 
I0137 Certificate validity proof 2820 includes a validity 
proof 830. The validity proof 830 is constructed from 
decrypted data 2660. The form of proof 830 depends on the 
underlying certificate validity Scheme, and may be as in FIG. 
8 or 15 for example. Other validity schemes can also be used, 
including for example the scheme of FIG. 2 and other 
schemes, known or to be invented. If the verifier receives 
validity proof 2820, the verifier computes the target Y, from 
data 830, and then the target R, from the data 2662. If the 
computed value R matches the R value in the certificate, the 
certificate is assumed to be valid. Otherwise, the certificate is 
either assumed to be invalid or the verifier may seek another 
proof, for example by contacting another Sub-CA. 
0.138 Certificate revocation proof 2830 includes a revoca 
tion seed No, and data 2664. If the verifier receives revocation 
proof 2830, the verifier computes the revocation target N-f 
(N), and then the target N. from the data 2664. If the com 
puted N value matches the N value in the certificate, the 
certificate is assumed to be revoked. Otherwise, the verifier 
may still assume the certificate to be revoked, or seek another 
proof, for example by contacting another Sub-CA. 
0.139. In each case when a target is to be computed from 
the co-node values (e.g. when the target W, needs to be com 
puted), if the verifier has already verified the same certificate 
for a previous period p and has cached the co-node values, 
and the grey Vertices for the period p and the current period 
piare in a common Sub-tree whose root value has been cached 
as the value of one of the co-nodes, then the verifier needs 
only to compute the root value for the sub-tree and compare it 
to the cached value rather than computing the root value for 
the tree. For example, ifa sub-tree root value has been cached 
for a tree 2614.j, the verifier does not need to compute W, or 
R (provided that the verifier has all the pertinent informa 
tion on the tree structure and not just a listing of type (5)). 
0140. Some embodiments use directories 210 (FIG. 15). 
Sub-CAS 2610 form validity proofs 810, revocation proofs 
820, and possibly Sub-CA validity proofs 2810 and distribute 
them each period pi to directories 210. The directories con 
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struct proofs 2820, 2830 and send them to the verifiers. In 
some embodiments, a directory 210 receives data from only 
one or two Sub-CAS since the verifier will need the validity 
proof from only one valid Sub-CA. Other proof distribution 
schemes are also possible. In particular, some or all of data 
2810, 2820, 2830 can be provided by CA 120, by the certifi 
cate owner, or by another party, e.g. another system 110 in an 
adhoc network if that other system 110 has cached some orall 
of data 2810, 2820, 2830. 
0141. In some embodiments, each partition consists of one 
period pi. Different Sub-CAS 2610 have different decryption 
keys DK.j.i for each period pi. Sub-CA validity verification is 
then omitted. If a Sub-CA is compromised, CA 120 revokes 
the Sub-CA by stopping to send the decryption keys to the 
Sub-CA. When the Sub-CA is back in control of the CA, the 
CA can reactivate the Sub-CA by sending to it the retained 
decryption keys. Hence, the data 2614, 2618, 2668 can be 
omitted. 

0142. The invention is not limited to the embodiments 
described above. The invention is not limited to any particular 
hash functions, or to cryptographic functions (which are easy 
to compute but are one-way or collision resistant). In some 
embodiments, it is desirable that a function for H be collision 
resistant not in the sense that it is difficult to find different X 
andy with the same image but in the sense that if X and y are 
uniformly drawn from the function's domain, the probability 
is small that they both will have the same image: 

where C. is a small constant (e.g. /10, or /100, or 2, or 2, 
or 2, or 2'', or some other value). Some or all of the 
techniques used for validity proofs can also be used for inval 
idity proofs and vice versa. The CA, the Sub-CAS, the direc 
tories and the systems 110 may include Software-program 
mable or hardwired computer systems interconnected via a 
network or networks. Each function for H represents an 
evaluation method performed by a computer system. The 
invention is not limited to the step sequences shown in the 
flowcharts, as the step order is sometimes interchangeable 
and further different steps may be performed in parallel. 
Other embodiments and variations are within the scope of the 
invention, as defined by the appended claims. 
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1. A transmission method comprising transmitting, in an 
electromagnetic carrier wave, one or more computer instruc 
tions operable to cause a computer system to generate com 
puter data comprising a validity or invalidity proof for a first 
digital certificate certifying that a cryptographic key is asso 
ciated with an entity, the computer data comprising: 

(a1) period data for a period of time, for computing a first 
target, wherein the period of time is one of a plurality of 
periods of time each of which is associated with period 
data, and the first target is computable, in computer 
implemented computation, from the period data associ 
ated with any one the periods of time; 

wherein for each set in at least the first plurality, the period 
data form at least part of a hash tree, each period of time 
corresponding to the hash tree's node comprising the 
period data for the period of time, different periods of 
time corresponding to different nodes, wherein for at 
least two of the periods of time, one of the corresponding 
nodes is neither a child nor a parent of the other one of 
the corresponding nodes; 

(a2) second target computation data for computing, in 
computer-implemented computation, a second target 
from the first target, wherein the second target is a func 
tion of a plurality of first targets each of which is asso 
ciated with a set comprising the first digital certificate. 

2. The network transmission method of claim 1 whereinfor 
at least one set in the first plurality, for the nodes correspond 
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ing to at least two of the periods of time, one of the nodes is a 
parent of the other one of the nodes in the corresponding hash 
tree. 

3. A transmission method comprising transmitting, in an 
electromagnetic carrier wave, a computer program compris 
ing one or more computer instructions operable to cause a 
computer system to generate computer-readable computer 
data for computer-implemented verification of validity and/or 
invalidity of one or more cryptographic digital certificates 
including a first digital certificate, each digital certificate cer 
tifying that a cryptographic key is associated with an entity, 
the computer data being for proving to a verifier computer 
system the validity or invalidity of at least the first digital 
certificate, the computer data comprising: 

(a) first data defining a plurality of sets, the plurality of sets 
comprising a first plurality of sets, wherein the first 
digital certificate belongs to each set in the first plurality; 

(b) for each set in at least the first plurality, second data 
which define period data for each of a plurality of peri 
ods of time and also define a first target for the set, 
wherein the first target is computable, in computer 
implemented computation, from the period data for any 
one of said periods of time by the verifier computer 
system to verify the validity and/or invalidity of any 
certificate in the set relative to the respective period of 
time; 

wherein for each set in at least the first plurality, the period 
data form at least part of a hash tree, each period of time 
corresponding to the hash tree's node comprising the 
period data for the period of time, different periods of 
time corresponding to different nodes, wherein for at 
least two of the periods of time, one of the corresponding 
nodes is neither a child nor a parent of the other one of 
the corresponding nodes; 

(c) third data defining a second target computable, in com 
puter-implemented computation, from the first targets of 
the first plurality of sets. 

4. The network transmission method of claim3 wherein the 
first digital certificate does not include at least one of the first 
target values of the sets of the first plurality. 

5. The network transmission method of claim3 whereinfor 
at least one set in the first plurality, for the nodes correspond 
ing to at least two of the periods of time, one of the nodes is a 
parent of the other one of the nodes in the corresponding hash 
tree. 

6. The network transmission method of claim3 wherein the 
first digital certificate includes the second target. 

7. A transmission method comprising transmitting, in an 
electromagnetic carrier wave, one or more computer instruc 
tions operable to cause a computer system to perform a com 
puter implemented proof operation for providing proofs of 
validity and/or invalidity of one or more cryptographic digital 
certificates including a first digital certificate, each digital 
certificate certifying that a cryptographic key is associated 
with an entity, the proof operation comprising: 

(a) receiving over a network: 
(a1) first data associating the first digital certificate with 

a first plurality of sets, wherein the first digital certifi 
cate belongs to each set in the first plurality; 

(a2) data defining a first target for each set of the first 
plurality and defining a second target computable, in 
computer-implemented computation, from the first 
targets of the first plurality of sets; 
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(b) periodically receiving over a network, for each set in at 
least the first plurality, period data for each of a plurality 
of periods of time, wherein the first target is computable, 
in computer-implemented computation, from the period 
data for any one of the periods of time by a verifier 
computer system to verify the validity and/or invalidity 
of any certificate in the set relative to the respective 
period of time; 

wherein for each set in at least the first plurality, the period 
data form at least part of a hash tree, each period of time 
corresponding to the hash tree's node comprising the 
period data for the period of time, different periods of 
time corresponding to different nodes, wherein for at 
least two of the periods of time, one of the corresponding 
nodes is neither a child nor a parent of the other one of 
the corresponding nodes; 

(c) in each period of time, providing, if requested, a proof 
of validity or invalidity for at least the first digital cer 
tificate, the proof comprising the period data for the 
period of time and also comprising data for computer 
implemented computation of the second target from the 
first target defined by the period data provided in said 
proof. 

8. The network transmission method of claim 7 whereinfor 
at least one set in the first plurality, for the nodes correspond 
ing to at least two of the periods of time, one of the nodes is a 
parent of the other one of the nodes in the corresponding hash 
tree. 

9. A transmission method comprising transmitting, in an 
electromagnetic carrier wave, one or more computer instruc 
tions operable to cause a computer system to perform a veri 
fication operation for verifying a validity or invalidity of a first 
digital certificate certifying that a cryptographic key is asso 
ciated with an entity, the verification operation comprising: 

(a) receiving, over a network: 
(a1) period data for a period of time, for computing a first 

target in computer-implemented computation, wherein 
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the period of time is one of a plurality of periods of time 
each of which is associated with period data, and the first 
target is computable, in computer-implemented compu 
tation, from the period data associated with any one of 
the periods of time; 

wherein for each set in at least the first plurality, the period 
data form at least part of a hash tree, each period of time 
corresponding to the hash tree's node comprising the 
period data for the period of time, different periods of 
time corresponding to different nodes, wherein for at 
least two of the periods of time, one of the corresponding 
nodes is neither a child nor a parent of the other one of 
the corresponding nodes; 

(a2) first target computation data comprising values of one 
or more of the nodes for computing, in computer-imple 
mented computation, the first target recited in (al) from 
the period data received in (a1); 

(a3) second target computation data for computing, in 
computer-implemented computation, a second target 
from the first target, wherein the second target is a func 
tion of a plurality of first targets each of which is asso 
ciated with a set comprising the first digital certificate; 

(b) computing, incomputer-implemented computation, the 
first target recited in (a1) from the period data and the 
first target computation data; 

(c) computing, in computer-implemented computation, the 
second target from the first target computed in (b) and 
from the target computation data; 

(d) matching the second target against a value obtained 
from the first digital certificate to determine the first 
digital certificate's validity or invalidity. 

10. The network transmission method of claim 9 wherein 
for at least one set in the first plurality, for the nodes corre 
sponding to at least two of the periods of time, one of the 
nodes is a parent of the other one of the nodes in the corre 
sponding hash tree. 


