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(57) Abrégé/Abstract:

A method of tube slot localization is provided using a tray coordinate system and a camera coordinate system. The method
includes receiving, a series of images from at least one camera of a tray comprising tube slots arranged in a matrix of rows and
columns. Each tube slot is configured to receive a sample tube. The method also includes automatically detecting fiducial markers
disposed on cross sectional areas between the tube slots on the tray and receiving an encoder value indicating when each row of
the tray is substantially at the center of the camera's field of view. The method further includes determining calibration information to
provide mapping of locations from the tray coordinate system to locations from the camera coordinate system and automatically
aligning the tray based on the encoder value and calibration information.
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IMAGE-BASED TRAY ALIGNMENT AND TUBE SLOT
LOCALIZATION IN A VISION SYSTEM

RELATED APPLICATION
[0001] This application claims priority to U.S. Provisional Application Serial

Number 62/117,912 entitled “IMAGE-BASED TRAY ALIGNMENT AND TUBE SLOT

LOCALIZATION IN A VISION SYSTEM” filed on February 18, 2015.

TECHNOLOGY FIELD

[0002] The embodiments disclosed herein relate in general to capturing images of a
tube tray to determine characteristics of the tray and tubes held within the tray and, more
particularly, to using fiducial markers to calibrate and align the tray for accurate determination

of the characteristics of the tray and tubes held within the tray.

BACKGROUND
[0003] In vitro diagnostics (IVD) allows labs to assist in the diagnosis of disease

based on assays performed on patient fluid samples. IVD includes various types of analytical
tests and assays related to patient diagnosis and therapy that can be performed by analysis of a
liquid sample taken from a patient’s bodily fluids, or abscesses. These assays are typically
conducted with automated clinical chemistry analyzers (analyzers) into which tubes or vials
containing patient samples have been loaded. Because of the variety of assays needed in a
modem VD lab, and the volume of testing necessary to operate a lab, multiple analyzers are
often employed in a single lab. Between and amongst analyzers, automation systems may also
be used. Samples may be transported from a doctor’s office to a lab, stored in the lab, placed

into an automation system or analyzer, and stored for subsequent testing.
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[0004] Storage and transport between analyzers is typically done using trays. A
tray is typically an array of several patient samples stored in test tubes. These trays are often
stackable and facilitate easy carrying of multiple samples from one part of the laboratory to
another. For example, a laboratory may receive a tray of patient samples for testing from a
hospital or clinic. That tray of patient samples can be stored in refrigerators in the laboratory.
Trays of patient samples can also be stored in drawers. In some automation systems, an
analyzer can accept a tray of patient samples and handle the samples accordingly, while some
analyzers may require that samples be removed from trays by the operator and placed into
carriers (such as pucks) before further handling. Trays are generally passive devices that
allow samples to be carried and, in some cases, arranged in an ordered relationship.

[0005] Generally, information about sample tubes stored in a tray is not known
until an operator or sample handling mechanism interacts with each tube. For example, a
sample handling robot arm may pick up a tube, remove it from the tray, and place it into a
carrier. The carrier can then travel to a decapper station to remove any possible cap and pass
by a barcode reader so that a barcode on the side of the tube can be read to reveal the contents
of the tube. In many prior art sample handling mechanisms, the identity of the tube is not
known until after the tube is removed from the tray. In this manner, all tubes in a tray will
often be handled the same way until after a tube is placed onto a carrier in an automation

system.

SUMMARY

[0006] Embodiments provide a method of tray calibration using a tray coordinate
system having an x-axis and a y-axis and a camera coordinate system having an x-axis and a
y-axis. The method includes acquiring an image of a tray comprising a plurality of tube slots
arranged in a matrix of rows and columns. Each tube slot configured to receive a sample

tube, the image of the tray being acquired via a camera. The method also includes detecting,
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using a processor, a plurality of fiducial markers disposed on cross sectional areas between
the tube slots on the tray and pre-aligning the tray coordinate system with the camera
coordinate system. The method further includes calculating, using the processor, a tray grid
by fitting parallel lines to positions of markers along their x-coordinates of the tray coordinate
system and fitting pairs of parallel lines to positions of the markers on each row along their y-
coordinates of the tray coordinate system and calibrating, using the processor, the tray by
identifying a correspondence of each detected fiducial marker to a physical position on the
tray to provide mapping of the tray coordinate system to the camera coordinate system.

[0007] According to an embodiment the tray is configured to fit within a portion
of a drawer movable between an open position and a closed position and the image of the tray
is acquired via the camera as the drawer is moved between the open and the closed position.

[0008] According to another embodiment, the method further includes acquiring
another image of the tray via another camera adjacent the camera and having another camera
coordinate system, pre-aligning the tray coordinate system with the other camera coordinate
system and identifying the correspondence of each detected fiducial marker to the physical
position on the tray to provide mapping of the tray coordinate system to the other camera
coordinate system.

[0009] In yet another embodiment, calculating the tray grid further includes
grouping detected markers into clusters along their x-coordinates of the tray coordinate
system, wherein the detected markers in each cluster lay in a line in the y-direction of the tray
coordinate system which is parallel to the other lines in the y-direction of the tray coordinate
system formed by the other clusters.

[0010] According to an aspect of an embodiment, the plurality of fiducial markers

are white dots.
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[0011] In one embodiment, calculating the tray grid further includes performing
linear regression to fit the parallel lines to positions of the markers along their x-coordinates
of the tray coordinate system and to fit the pairs of parallel lines to positions of the markers
on each row along their v-coordinates of the tray coordinate system. The cross sectional
areas are near diamond shaped areas and fiducial markers on each row of the near diamond
shaped area include top comer fiducial markers located at the top comer of alternating
diamond shaped areas and right comer fiducial markers located at the right corner of
alternating diamond shaped areas.

[0012] In another embodiment, the method further includes using the
correspondence of each detected fiducial marker to the physical position on the tray to align
the tray during online operation.

[0013] In yet another embodiment, calibrating the tray further includes deriving a
pose of the camera by minimizing re-projection errors according to:

R.t = argming ( Zi || pi -/ (RP; + tKc,do ) ||
where {Pi} and {p;} are the 3D and 2D correspondences, 7 () is the 3D to 2D projection
function from camera coordinate system to its image plane, K. is the intrinsic calibration
matrix containing the focal length and skew of the camera axis and the principal point on the
image. d. is its lens distortion vector, and the rotation matrix R and translation vector t are the
extrinsic parameters describing the pose of the camera image.

[0014] Embodiments provide a method of tube slot localization using a tray
coordinate system and a camera coordinate system. The method includes receiving, using a
processor, a series of images from at least one camera of a tray comprising tube slots
arranged in a matrix of rows and columns. Each tube slot is configured to receive a sample
tube. The image of the tray is acquired via the at least one camera. The method also includes

automatically detecting, using the processor, a plurality of fiducial markers disposed on cross
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sectional areas between the tube slots on the tray and receiving, using the processor, an
encoder value indicating when each row of the tray is substantially at the center of the
camera’s field of view. The method further includes determining, using the processor,
calibration information to provide mapping of locations from the tray coordinate system to
locations from the camera coordinate system and automatically aligning, using the processor,
the tray based on the encoder value and calibration information.

[0015] According to an embodiment, the tray is configured to fit within a portion
of a drawer movable between an open and a closed position and the image of the tray is
acquired via the at least one camera as the drawer is moved between the open position and
the closed position.

[0016] According to another embodiment, the calibration information indicates
correspondence of each detected fiducial marker to a physical position on the tray.

[0017] In yet another embodiment, the calibration information indicates the tray’s
type, the tray’s orientation and the tray’s position. Automatically aligning, using the
processor, the tray further includes predicting locations of fiducial markers based on the
encoder value and the calibration information, automatically determining an offset between
the projected locations of the markers and the locations of the detected marker and
automatically compensating for the offset to align the tray and tube slots that fall in the at
least one camera’s field of view.

[0018] In one embodiment, the method further includes defining tube slot grid
points at the center of each of the cross sectional areas and projecting compensated tube slot
grid points onto one or more of the series of images to locate the tube slots based on the

determined offset.
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[0019] In another embodiment, the method further includes extracting data
corresponding to each tube slot from one or more of the series of images to determine at least
one of: whether a tube occupies one of the tube slots and a tube type.

[0020] Embodiments provide a vision system for use in an in vitro diagnostics
environment. The system includes a tray having a plurality of tube slots arranged in a matrix
of rows and columns. Each tube slot is configured to receive a sample tube. The tray also
includes a plurality of cross sectional areas located between the plurality of tube slots and a
plurality of fiducial markers disposed on the cross sectional areas. The system also includes a
surface configured to receive the tray, at least one camera configured to capture a series of
images of the tray positioned on the surface and an encoder configured to generate an
encoder value indicating when each row of the tray is substantially at the center of the at least
one camera’s field of view. The system further includes a processor configured to receive the
series of images of the tray from the at least one camera, automatically detect a plurality of
fiducial markers disposed on cross sectional areas between the tube slots on the tray, receive
the encoder value, generate calibration information to provide mapping of locations from a
tray coordinate system to locations from a camera coordinate system and automatically align
the tray based on the encoder value and calibration information.

[0021] According to an embodiment, the surface comprises a drawer movable
between an open and a closed position and the image of the tray is acquired via the at least
one camera as the drawer is moved between the open position and the closed position.

[0022] According to another embodiment, each cross sectional area is a near
diamond shaped area and each near diamond shaped area is disposed between four of the
plurality tube slots. The fiducial markers on each row of the near diamond shaped areas

include top corner fiducial markers located at the top corner of alternating diamond shaped
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areas and right corner fiducial markers located at the right corner of alternating diamond
shaped areas.

[0023] In yet another embodiment, the processor is further configured to
determine calibration information to provide mapping of locations from the tray coordinate
system to locations from the camera coordinate system by detecting the plurality of fiducial
markers disposed on the cross sectional areas between the tube slots on the tray, pre-aligning
the tray coordinate system with the camera coordinate system, calculating a tray grid by
fitting parallel lines to positions of markers along their x-coordinates of the tray coordinate
system and fitting pairs of parallel lines to positions of the markers on each row along their y-
coordinates of the tray coordinate system and determining calibrating information by
identifying a correspondence of each detected fiducial marker to a physical position on the
tray.

[0024] Embodiments provide a tray configured to be held on a surface for use
with a vision system. The tray includes a plurality of tube slots arranged in a matrix of rows
and columns. Each tube slot is configured to receive a sample tube. The tray also includes a
plurality of near diamond shaped areas. Each near diamond shaped area is disposed between
four of the plurality tube slots. The tray further includes a plurality of fiducial markers. Each
fiducial marker is disposed on one of the near diamond shaped areas.

[0025] According to an embodiment, fiducial markers on each row of the near
diamond shaped areas include top comer fiducial markers located at the top corner of
alternating diamond shaped areas and right comer fiducial markers located at the right corner
of alternating diamond shaped areas.

[0026] According to another embodiment, the tray further includes a plurality of
spring force elements. Each spring force element is coupled to a tube slot and configured to

exert a force on the sample tube such that the tube is not centered in the tube slot. The
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fiducial markers are disposed on the tray in a pattern such that at least three fiducial
markers adjacent to each one of the tube slots is within a field of view of a camera when a
sample tube is in the corresponding tube slot.

[0026a]  According to one aspect of the present invention, there is provided a
method of tray calibration using a tray coordinate system having an x-axis and a y-axis and
a camera coordinate system having an x-axis and a y-axis, the method comprising:
acquiring an image of a tray, the tray comprising a plurality of tube slots arranged in a
matrix of rows and columns, each tube slot configured to receive a sample tube, the image
of the tray being acquired via a camera; detecting, using a processor, a plurality of fiducial
markers disposed on cross sectional areas between the tube slots on the tray; pre-aligning
the tray coordinate system with the camera coordinate system; calculating, using the
processor, a tray grid by fitting parallel lines to positions of markers along their x-
coordinates of the tray coordinate system and fitting pairs of parallel lines to positions of
the markers on each row along their y-coordinates of the tray coordinate system, including
performing linear regression to fit the parallel lines to positions of the markers along their
x-coordinates of the tray coordinate system and to fit the pairs of parallel lines to positions
of the markers on each row along their y- coordinates of the tray coordinate system; and
calibrating, using the processor, the tray by identifying a correspondence of each detected
fiducial marker to a physical position on the tray to provide mapping of the tray coordinate
system to the camera coordinate system.

[0026b]  According to another aspect of the present invention, there is provided a
method of tray calibration using a tray coordinate system having an x-axis and a y-axis and
a camera coordinate system having an x-axis and a y-axis, the method comprising:

acquiring an image of a tray, the tray comprising a plurality of tube slots arranged in a

Date Regue/Date Received 2022-03-18
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matrix of rows and columns, each tube slot configured to receive a sample tube, the image
of the tray being acquired via a camera;_detecting, using a processor, a plurality of fiducial
markers disposed on cross sectional areas between the tube slots on the tray; pre-aligning
the tray coordinate system with the camera coordinate system; calculating, using the
processor, a tray grid by fitting parallel lines to positions of markers along their x-
coordinates of the tray coordinate system and fitting pairs of parallel lines to positions of
the markers on cach row along their y-coordinates of the tray coordinate system;
calibrating, using the processor, the tray by identifying a correspondence of each detected
fiducial marker to a physical position on the tray to provide mapping of the tray coordinate
system to the camera coordinate system, wherein calibrating the tray further comprises
deriving a pose of the camera by minimizing re-projection errors according to:

R,t = argming; Xi || pi—f(RP; +tKc,de ) ” 2
where {P;} and {pi} arc the 3D and 2D correspondences, f() is the 3D to 2D projection
function from camera coordinate system to its image plane, K is the intrinsic calibration
matrix containing the focal length and skew of the camera axis and the principal point on
the image, d. is its lens distortion vector, and the rotation matrix R and translation vector t
are the extrinsic parameters describing the pose of the camera image.

[0026¢]  According to another aspect of the present invention, there is provided a
method of tube slot localization using a tray coordinate system and a camera coordinate
system, comprising: receiving, using a processor, a series of images from at least one
camera of a tray, the tray comprising tube slots arranged in a matrix of rows and columns,
each tube slot configured to receive a sample tube, the series of images of the tray being
acquired via the at least one camera; automatically detecting, using the processor, a

plurality of fiducial markers disposed on cross sectional areas between the tube slots on

-8a-
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the tray; receiving, using the processor, an encoder value indicating when each row of the
tray is substantially at the center of the camera’s field of view; determining, using the
processor, calibration information to provide mapping of locations from the tray
coordinate system to locations from the camera coordinate system, wherein the calibration
information indicates the tray's type, the tray's orientation and the tray's position; and
automatically aligning, using the processor, the tray based on the encoder value and
calibration information, including: predicting locations of fiducial markers based on the
encoder value and the calibration information; automatically determining an offset
between the projected locations of the markers and the locations of the detected marker;
and automatically compensating for the offset to align the tray and tube slots that fall in
the at least one camera's field of view.

[0026d] According to another aspect of the present invention, there is provided a
vision system for use in an in vitro diagnostics environment comprising: a tray comprising:
a plurality of tube slots arranged in a matrix of rows and columns, each tube slot
configured to receive a sample tube; a plurality of cross sectional areas located between
the plurality of tube slots; and a plurality of fiducial markers disposed on the cross
sectional areas; a surface configured to reccive the tray; at least one camera configured to
capture a series of images of the tray positioned on the surface; an encoder configured to
generate an encoder value indicating when each row of the tray is substantially at the
center of the at least one camera’s field of view; and a processor configured to: receive the
series of images of the tray from the at least one camera; automatically detect a plurality of
fiducial markers disposed on cross sectional arcas between the tube slots on the tray;

receive the encoder value; generate calibration information to provide mapping of

-8b-
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locations from a tray coordinate system to locations from a camera coordinate system; and
automatically align the tray based on the encoder value and calibration information.

[0026e]  According to another aspect of the present invention, there is provided a
tray configured to be held on a surface for use with a vision system, comprising: a plurality
of tube slots arranged in a matrix of rows and columns, each tube slot configured to
receive a sample tube; a plurality of near diamond shaped areas, each near diamond shaped
area disposed between four of the plurality tube slots; and a plurality of fiducial markers,
cach fiducial marker disposed on one of the near diamond shaped areas in an off-center
position with respect to the one of the near diamond shaped areas.

[0027] Additional features and advantages of this disclosure will be made
apparent from the following detailed description of illustrative embodiments that proceeds

with reference to the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS
[0028] The foregoing and other aspects of the embodiments disclosed herein

are best understood from the following detailed description when read in connection with
the accompanying drawings. For the purpose of illustrating the embodiments disclosed
herein, there is shown in the drawings embodiments that are presently preferred, it being
understood, however, that the embodiments disclosed herein are not limited to the specific
instrumentalities disclosed. Included in the drawings are the following Figures:

[0029] FIG. 1A is a representation of a system for characterizing through
image analysis tube trays and tubes held in a drawer, according to an embodiment;

[0030] FIG. 1B shows an exemplary drawer vision system test harness
including an image capture system positioned above a tube tray disposed on a drawer,

according to an embodiment;

-8¢-
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[0031] FIG. 2 shows a block diagram representation of a system for
characterizing, through image analysis, the tube trays and the tubes contained thereon held
in a drawer, according to an embodiment;

[0032] FIG. 3 is a flowchart illustrating a method of detecting properties of
sample tubes according to embodiments described herein;

[0033] FIG. 4 is a diagram illustrating a top view of an exemplary tray having

fiducial markers disposed on the tray between slots, according to an embodiment;

-8d-
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[0034] FIG. 5 is a close-up view of a portion of the tray shown in FIG. 4
illustrating location of fiducial markers in the diamond shaped areas adjacent to a slot,
according to an embodiment;

[0035] FIG. 6A and FIG. 6B are images from a camera showing three markers
within a camera’s field of view around a tube, according to an embodiment;

[0036] F1G. 7A is a diagram illustrating a tray coordinate system superimposed
over a top view of an exemplary tray having fiducial markers disposed between slots for use
with embodiments;

[0037] FIG. 7B is an image of a top view of an exemplary tray having fiducial
markers disposed between slots for use with embodiments;

[0038] FIG. 8A and FI1G. 8B show the detected markers and the parallel lines
derived from regression on images acquired from the left camera and the right camera;

[0039] FIG. 9A and FIG. 9B are exemplary images of a top view of a tube tray and
tubes illustrating an offset between projected markers and the detected markers, according to an
embodiment;

[0040] FIG. 10A is a diagram illustrating the y-axis lines and x-axis lines
determined from the tube slot grid points derived during calibration;

[0041] FIG. 10B shows the tube slot grid points 1002 superimposed over an image of
a top view of a tray;

[0042] FIG. 11 1s a flowchart illustrating a method of tray grid alignment and tube
slot localization using tray grid calibration, according to embodiments disclosed herein; and

[0043] FIG. 12 illustrates an example of a computing environment within which

embodiments of the invention may be implemented.
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DESCRIPTION OF EXEMPLARY EMBODIMENTS

[0044] This application relates to several of the concepts described in PCT Application
No.: PCT/US14/27217, and U.S. Provisional Application No. 62/010370 to Wu et al.

[0045] Embodiments include systems and methods for calibration and alignment of
tube trays in an automated vision system configured to acquire images of the tube trays and
tubes held within the tube trays. Some embodiments include acquiring images of trays that are
manually placed and aligned in an automation system. For example, automation systems may
provide a flat surface with guide rails and allow the operator to manually align keying features
on the trays to the rails and push the trays to the working area.

[0046] Some embodiments may include an automated drawer vision system (DVS)
comprising a drawer for loading and unloading tube trays on which sample tubes are contained.
The images of the trays may be acquired via one or more cameras, mounted above an entrance
arca of the drawer, as the drawer is moved between an open position and a closed position (e.g.,
working area position). To facilitate accurate estimation of tube characteristics for images
acquired under fast motion, embodiments provide high-precision tube sample tray alignment and
tube slot localization by using an image-based method that includes utilizing a set of fiducial
markers on the tray surface to estimate a distance a tray has traveled with a drawer for each
image. Embodiments also include a calibration method for registering the fiducial marker
pattern for each DVS camera. Embodiments further include a template matching method for
tray alignment and tube slot localization.

[0047] Embodiments include using simple white dots as the fiducial markers which are
unique and easy to detect and provide anchor points for robust tray alignment. The low
resolution dot pattern may be molded into the top surface of the tray to provide an efficiently

manufactured tray with accurate (e.g., dot location very close to CAD model)

-10-
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detection. An efficient and robust low resolution hardware encoder may be used with the
fiducial markers for tray alignment. The alignment tolerance between the encoder strip on
the drawer and the optical slot sensors on the frame is large, allowing the drawer to move
(e.g., bend, flex and extend) without losing encoder counts and eliminating the time and
expense of calibrating the encoder system. An encoder strip with optical slot sensors is also
robust from the perspective of dirt/dust.

[0048] The combination of low resolution dot patterns and low resolution
hardware encoder avoids less efficient etching of high resolution complex patterns (e.g., high
precision marker placement, complex marker shapes or a large number of markers) that may
not be molded into the tray. The combination of low resolution dot patterns and low
resolution hardware encoder also avoids the usage of expensive high resolution hardware
encoders for tray alignment.

[0049] As described in PCT Application No.: PCT/US14/27217, a tube tray of a
DVS is configured to fit within a drawer and hold a plurality of tubes in slots that are
arranged in an array of rows and columns. The images are used to characterize the tray as
well as the tubes held on the tray. In particular, according to embodiments, by analyzing the
images, various features of the tubes can be determined, such as, for example, the tray slots
containing a tube; a tube’s center point in a coordinate system, a tube’s diameter and height;
the tray’s orientation within a drawer; whether a tube is a plain tube, the tube is covered with
a cap or tube-top cup; a tube cap’s color(s), a barcode on the surface of a tray; and a speed at
which a drawer holding the tray is being inserted or removed into the work environment.
Embodiments determine this information and other pieces of information quickly, without
expensive equipment, and without handling or touching the tubes. Such knowledge allows
for an efficient and streamlined processing of the tubes, as well as for reduced setup and

maintenance costs.
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[0050] This information is valuable in an IVD environment in which a sample
handler is processing the tubes and moving the tubes to analyzers for testing and analysis.
Embodiments of the present invention are particularly well suited for, but in no way limited
to, IVD environments.

[0051] FIG. 1A is a representation of an exemplary drawer vision system 100 in
which tube trays 120 and tubes 130 contained thereon are characterized by obtaining and
analyzing images thereof, according to an embodiment of the present invention. One or more
drawers 110 are movable between an open and a closed position and are provided in a work
envelope 105 for a sample handler. One or more tube trays 120 may be loaded into a drawer
110 or may be a permanent feature of the drawer 110. Each tube tray 120 has an array of
rows and columns of slots (as depicted in exemplary tray 121) in which tubes 130 may be
held.

[0052] According to embodiments, images are taken of a tube tray 120. The
images are analyzed to determine characteristics of the tube tray 120 and the tubes 130. A
moving-tray/fixed camera approach is used, according to embodiments provided herein, to
capture the images for analysis thereof. As the tube tray 120 is moved into the work
envelope 105 by, for example, manually or automatically pushing in the drawer 110, an
image capture system 140 is used to take images of the tube tray 120 and the tubes 130
contained thereon.

[0053] The image capture system 140 may include one or more cameras (e.g., left
camera 242 and right camera 244 shown in FIG. 2) positioned at or near the entrance to the
work envelope 105. In some embodiments, the one or more cameras 242, 244 may be
positioned above the surface of the tube tray 120. For example, the cameras 242, 244 may be
placed three to six inches above the surface to capture a high resolution image of the tube tray

120. Other distances and/or positioning may also be used depending on the features of the
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cameras 242, 244 and the desired perspective and image quality. Optionally, the image
capture system 140 may include one or more lighting sources, such as an LED flash.

[0054] FIG. 1B shows an exemplary test harness of an exemplary drawer vision
system that may be used with embodiments disclosed herein. As shown in FIG. 1B, image
capture system 140 is positioned above the surface of the tube tray 120 holding tubes 130 and
disposed on drawer 110. The drawer 110 shown in the embodiment at FIG. 1B is configured
to hold two 55-slot trays or six 15-slot trays. Embodiments may, however, include trays
configured to hold trays having different numbers of slots and having different sizes.

[0055] FIG. 2 shows a block diagram representation of a system 200 for
characterizing, through image analysis, the tube trays 120 and the tubes 130 contained
thereon held in a drawer 110, according to an embodiment. The image capture system 140,
according to an embodiment, includes two cameras, a left camera 242 and a right camera 244,
Additional or fewer cameras may be included depending on the size of the drawers 110 and
the tube trays 120, as well as the desired image quality and image perspective. A light source
246 and an image capture controller 248 are also part of the image capture system 140.

[0056] An encoder 210, such as a quadrature encoder may be used to determine
when a row of the tube tray 120 is moved into a centered or substantially centered position
beneath the one or more cameras 242, 244, The encoder 210 transmits a signal (i.e., a pulse)
to the image capture controller 248 upon detection of movement of the tube tray 120
corresponding to a new row of the tube tray 120 moving into a centered or substantially
centered position beneath the one or more cameras 242, 244. The signal serves as an
instruction for the image capture controller 248 to instruct the cameras 242, 244 to take an
image upon receipt of the signal.

[0057] A controller 220 is provided for managing the image analysis of the

images taken by the cameras 242, 244. Upon detection of the closing of the drawer 110, the
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image capture controller 248 provides the images to the controller 220 for downloading and
processing. The controller 220 is, according to an embodiment, part of a sample handler that
is used in the IVD environment to handle and move the tube trays 120 and the tubes 130
between storage locations, such as the work envelope 105, to analyzers. The image analysis
performed by the controller 220 serves to instruct the sample handler on the various
determined characteristics of the tube tray 120 and the tubes 130, thus allowing the sample
handler to accordingly handle and process the tube tray 120 and the tubes 130.

[0058] The one or more memory devices 240 are associated with the controller
220. The one or more memory devices 240 may be internal or external to the controller 220.

[0059] One or more drawer sensors 230 may be connected to the controller 220 to
indicate when the drawer 110 is fully closed and/or when the drawer 110 is fully opened.
According to an embodiment, the drawer 110 being fully closed serves as an indication to
begin image processing of the captured and stored images. When the drawer 110 is fully
closed, the drawer sensor 230 sends a signal to the controller 220.

[0060] FIG. 3 is a flowchart illustrating a method 300 of determining tray slot
types and tube types of sample tubes. As shown in FIG. 3, the method may determine a tray
slot type (e.g., whether slot is empty or not empty) via steps 306-314 and/or may determine a
tube type (e.g., plain tube, tube with a cap or tube with a tube-top sample cup) via steps 316-
324. The method of determining a tray slot type are described in more detail in application
(Docket No. 2014P23283US) entitled “Locality-based Detection of Tray Slot Types and
Tube Types in a Drawer Vision System.”

[0061] After the images are acquired at step 302 and prior to proceeding to step
308 to determine a tray slot ty pe, however, the trav grid is aligned at step 304 and the tray
slot patch is extracted at step 306. The following description focuses on the tray grid

alignment at step 304 and the tray slot patch extraction at step 306.
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[0062] Conventional automation systems perform time-consuming brute-force
methods for tube slot occupancy detection. These systems lack advanced tube categorization
and characterization capabilities. By contrast, the DVS utilizes two cameras mounted on top
of the drawer entrance to acquire images of the sample tubes during drawer insertion.
Therefore, tube occupancy detection, tube categorization, and tube characterization may be
efficiently performed on the acquired images using image analysis algorithms.

[0063] As the images are acquired when the drawer is under fast motion during
drawer insertion, a robust tube slot localization algorithm is desirable to serve as the
geometry reference for estimating tube characteristics such as tube height, diameter, and
center offset. Although hardware encoders can trigger the cameras at a set of predefined
locations, a high-precision encoder is not cost efficient. For a DVS camera setup, the encoder
error is desirably less than 0.13mm in order to achieve less than one pixel error for tray slot
localization.

FIDUCIAL MARKERS

[0064] To facilitate accurate estimation of tube characteristics for images acquired
under fast motion, embodiments provide high-precision tube sample tray alignment and tube
slot localization by using an image-based method that includes utilizing a set of fiducial
markers on the tray surface to estimate a distance a tray has traveled with a drawer for each
image. Embodiments also include a calibration method for registering the fiducial marker
pattern for each DVS camera. Embodiments further include a template matching method for
tray alignment and tube slot localization.

[0065] FIG. 4 is a diagram illustrating a top view of an exemplary tray 120 having
fiducial markers 400 disposed on the tray 120 between tube slots 402, according to an
embodiment. Nearly diamond shaped cross section areas 404 (hereinafter diamond shaped

areas) are disposed between sets of 4 adjacent slots 402. As shown in FIG. 4, the tray 120
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includes a matrix of 5 columns and 11 rows. The number of slots 402, the number of rows of
slots 402 and the number of columns of slots 402 shown in FIG. 4 is merely exemplary.
Embodiments may include trays having any number of rows, columns and slots. The
dimensions of the tray 120 shown in FIG. 4 are also exemplary. Embodiments may also
include trays having dimensions other than those shown in FIG. 4.

[0066] By assuming the error of the hardware encoder is less than half of the row
length of the tray (e.g., 11.75mm) 120, a repetitive marker pattern may be used for each row
of the tray 120. Various factors may be considered to provide a desirable fiducial marker
pattern. For example, the greater the number of fiducial markers 400, the more accurate the
tracking result. Therefore, the number of markers 400 available for tracking under possible
operating conditions should be maximized. Further, partial occlusions of the markers 400 as
well as marker reflections on the tube sides may lead to localization errors and false positives.
Therefore, the number of partially visible markers 400 and reflection on the side walls should
be minimized.

[0067] FIG. 5 is a close-up view of a portion of the tray shown in FIG. 4
illustrating location of fiducial markers 400 in the diamond shaped areas adjacent to a slot
402, according to an embodiment. As shown in FIG. 5, a tube slot includes a spring 500 that
is configured to push a tube 130 held in the tube slot 402 toward one corner of the slot 402
such that the tube is not centered in the tube slot, which may occlude a marker (such as
marker 400A in FIG. 5) in a camera’s field of view. FIG. 5 shows the area 502 expected to
be occluded from the camera’s field of view and the area 504 expected to be visible within
the camera’s field of view. Accordingly, rather than markers being located in the center of
each diamond-shaped area 404, the distance between the markers 402 and the center of the
tube slot 402 is maximized. With the specific arrangement, at least 3 markers are within a

camera’s field of view regardless of whether there is a tube in the slot 402 or the slot 402 is
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empty, thereby providing for tracking within an acceptable accuracy range and eliminating
use of further markers. As a result, the number of partially visible markers and reflections on
the tube walls may be minimized.

[0068] FIG. 6A and FIG. 6B are images from a camera showing three markers
400 within a camera’s field of view around a tube 130. As shown in FIG. 6A, three markers
400 are visible within the camera’s field of view around tube 130 and one marker 400A is
partially occluded from the camera’s field of view. As shown in FIG. 6B, three markers 400
are within the camera’s field of view around tube 130. The fourth marker is not shown
because is completely occluded from the camera’s field of view. Embodiments do not make
use of marker codification. That is, the pattern repeats with each row.

[0069] In one embodiment, the markers 400 may carry additional encoding
information. Encoding may be realized by locally varying fiducial marker shape, color,
arrangement or any combination of the above. The encoded information may localize in case
of a lower resolution hardware encoder or a complete lack of hardware encoding. The
encoded information may provide sanity checking against the hardware encoder output. The
encoded information may also provide tray identification.

[0070] Adding encoding to the fiducial markers may sacrifice the detection
robustness. By using identical simple white dots provides added robustness. Even if the dots
are damaged by wear, cleaning, or manufacturing defects, an extreme error (e.g., processor
determining image is somewhere else in the tray 120). Although the position of a single data
point may slightly shift, the shift may be minimized by taking the center of mass of each dot
400 or using robust methods, such as RANSAC, to remove the matching outliers

automatically.
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CALIBRATION

[0071] There are mainly two parts of a Drawer Vision System (DVS) from a
software standpoint. One is online parts and the other is offline parts. Online parts means
those parts that happened during operation, i.e., when the system processes the new images
captured by the camera and when the system is being used for discovering the drawer
inventory. The offline part describes, for instance, the calibration phase and also the training.
The system needs a large amount of data for training classifier components to detect different
tube types. This calibration and the training is something that could be done each time the
product is built before it is sent to a customer or at the time of installation. The training part
is done once for the DVS, and then that online part of the software would then run for all
instances of the DVS. The training is particularly helpful when determining different tube
types. Once a scope is defined to determine the tube types which are to be used for the
system, images of those tubes can define a collection for the training. The training can be
done once at the factory before releasing the product and there may be no need to train it by
the customer on premises. It would only have to be updated if new tube types are to be
supported. That is something that happens on the manufacturer side. The calibration, which
is another offline component, could happen at the customer’s site or at the manufacturer of
each instance. The training could be run once for the entire system or the entire product line
and then the calibration would be run at least once for each individual instance.

[0072] Embodiments also include a calibration method for registering the fiducial
marker pattern for one or more DVS cameras, such as left camera 242 and right camera 244.
Due to the limitations of manufacture and assembly precision, the relative pose of DVS
cameras with respect to the drawer could vary from one DVS unit to another. Accordingly, a

calibration procedure is used to learn the mapping between the camera coordinate system and
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the tray coordinate system. Characteristics, such as tube height, are measured from the tray
surface and the center offset is measured from each tube slot center.

[0073] As the tray is held in the drawer, three coordinate systems are considered
for alignment: the camera coordinate system; the tray coordinate system; and the drawer
coordinate system. While performing calibration between these three coordinate systems is
possible, calibration may be limited to two coordinate systems, the camera coordinate system
and tray coordinate system by the following assumptions: (1) one of the tray axes is aligned
with the drawer traveling direction, and the axis is coarsely aligned with one of camera’s
axes; and (2) surfaces of all trays attached to the drawer form a planar surface which is
parallel to the drawer surface. Accordingly, one image of an empty 55-slot tray may be used
for each camera (242 and 244) to calibrate the camera pose with respect to the tray surface
for each tray orientation, given that the intrinsic parameters have been calibrated for the
corresponding camera (242 and 244).

[0074] FIG. 7A is a diagram illustrating a tray coordinate system superimposed
over a top view of an exemplary tray 120 having detected fiducial markers 400 disposed
between slots 402 for use with embodiments. As shown in FIG. 7A, the tray coordinate
system includes an x-axis and y-axis. FIG. 7B is an image from a camera (e.g., left camera
242) of atop view of an exemplary tray having detected fiducial markers 400 disposed
between slots 402 for use with embodiments. The image in FIG. 7B is acquired when the
middle row (e.g., the 6th row) of an empty 55-slot tray is in the center of camera’s field of
view.

[0075] Each of the detected fiducial markers 400 in the image is located, for
example, using circle detection with a Hough transform. When the tray coordinate system is
pre-aligned (e.g., coarsely aligned) with the camera coordinate system, the detected markers

400 may be grouped into four clusters according to their x-coordinates. For example, in the
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embodiment shown in FIG. 7A, the tray coordinate system’s y-axis may be pre-aligned with
the camera coordinate system’s y-axis. Embodiments may include other ways of pre-aligning
the tray coordinate system with the camera coordinate system, such as for example, pre-
aligning the tray coordinate system’s x-axis with the camera coordinate system’s x-axis. The
detected markers 400 in each cluster lay in a line 802 in the y-direction which is parallel to
the other lines 802 in the y-direction formed by the other clusters. Therefore, linear
regression may be performed to fit a set of parallel lines 802 (shown in FIG. 8A and FIG. 8B)
to the positions of the detected markers 400. Similarly, linear regression may be performed
to fit parallel lines in the x-direction with slight modifications. The detected markers 400 on
the odd columns are located at the top corner of each diamond shaped area 404, while
detected markers 400 on the even columns are located at the right corner of each diamond
shaped area 404. Therefore, markers on the same row form a pair of parallel lines 804
(shown in FIG. 8A and FIG. 8B) and they are parallel to the pairs of lines 804 formed by
markers 400 on other rows.

[0076] FIG. 8A and FIG. 8B show the detected markers 400 and the parallel lines
802 derived from regression on images acquired from the left camera 242 and the right
camera 244. Given that the 6th row is in the center of camera’s field of view and given the
physical placement of the marker pattern on the tray surface, the 3D correspondence of each
detected marker 400 to the physical position on the tray surface may be identified. With the
3D and 2D correspondences, {P;} and {pi}, the camera pose may be derived by minimizing
the re-projection errors:

[0077]  R.t=argming Zi||pi —f(RP; + tKede ) |

2’
[0078] where f'()is the 3D to 2D projection function from camera coordinate
system to its image plane, K. is the intrinsic calibration matrix containing the focal length and

skew of camera’s two axes and the principal point on the image, and d. is its lens distortion
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vector. The rotation matrix R and translation vector t are the extrinsic parameters describing
the pose of the camera image. The optimization may, for example, be implemented using
OpenCV APL

TRAY ALIGNMENT

[0079] FIG. 9A and FIG. 9B are exemplary images of a top view of a tube tray
and tubes illustrating an offset between projected markers 900 and the detected markers 902,
according to an embodiment. When the fiducial marker pattern has been calibrated, the
camera pose provides the mapping of any point from the tray coordinate system to the camera
coordinate system. As trays 120 are moving along with the drawer 110 and the hardware
encoder 210 roughly triggers the camera 242, 244 (e.g., left camera 242 or right camera 244)
when each row of the tray 120 is at the center of camera’s field of view, 2D projections 900
of each detected fiducial marker 902 may be predicted based on current tray configuration
(e.g., tray types, orientation, and position) on the drawer 110 and the encoder information. In
this way, the projected markers 900 (shown in FIG. 9A and FIG. 9B) may serve as a template
to match the detected markers 902 on the image by nearest neighbor search. The offset
between the projected markers 900 and detected marker 902 indicates an amount translation
to compensate due to the inaccuracy of the hardware encoder 210. Accordingly, a location of
the tray 120 may be determined to align the tray 120 and tube slots 402 that fall in the
camera’s field of view.

[0080] In some embodiments, offsets may be within 10 pixels in both x and y
directions. Embodiments may, however, include offsets of any number of pixels.

[0081] When the tray 120 has been aligned, tube slot localization may be
determined by defining tube slot grid points at the center of each diamond shaped area 404 of
the tray surface and projecting the compensated tube slot grid points onto the image to locate

the tray slot 402 based on the offset obtained from the tray alignment.
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[0082] FIG. 10A is a diagram illustrating the y-axis lines 1004 and x-axis lines
1006 determined from the tube slot grid points 1002 derived during calibration. The y-axis
lines 1004 and x-axis lines 1006 connect tube slot grid points 1002 shown in FIG. 10B.

[0083] FIG. 10B shows the tube slot grid points 1002 superimposed over an
image of a top view of a tray. With these grid points 1002, each tube slot 402 may be
extracted from the input image and image analytics may be performed for various tasks such
as tube occupancy detection, tube categorization, and tube characterization.

[0084] FIG. 11 is a flowchart illustrating a method of tray grid alignment and tube
slot localization using tray grid calibration, according to embodiments disclosed herein. As
shown in FIG. 11, the method includes acquiring one or more new images of a tray at step
1102 and detecting fiducial markers 400 located on the tray at step 1104. As shown in step
1106, a value (e.g., a value indicating when each row of the tray 120 is at the center of
camera’s field of view) is received by the drawer hardware encoder 210.

[0085] At step 1108, the tray 120 may be aligned as described above using the
offset between the projected markers 900 and the detected markers 902. The projected
markers 900 are predicted based on the acquired encoder information from 1106 and the
current tray’s configuration (e.g., tray types, orientation, and position) on the drawer 110
determined via the offline calibration information (e.g., information identifying a
correspondence of each detected fiducial marker to a physical position on the tray, and/or
information identifying the fiducial marker pattern) that may be stored in tray calibration file
at 1118. The offset between the projected markers 900 and detected marker 902 indicates an
amount translation to compensate due to the inaccuracy of the hardware encoder 210.
Accordingly, a location of the tray 120 may be determined to align the tray 120 and tube slots

402 that fall in the camera’s field of view.
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[0086] The offline calibration indicating the current tray’s configuration on the
drawer 110 may be determined as described above. For example, a tray calibration image
(e.g., image shown in FIG. 7B) is acquired at step 1110 and fiducial markers 400 are detected
at step 1112.

[0087] The detected markers 902 may be grouped into clusters at step 1114 and
the tray grid may then be calculated at step 1116. For example, the detected markers 902
may be grouped into four clusters according to their x-coordinates shown in FIG. 8A. As
described above, the tray grid may be calculated from the fitted parallel lines 802 to the
position of the detected clustered markers 902 along their x-coordinates and fitting pairs of
parallel lines 804 to the position of the detected markers 902 on each row along their y-
coordinates. The tray is then calibrated by identifying a correspondence of each detected
fiducial marker to a physical position on the tray. The camera pose may then provide
mapping of any point from the tray coordinate system to the camera coordinate system.
Calibration information (e.g., information identifying a correspondence of each detected
fiducial marker to a physical position on the tray) may be stored, for example, in a tray
calibration file, as shown in step 1118 and used to align the tray at 1108,

[0088] When the tray 120 is aligned at step 1108, the tube slot localization may be
determined at step 1120. For example, tube slot localization may be determined by defining
tube slot grid points 1002 at the center of each diamond shaped area 404 of the tray surface
and projecting the compensated tube slot grid points 1002 onto the image to locate the tray
slot 402 based on the offset obtained from the tray alignment. With these grid points 1002,
tube slot image patches for each tube slot 402 may be extracted from the input image and
image analytics may be performed for various tasks such as tube occupancy detection, tube

categorization, and tube characterization.
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[0089] FIG. 12 illustrates an example of a computing environment 1200 within
which embodiments of the invention may be implemented. Computing environment 1200
may be implemented as part of any component described herein. Computing environment
1200 may include computer system 1210, which is one example of a computing system upon
which embodiments of the invention may be implemented. As shown in FIG. 12, the
computer system 1210 may include a communication mechanism such as a bus 1221 or other
communication mechanism for communicating information within the computer system
1210. The system 1210 further includes one or more processors 1220 coupled with the bus
1221 for processing the information. The processors 1220 may include one or more CPUs,
GPUs, or any other processor known in the art.

[0090] The computer system 1210 also includes a system memory 1230 coupled
to the bus 1221 for storing information and instructions to be executed by processors 1220.
The system memory 1230 may include computer readable storage media in the form of
volatile and/or nonvolatile memory, such as read only memory (ROM) 1231 and/or random
access memory (RAM) 1232. The system memory RAM 1232 may include other dynamic
storage device(s) (e.g., dynamic RAM, static RAM, and synchronous DRAM). The system
memory ROM 1231 may include other static storage device(s) (e.g., programmable ROM,
erasable PROM, and electrically erasable PROM). In addition, the system memory 1230 may
be used for storing temporary variables or other intermediate information during the
execution of instructions by the processors 1220. A basic input/output system 1233 (BIOS)
containing the basic routines that help to transfer information between elements within
computer system 1210, such as during start-up, may be stored in ROM 1231. RAM 1232
may contain data and/or program modules that are immediately accessible to and/or presently

being operated on by the processors 1220. System memory 1230 may additionally include,
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for example, operating system 1234, application programs 1235, other program modules
1236 and program data 1237.

[0091] The computer system 1210 also includes a disk controller 1240 coupled to
the bus 1221 to control one or more storage devices for storing information and instructions,
such as a magnetic hard disk 1241 and a removable media drive 1242 (e.g., floppy disk drive,
compact disc drive, tape drive, and/or solid state drive). The storage devices may be added to
the computer system 1210 using an appropriate device interface (e.g., a small computer
system interface (SCSI), integrated device electronics (IDE), Universal Serial Bus (USB), or
FireWire).

[0092] The computer system 1210 may also include a display controller 1265
coupled to the bus 1221 to control a display or monitor 1266, such as a cathode ray tube
(CRT) or liquid crystal display (LCD), for displaying information to a computer user. The
computer system 1210 includes a user input interface 1260 and one or more input devices,
such as a keyboard 1262 and a pointing device 1261, for interacting with a computer user and
providing information to the processor 1220. The pointing device 1261, for example, may be
a mouse, a trackball, or a pointing stick for communicating direction information and
command selections to the processor 1220 and for controlling cursor movement on the
display 1266. The display 1266 may provide a touch screen interface which allows input to
supplement or replace the communication of direction information and command selections
by the pointing device 1261.

[0093] The computer system 1210 may perform a portion or all of the processing
steps of embodiments of the invention in response to the processors 1220 executing one or
more sequences of one or more instructions contained in a memory, such as the system
memory 1230. Such instructions may be read into the system memory 1230 from another

computer readable medium, such as a hard disk 1241 or a removable media drive 1242. The
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hard disk 1241 may contain one or more data stores and data files used by embodiments of
the present invention. Data store contents and data files may be encrypted to improve
security. The processors 1220 may also be employed in a multi-processing arrangement to
execute the one or more sequences of instructions contained in system memory 1230. In
alternative embodiments, hard-wired circuitry may be used in place of or in combination with
software instructions. Thus, embodiments are not limited to any specific combination of
hardware circuitry and software.

[0094] As stated above, the computer system 1210 may include at least one
computer readable medium or memory for holding instructions programmed according to
embodiments of the invention and for containing data structures, tables, records, or other data
described herein. The term “computer readable medium™ as used herein refers to any non-
transitory, tangible medium that participates in providing instructions to the processor 1220
for execution. A computer readable medium may take many forms including, but not limited
to, non-volatile media, volatile media, and transmission media. Non-limiting examples of
non-volatile media include optical disks, solid state drives, magnetic disks, and magneto-
optical disks, such as hard disk 1241 or removable media drive 1242. Non-limiting examples
of volatile media include dynamic memory, such as system memory 1230. Non-limiting
examples of transmission media include coaxial cables, copper wire, and fiber optics,
including the wires that make up the bus 1221. Transmission media may also take the form
of acoustic or light waves, such as those generated during radio wave and infrared data
communications.

[0095] The computing environment 1200 may further include the computer
system 1210 operating in a networked environment using logical connections to one or more
remote computers, such as remote computer 1280. Remote computer 1280 may be a personal

computer (laptop or desktop), a mobile device, a server, a router, a network PC, a peer device

-26-



CA 02976936 2017-08-16

WO 2016/133919 PCT/US2016/018100

or other common network node, and typically includes many or all of the elements described
above relative to computer 1210. When used in a networking environment, computer 1210
may include modem 1272 for establishing communications over a network 1271, such as the
Internet. Modem 1272 may be connected to system bus 1221 via network interface 1270, or
via another appropriate mechanism.

[0096] Network 1271 may be any network or system generally known in the art,
including the Internet, an intranet, a local area network (LAN), a wide area network (WAN),
a metropolitan area network (MAN), a direct connection or series of connections, a cellular
telephone network, or any other network or medium capable of facilitating communication
between computer system 1210 and other computers (e.g., remote computing system 1280).
The network 1271 may be wired, wireless or a combination thereof. Wired connections may
be implemented using Ethernet, Universal Serial Bus (USB), RJ-11 or any other wired
connection generally known in the art. Wireless connections may be implemented using Wi-
Fi, WiMAX, and Bluetooth, infrared, cellular networks, satellite or any other wireless
connection methodology generally known in the art. Additionally, several networks may
work alone or in communication with each other to facilitate communication in the network
1271.

[0097] A processor as used herein is a device for executing machine-readable
instructions stored on a computer readable medium, for performing tasks and may comprise
any one or combination of, hardware and firmware. A processor may also comprise memory
storing machine-readable instructions executable for performing tasks. A processor acts upon
information by manipulating, analyzing, modifying, converting or transmitting information
for use by an executable procedure or an information device, and/or by routing the
information to an output device. A processor may use or comprise the capabilities of a

computer, controller or microprocessor, for example, and is conditioned using executable
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instructions to perform special purpose functions not performed by a general purpose
computer. A processor may be coupled (electrically and/or as comprising executable
components) with any other processor enabling interaction and/or communication there-
between. Computer program instructions may be loaded onto a computer, including without
limitation, a general purpose computer or special purpose computer, or other programmable
processing apparatus to produce a machine, such that the computer program instructions
which execute on the computer or other programmable processing apparatus create means for
implementing the functions specified in the block(s) of the flowchart(s). A user interface
processor or generator is a known element comprising electronic circuitry or software or a
combination of both for generating display elements or portions thereof. A user interface
(UI) comprises one or more display elements enabling user interaction with a processor or
other device.

[0098] An executable application, as used herein, comprises code or machine
readable instructions for conditioning the processor to implement predetermined functions,
such as those of an operating system, a context data acquisition system or other information
processing system, for example, in response to user command or input. An executable
procedure is a segment of code or machine readable instruction, sub-routine, or other distinct
section of code or portion of an executable application for performing one or more particular
processes. These processes may include receiving input data and/or parameters, performing
operations on received input data and/or performing functions in response to received input
parameters, and providing resulting output data and/or parameters. A graphical user interface
(GUI), as used herein, comprises one or more display elements, generated by a display
processor and enabling user interaction with a processor or other device and associated data

acquisition and processing functions.
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[0099] The Ul also includes an executable procedure or executable application.
The executable procedure or executable application conditions the display processor to
generate signals representing the Ul display images. These signals are supplied to a display
device which displays the elements for viewing by the user. The executable procedure or
executable application further receives signals from user input devices, such as a keyboard,
mouse, light pen, touch screen or any other means allowing a user to provide data to a
processor. The processor, under control of an executable procedure or executable
application, manipulates the UI display elements in response to signals received from the
input devices. In this way, the user interacts with the display elements using the input
devices, enabling user interaction with the processor or other device. The functions and
process steps herein may be performed automatically or wholly or partially in response to
user command. An activity (including a step) performed automatically is performed in
response to executable instruction or device operation without user direct initiation of the
activity.

[0100] A workflow processor, as used herein, processes data to determine tasks to
add to, or remove from, a task list or modifies tasks incorporated on, or for incorporation on,
a task list, as for example specified in a program(s). A task list is a list of tasks for
performance by a worker, user of a device, or device or a combination of both. A workflow
processor may or may not employ a workflow engine. A workflow engine, as used herein, is
a processor executing in response to predetermined process definitions that implement
processes responsive to events and event associated data. The workflow engine implements
processes in sequence and/or concurrently, responsive to event associated data to determine
tasks for performance by a device and or worker and for updating task lists of a device and a
worker to include determined tasks. A process definition is definable by a user and

comprises a sequence of process steps including one or more, of start, wait, decision and task
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allocation steps for performance by a device and or worker, for example. An event is an
occurrence affecting operation of a process implemented using a process definition. The
workflow engine includes a process definition function that allows users to define a process
that is to be followed and may include an event monitor. A processor in the workflow engine
tracks which processes are running, for which patients, physicians, and what step needs to be
executed next, according to a process definition and may include a procedure for notifying
physicians of a task to be performed.

[0101] The system and processes of the figures presented herein are not exclusive.
Other systems, processes and menus may be derived in accordance with the principles of the
invention to accomplish the same objectives. Although this invention has been described
with reference to particular embodiments, it 1s to be understood that the embodiments and
variations shown and described herein are for illustration purposes only. Modifications to the
current design may be implemented by those skilled in the art, without departing from the
scope of the invention. Further, the processes and applications may, in alternative
embodiments, be located on one or more (e.g., distributed) processing devices on a network
linking the units of FIG. 12. Any of the functions and steps provided in the Figures may be
implemented in hardware, software or a combination of both. No claim element herein is to
be construed under the provisions of 35 U.S.C. 112, sixth paragraph, unless the element is
expressly recited using the phrase "means for."
Although the present invention has been described with reference to exemplary embodiments,
it is not limited thereto. Those skilled in the art will appreciate that numerous changes and
modifications may be made to the preferred embodiments of the invention and that such
changes and modifications may be made without departing from the true spirit of the
invention. It is therefore intended that the appended claims be construed to cover all such

equivalent variations as fall within the true spirit and scope of the invention.
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CLAIMS
1. A method of tray calibration using a tray coordinate system having an x-axis and a
y-axis and a camera coordinate system having an x-axis and a y-axis, the method
comprising:

acquiring an image of a tray, the tray comprising a plurality of tube slots arranged
in a matrix of rows and columns, each tube slot configured to receive a sample tube, the
image of the tray being acquired via a camera;

detecting, using a processor, a plurality of fiducial markers disposed on cross
sectional areas between the tube slots on the tray;

pre-aligning the tray coordinate system with the camera coordinate system;

calculating, using the processor, a tray grid by fitting parallel lines to positions of
markers along their x-coordinates of the tray coordinate system and fitting pairs of parallel
lines to positions of the markers on each row along their y-coordinates of the tray
coordinate system, including performing linear regression to fit the parallel lines to
positions of the markers along their x-coordinates of the tray coordinate system and to fit
the pairs of parallel lines to positions of the markers on each row along their y- coordinates
of the tray coordinate system; and

calibrating, using the processor, the tray by identifying a correspondence of each
detected fiducial marker to a physical position on the tray to provide mapping of the tray

coordinate system to the camera coordinate system.

2. The method of claim 1, wherein the tray is configured to fit within a portion of a

drawer movable between an open position and a closed position and the image of the tray

-31-

Date Regue/Date Received 2022-03-18



84035555

is acquired via the camera as the drawer is moved between the open and the closed

position.

3. The method of claim 1, further comprising:

acquiring another image of the tray via another camera, the other camera being
adjacent the camera and having another camera coordinate system;

pre-aligning the tray coordinate system with the other camera coordinate system;
and

identifying the correspondence of each detected fiducial marker to the physical
position on the tray to provide mapping of the tray coordinate system to the other camera

coordinate system.

4. The method of claim 1, wherein calculating the tray grid further comprises:
grouping detected markers into clusters along their x-coordinates of the tray

coordinate system, wherein the detected markers in each cluster lay in a line in the y-

direction of the tray coordinate system which is parallel to the other lines in the y-direction

of the tray coordinate system formed by the other clusters.

5. The method of claim 1, wherein the plurality of fiducial markers are white dots.
6. The method of claim 1, wherein the cross sectional areas are near diamond shaped
areas, and

-32-

Date Regue/Date Received 2022-03-18



84035555

fiducial markers on each row of the near diamond shaped area comprise top corner
fiducial markers located at the top comer of alternating diamond shaped areas and right

comer fiducial markers located at the right corner of altemating diamond shaped areas.

7. The method of claim 1, further comprising using the correspondence of each
detected fiducial marker to the physical position on the tray to align the tray during online

operation.

8. A method of tray calibration using a tray coordinate system having an x-axis and a
y-axis and a camera coordinate system having an x-axis and a y-axis, the method
comprising:

acquiring an image of a tray, the tray comprising a plurality of tube slots arranged
in a matrix of rows and columns, each tube slot configured to receive a sample tube, the
image of the tray being acquired via a camera;

detecting, using a processor, a plurality of fiducial markers disposed on cross
sectional areas between the tube slots on the tray;

pre-aligning the tray coordinate system with the camera coordinate system;

calculating, using the processor, a tray grid by fitting parallel lines to positions of
markers along their x-coordinates of the tray coordinate system and fitting pairs of parallel
lines to positions of the markers on each row along their y-coordinates of the tray
coordinate system;

calibrating, using the processor, the tray by identifying a correspondence of each
detected fiducial marker to a physical position on the tray to provide mapping of the tray

coordinate system to the camera coordinate system,

-33-

Date Regue/Date Received 2022-03-18



84035555

wherein calibrating the tray further comprises deriving a pose of the camera by
minimizing re-projection errors according to:

R,t = argming ¢ Zi || pi—f(RP; +t,Kc.dc ) " 2,

where {P;i} and {pi} are the 3D and 2D correspondences, /() is the 3D to 2D
projection function from camera coordinate system to its image plane, K is the intrinsic
calibration matrix containing the focal length and skew of the camera axis and the
principal point on the image, d. is its lens distortion vector, and the rotation matrix R and

translation vector t are the extrinsic parameters describing the pose of the camera image.

9. A method of tube slot localization using a tray coordinate system and a camera
coordinate system, comprising:

recelving, using a processor, a series of images from at least one camera of a tray,
the tray comprising tube slots arranged in a matrix of rows and columns, each tube slot
configured to receive a sample tube, the series of images of the tray being acquired via the
at least one camera;

automatically detecting, using the processor, a plurality of fiducial markers
disposed on cross sectional areas between the tube slots on the tray;

receiving, using the processor, an encoder value indicating when each row of the
tray is substantially at the center of the camera’s field of view;

determining, using the processor, calibration information to provide mapping of
locations from the tray coordinate system to locations from the camera coordinate system,
wherein the calibration information indicates the tray's type, the tray's orientation and the

tray's position; and
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automatically aligning, using the processor, the tray based on the encoder value
and calibration information, including:
predicting locations of fiducial markers based on the encoder value and the
calibration information;
automatically determining an offset between the projected locations of the
markers and the locations of the detected marker; and
automatically compensating for the offset to align the tray and tube slots

that fall in the at least one camera's field of view.

10.  The method of claim 9, wherein the tray is configured to fit within a portion of a
drawer movable between an open and a closed position and the image of the tray is
acquired via the at least one camera as the drawer is moved between the open position and

the closed position.

11. The method of claim 9, wherein the calibration information indicates

correspondence of each detected fiducial marker to a physical position on the tray.

12. The method of claim 9, further comprising:

defining tube slot grid points at the center of each of the cross sectional areas; and

projecting compensated tube slot grid points onto one or more of the series of

images to locate the tube slots based on the determined offset.

13. The method of claim 9, further comprising:
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extracting data corresponding to each tube slot from one or more of the series of
images to determine at least one of: whether a tube occupies one of the tube slots and a

tube type.

14. A vision system for use in an in vitro diagnostics environment comprising:
a tray comprising:
a plurality of tube slots arranged in a matrix of rows and columns, each tube slot
configured to receive a sample tube;
a plurality of cross sectional areas located between the plurality of tube slots; and
a plurality of fiducial markers disposed on the cross sectional areas;
a surface configured to receive the tray;
at feast one camera configured to capture a series of images of the tray positioned
on the surface;
an encoder configured to generate an encoder value indicating when each row of
the tray is substantially at the center of the at least one camera’s field of view; and
a processor configured to:
receive the series of images of the tray from the at least one camera;
automatically detect a plurality of fiducial markers disposed on cross
sectional arecas between the tube slots on the tray;
receive the encoder value;
generate calibration information to provide mapping of locations from a tray
coordinate system to locations from a camera coordinate system; and
automatically align the tray based on the encoder value and calibration

information.
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15.  The system of claim 14, wherein the surface comprises a portion of a drawer
movable between an open and a closed position and the image of the tray is acquired via
the at least one camera as the drawer is moved between the open position and the closed

position.

16.  The system of claim 14, wherein

each cross sectional area is a near diamond shaped area and each near diamond
shaped area is disposed between four of the plurality tube slots, and

fiducial markers on each row of the near diamond shaped areas comprise top
comer fiducial markers located at the top comer of altemating diamond shaped areas and
right corner fiducial markers located at the right corner of alternating diamond shaped

arcas.

17.  The system of claim 14, wherein the processor is further configured to determine
calibration information to provide mapping of locations from the tray coordinate system to
locations from the camera coordinate system by:

detecting the plurality of fiducial markers disposed on the cross sectional areas
between the tube slots on the tray;

pre-aligning the tray coordinate system with the camera coordinate system;

calculating a tray grid by fitting parallel lines to positions of markers along their x-
coordinates of the tray coordinate system and fitting pairs of parallel lines to positions of

the markers on cach row along their y-coordinates of the tray coordinate system; and
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determining calibrating information by identifying a correspondence of each

detected fiducial marker to a physical position on the tray.

18. A tray configured to be held on a surface for use with a vision system, comprising:

a plurality of tube slots arranged in a matrix of rows and columns, each tube slot
configured to receive a sample tube;

a plurality of near diamond shaped areas, each near diamond shaped area disposed
between four of the plurality tube slots; and

a plurality of fiducial markers, each fiducial marker disposed on one of the near
diamond shaped areas in an off-center position with respect to the one of the near diamond

shaped areas.

19.  The tray of claim 18, wherein fiducial markers on each row of the near diamond
shaped areas comprise top corner fiducial markers having centers located at the top corner
of alternating diamond shaped areas and right corner fiducial markers having centers

located at the right corner of alternating diamond shaped areas.

20.  Thetray of claim 18, further comprising a plurality of spring force elements, each
spring force element coupled to a tube slot and configured to exert a force on the sample
tube such that the tube is not centered in the tube slot,

wherein the fiducial markers are disposed on the tray in a pattern such that at least
three fiducial markers adjacent to cach one of the tube slots is within a field of view of a

camera when a sample tube is in the corresponding tube slot.

-38-

Date Regue/Date Received 2022-03-18



CA 02976936 2017-08-16

WO 2016/133919 PCT/US2016/018100

1714

FIG. 1A

o
Y &
e = <
S
‘m\\
] < T
S vscasseleseveeaasel
£ 116000000000 0000000000
L HOO00000000! HOS00000000
B! || O00a00080! IAG0000C0]| |~
> | HEOCO00OCSSHBGOOO00000 -
&
Lid /
ORI
= o & |OOCO000S00) | . &
(o Z; KROOOOHKIC O = s
< EECOO00 =22
mE e
| - [ v Q
I Eessssveseloeaeososes 2 &
T HOOOOOEO000! |EOOEOSHEa0 N
£ | OO0OB00000! |EOO00000R0]| e -
5 | | OOOOSO0000! {OOOOOSE00D
T || OO0GGO0000! I00OGGCH000|
@ Y BOBER00] [OOSR
o COOORROO00! [AAOOODEO00
= SOOOON0000! [EAOOEOEO00
é}? OOOEO0000! [GCO0O00O00

140

|

S

Tray Rows

100
Tray
Columns




WO 2016/133919

140

2/14

PCT/US2016/018100

110

FIG. 1B




CA 02976936 2017-08-16

PCT/US2016/018100

WO 2016/133919

3/14

¢ Old

kT ™

| |

| Typz esowiery by % w

] eubis fopuy mey a7 |

| | 0ié

RiSWR) Us B SO0

w — - feubls Sojeuy mexy mhsﬁwmmnw mmﬁw&m - w MO 18 BS{id sUQ | J8podud
| | 9vz eounog Wb = |

| JOMO |

e e e e e e e e e AN

sabeu
Ore 02 0ce
Asowisin JBHOJUCT) m JOSUSS Jemei(]

00z




CA 02976936 2017-08-16

PCT/US2016/018100

4/14

WO 2016/133919

£ 9id
UoNoIpald UoHoIpaid
PZe-—""1 adAjl eqny adAl oI5 Aeay | TvLE
& &
SISISSBID | uoneogisselD uonpouissBly | SIDYISSBID
0ce adA{ eqny 1 adAg sany odAj o8 ABsy | | edAl 018 Aeiy ole
\ & J
AN
Buidnoin Buidnoin 42
\\\\ Aljeoo dnougy-g Aljeoo dnougy-¢
8ie ¥ 5 ///
80¢
UOHRORIXT UONROBIXT
gig -~ | Uored dog sany yoted 105 Aei] //mam
t t
wewubny
voo | Bug Aeiy
00€ 5
708 "1 sabeul] MoN




CA 02976936 2017-08-16

PCT/US2016/018100

WO 2016/133919

5/14

NI

¥ Old

Gl oo
GL L e

€591 —w

e 3001

OO

OO
0000

CINC YN

O
OO

9000

A B A B S

00000
0000 @)

Getl

Bid




CA 02976936 2017-08-16

PCT/US2016/018100

WO 2016/133919

6/14

G Old

pog  SIUISIA ag T
0} pojosadxy

006 Bunds— Xy, Siovew

eronpy 007

0¥ 10[s a4n T

pPaposo 9g

o} pajoedxy Qs



WO 2016/133919

CA 02976936 2017-08-16

714

- 400

400

400A

o
(o]
e

130

PCT/US2016/018100

FIG. 6B

400

FIG. 6A



WO 2016/133919

8/14

PCT/US2016/018100

279

)\

402
//7\\

{

/

11.75

23.5mm

FIG. 7A



WO 2016/133919

- 400

CA 02976936 2017-08-16

9714

(-
N
iy

402

PCT/US2016/018100

FIG. 7B



WO 2016/133919

400

802

802

CA 02976936 2017-08-16

10/14

PCT/US2016/018100

FIG. 8B

FIG. 8A



WO 2016/133919

902

CA 02976936 2017-08-16

11/14

900

802.

PCT/US2016/018100

FIG. 9B

800

FIG. 9A



WO 2016/133919

1002

1004

CA 02976936 2017-08-16

12/14

PCT/US2016/018100

>’§ 006

¥

G4

£9G

o

1

7
\ A

>~

3114
i

Q0

TN

NN

@

N

AN

7

)

7

N

N A

(D)

N

‘\\
Z

X

5&{

) @)

78R\
N

N

7N
N/

>

)

@)

NN

(&)

f

FIG. 10B

FIG. 10A



CA 02976936 2017-08-16

PCT/US2016/018100

WO 2016/133919

13/14

0cti

80k

¥OLL

¢OLL

L Ol

UOIEZIED0T pue uswulyy SULLG

uoeziiea0 j0Ig 2gn

-
|
i
|
|
T

swubipy puo Al

&

uoheIgHED SUHO

&

anea
JBPOOUT

Jaei(]

SIBMDIBH

UOIOSIa(] JoNeN [BIONPI 4

sabew MaN

|

|

|

|

|

|

|

|

|
\\w\

m

|
T

\

80Lt

Mmnnnnnn immnnn mmnnn mmnne mnnme nmnmn annmn annmn annnn annne aneme anse  anese  ansse  ansse  ansse snsse mensei §nnsei annsn: snsn:  annsns snnnns snmnns snnns  snananns

pmmmmmmm, wmmmm: wmmmm: wmmmm emmmms Emmmms Gmmmm: Gmmmms cmmms S=mmms tmmm: =mmms =mmms i=mmms =mmms =mmms (=mmms i=mmms (=mmms (=mmme (=mmm= mmmm= mmmm= mmmmd =mems =m===sne,

aii4 uoneiqe) Aell

&

LORBINGIEY PUO ABi]

&

BuueisnD JodeW [RIoNpid

UOIOSIS(] JoNJER [BINDI-

afiew} uoneigyen Aeiy




CA 02976936 2017-08-16

PCT/US2016/018100

WO 2016/133919

14/14

¢l Old

A3IAF0
ONILNGWOO

J1L0ONW3Y
08el

. QdvOdADA AV IdSId
Shoman) % oo e
ik, B 4 | _U
WIQON @ NS
Zizl
VivQ WvaD0ud 1621
ERNANEIN SSVINEING | [SETioNINGS] | | |
HHOMLAN LNdNI W50 AV 1dSId [STINCOW WYHOOHd H3H.LO 92l |
0421 0971 59zl
T SIWVED0Yd NOILYOTddY Geal |
_ S8 WALSAS beet | WILSAS ONLLYHAJO 2L |
HITIOHLINOD ¥SIa WvH ZEZ1
ovzl
| m SHOSSIDOHI [ o e e o o o o
SAEd VIGaN Occt |_sodeez) |
TIGVAONTY
Ya'ZA) b NOdREEL

WLEAS H31NdW0O0 0LZL

AHONWTW WILSAS 0ECL

0ozl A







	Page 1 - COVER_PAGE
	Page 2 - ABSTRACT
	Page 3 - ABSTRACT
	Page 4 - DESCRIPTION
	Page 5 - DESCRIPTION
	Page 6 - DESCRIPTION
	Page 7 - DESCRIPTION
	Page 8 - DESCRIPTION
	Page 9 - DESCRIPTION
	Page 10 - DESCRIPTION
	Page 11 - DESCRIPTION
	Page 12 - DESCRIPTION
	Page 13 - DESCRIPTION
	Page 14 - DESCRIPTION
	Page 15 - DESCRIPTION
	Page 16 - DESCRIPTION
	Page 17 - DESCRIPTION
	Page 18 - DESCRIPTION
	Page 19 - DESCRIPTION
	Page 20 - DESCRIPTION
	Page 21 - DESCRIPTION
	Page 22 - DESCRIPTION
	Page 23 - DESCRIPTION
	Page 24 - DESCRIPTION
	Page 25 - DESCRIPTION
	Page 26 - DESCRIPTION
	Page 27 - DESCRIPTION
	Page 28 - DESCRIPTION
	Page 29 - DESCRIPTION
	Page 30 - DESCRIPTION
	Page 31 - DESCRIPTION
	Page 32 - DESCRIPTION
	Page 33 - DESCRIPTION
	Page 34 - DESCRIPTION
	Page 35 - DESCRIPTION
	Page 36 - DESCRIPTION
	Page 37 - DESCRIPTION
	Page 38 - CLAIMS
	Page 39 - CLAIMS
	Page 40 - CLAIMS
	Page 41 - CLAIMS
	Page 42 - CLAIMS
	Page 43 - CLAIMS
	Page 44 - CLAIMS
	Page 45 - CLAIMS
	Page 46 - DRAWINGS
	Page 47 - DRAWINGS
	Page 48 - DRAWINGS
	Page 49 - DRAWINGS
	Page 50 - DRAWINGS
	Page 51 - DRAWINGS
	Page 52 - DRAWINGS
	Page 53 - DRAWINGS
	Page 54 - DRAWINGS
	Page 55 - DRAWINGS
	Page 56 - DRAWINGS
	Page 57 - DRAWINGS
	Page 58 - DRAWINGS
	Page 59 - DRAWINGS
	Page 60 - REPRESENTATIVE_DRAWING

