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(57) Resumo: METODO E APARELHO PARA ATIVAR SELETIVAMENTE AS OPERACOES DE UM MONITOR DE MAQUINA
VIRTUAL SOB DEMANDA Nos vérios aspectos, técnicas de virtualizacdo podem ser utilizadas para aperfeigcoar o desempenho e
reduzir a quantidade de energia consumida pela ativacdo seletiva de um hipervisor operando em um dispositivo de computacao
durante as sessodes de sandbox. Nos varios aspectos, um sistema operacional de alto nivel pode alocar meméria de modo que
seus enderecos fisicos intermediarios sejam iguais aos enderecos fisicos. Quando o supervisor é desativado, o hipervisor pode
suspender das tradugOes de segundo estagio dos enderegos fisicos intermediarios para enderegos fisicos. Durante uma sesséo
de sandbox, o hipervisor pode ser ativado e retomar a realizacédo das traducdes de segundo estagio.
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"METODO E APARELHO PARA ATIVAR SELETIVAMENTE AS OPERAGCOES
DE UM MONITOR DE MAQUINA VIRTUAL SOB DEMANDA™"

Fundamentos

[0001] Geralmente, a tecnologia de virtualizacao
permite a abstracdo (ou virtualizagdo) dos recursos de
computagdo pela colocagdo de um programa de controle de
software (por exemplo, um Monitor de Magquina Virtual "VMM"
ou hipervisor) entre o sistema operacional e o hardware. O
hipervisor executa no modo privilegiado e pode hospedar
miltiplos sistemas operacionais (chamados de sistemas
operacionais convidados) . Cada sistema operacional
convidado comunica com o hipervisor da mesma forma que se
comunicaria com o hardware fisico, visualizando a
combinacdo de hipervisor e hardware como uma Unica maguina
virtual. Isso permite que cada sistema operacional

convidado opere sob a ilusdao de ter acesso exclusivo aos

processadores, periféricos, memdria e I/0.

[0002] Os sistemas operacionais sdo responsaveis
pela divisdo da membdria fisica através de mGltiplos
processos. Nos sistemas que incluem um sistema operacional
convidado rodando em cima de uma maquina virtual, a memdria
alocada pelo sistema operacional convidado ndo é a memdria
fisica verdadeira, mas uma memdria fisica intermedidria. Em
tais sistemas, o hipervisor é responsavel pela alocagdo
real da memdria fisica.

[0003] A maior parte dos processadores suporta
apenas um estdgio da translag¢do do espag¢o de enderego de
memdria, e o hipervisor gerencia a relacdo entre os
enderecos virtuais (va) , os enderecos fisicos
intermedidrios (IPA), e os enderecos fisicos (PA). Isso &
geralmente alcancado pelo hipervisor mantendo suas prdprias
tabelas de translacdo (chamadas tabelas de translacdo de

sombra), que sdo derivadas pela interpretacdo de cada uma
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das tabelas de translacdo do sistema operacional convidado.
Especificamente, o hipervisor garante que todas as mudangas
nas tabelas de translacdo do sistema operacional convidado
sejam refletidas nas estruturas de sombra, além de reforgar
a protegdo e redirecionar as falhas de acesso ao estagio
adequado.

[0004] Diferentemente dos processadores de
estdgio Gnico discutidos acima, os sistemas processadores
ARM fornecem assisténcia de hardware para ambos os estagios
da translacdo de membdria (por exemplo, através das
Extensdes de Virtualizacdo ARM tal como a Unidade de
Gerenciamento de Membéria de Sistema "SMMU"). Por exemplo,
os processadores ARM incluem Extensdes de Virtualizagdo que
permitem uma translagcdo de dois estdgios na qual os
enderegos virtuais (VA) sdo transladados para enderegos
fisicos intermedidrios (IPA) no primeiro estagio (isso §&,
uma translacdo de primeiro estidgio) e os enderecos fisicos
intermedidrios (IPA) sdo transladados para os enderegos
fisicos no segundo estdgio (isso &, wuma translacdo de
segundo estagio). Isso reduz os overheads associados com o
hipervisor.

Sumario

[0005] Os wvarios aspectos incluem dispositivo de
computagcdo e métodos para implementacgdo seletiva de um

hipervisor para reforgar de forma eficiente o controle de

acesso para proteger os dados e/ou software gquando
necessario. Em varios aspectos, o hipervisor & normalmente
desativado e é ativado quando uma condigdo é detectada que
exige que o hipervisor implemente o controle de acesso
(isso &, "sessdo de caixa de areia"). Um sistema
operacional de alto nivel (HLOS) pode operar em uma maguina
virtual gerenciada pelo hipervisor. HLOS pode manter uma

tabela de pégina de enderego fisico intermedidrio para uso
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na alocacdo de enderegos virtuails para varios processos ou
aplicativos rodando no HLOS. O HLOS pode alocar memdria
diretamente do espago de endere¢o de memdria fisica,
garantindo, assim, que os enderegos de memdria fisica
intermedidrios sejam sempre iguais aos enderegos de memdria
fisica. Garantindo-se que HLOS possa alocar memdria de modo
que os enderegos fisicos intermedidrios sejam iguais aos
enderecos fisicos durante todo o tempo, o hipervisor pode
ser gseletivamente ativado quando existe a necessidade de
uma sessdo sandboxed, e desativado quando nao houver uma
sessdo sandboxed atual. Enquanto estd desativado, o
hipervisor pode ndo realizar as translagdes de Estagio 2 a
partir dos enderegos fisicos intermedidrios para os
enderecos fisicos. Além disso, enquanto o hipervisor esta
desativado, HLOS pode alocar a memdria a partir de todo o
espaco de endereco de memdria fisica.

[0006] Nos varios aspectos, o hipervisor pode ser
ativado pela duragdo de wuma sessdo sandbox. Enquanto
ativado, o hipervisor pode retomar a realizagdo das
translacdes de Estédgio 2 a partir dos enderecos fisicos
intermedidrios para os enderegos fisicos. Além disso,
enquanto ativado, o hipervisor pode restringir o acesso do
HLOS ao espag¢o de enderego de memdria fisica, permitindo,
assim, que o HLOS aloque memdria a partir de apenas uma
parte do espaco de enderego de memdria fisica, e em alguns

aspectos, restringe o acesso do HLOS a interrupgdes de

hardware e/ou temporizadores de hardware. Pela configuracgdo
do hipervisor de modo a nao realizar as translacgdes de
Estdgio 2, entre outras coisas, enquanto sandboxing ndo &
necessario (isso &, enquanto o hipervisor estad desativado),
os varios aspectos podem aperfeicoar o desempenho geral do
dispositivo de computag¢do enquanto fornecem a seguranga

necessaria como adequado.
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[0007] Os varios aspectos incluem um método de
gerenciamento de memdéria em um dispositivo de computagdo
pela inicializag¢do de um Thipervisor, um monitor de
seguranga, € um sistema operacional de alto nivel (HLOS);
desativando o hipervisor depois da inicializagdo;
monitorando um sinal a partir do monitor de seguranc¢a para
iniciar uma sessdo de sandbox; ativando o hipervisor quando
o sinal for recebido para iniciar a sessdo de sandbox; e
implementando o controle de acesso enquanto o hipervisor é

ativado. Em um aspecto, o monitor de seguranga pode ser um

ARM TrustZone®. Em outro aspecto, o hipervisor pode ser
desativado ou ativado através de pelo menos um dentre um
limite de circuito integrado e um limite de chip. Em outro
aspecto, a 1inicializag¢do do hipervisor pode incluir a
configuracdo de HLOS para alocar espag¢o de memdria de modo
que cada endereco fisico intermedidrio no espaco de
endereco fisico intermedidrio do HLOS & igual a um endereco
fisico correspondente em um espaco de endereco fisico. Em
outro aspecto adicional, a inicializag¢do do hipervisor
também pode incluir a autenticag¢do do cddigo de hipervisor
e dados com o monitor de segurang¢a. Em outro aspecto, o
método pode incluir a configuragdo do cbddigo do hipervisor
e dados para serem inacessiveis para pelo menos um dentre
um processador de sinal digital e uma CPU incluida no
processador de sinal digital enquanto o hipervisor &
ativado.

[0008] Em outro aspecto, a desativacdo do
hipervisor pode incluir a configuracdo de todos os bancos
de contexto das unidades de gerenciamento de memdria de
sistema (SMMU) para ultrapassar a translacdao de segundo
estdgio e o desligamento das translacgdes de segundo estéagio
para HLOS. Em um aspecto, a desativacdo do hipervisor pode

incluir pelo menos um dentre a suspensdo de restrigdo dos
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acessos HLOS para interrupgdes de hardware, suspensdo de

restrigcdo de acessos HLOS para os temporizadores de

hardware, e suspensdo de restrigdo dos acessos I/O do HLOS.

[0009] Em outro aspecto, o método pode incluir a
determinacdo de se a sessdo sandbox terminou, a realizacado
de um procedimento de desligamento de sessdo sandbox gquando
for determinado que a sessdao de sandbox terminou, e a
desativacao do hipervisor depois da realizag¢dao do
procedimento de desligamento de sessdo sandbox. Em outro
aspecto, a determinagdo de se a sessdo sandbox terminou
pode incluir o recebimento de outro sinal indicando que a
sessdo sandbox terminou. Em outro aspecto, a realizagdo do
procedimento de desligamento de sessdo sandbox pode incluir
a liberagdo de todos os armazenadores temporarios para um
componente sandboxed e a restauracdo das tabelas de pagina
de segunda translacdo para remover todos os fragmentos.

[0010] Em um aspecto, a ativagdo do hipervisor
pode incluir a ativagdo das unidades de gerenciamento de
memdéria de segundo estédgio PLO e PL1l, a configuracdo das
solicitagdes de interrupgdo a serem tomadas no modo de
hipervisor, e a solicitag¢do de acionadores SMMU para
colocar todos os bancos de contexto SMMU ativos nas
translagdes de primeiro estédgio aninhados dentro das
translagdes de segundo estédgio. Em outro aspecto, o método
também pode incluir a inicializag¢do das comunicag¢des
interprocessador com um processador de sinal digital. Em
outro aspecto, o método pode incluir adicionalmente o
manuseio de falhas SMMU.

[0011] Em outro aspecto, a implementacdo do
controle de acesso pode incluir a implementacdo das
translagdes de segundo estagio. Em outro aspecto, a
implementagdo do controle de acesso pode incluir pelo menos

um dentre a retomada de restricdo dos acessos do HLOS as
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interrup¢des de hardware, a retomada de restrigdo dos

acessos de HLOS aos temporizadores de hardware, e a

retomada de restricdo dos acessos I/0 do HLOS. Em um
aspecto, a implementac¢do das translagdes de segundo estagio
pode incluir o monitoramento de uma tentativa por parte do
HLOS em alocar memdria e fornecimento para o HLOS de um ou
mais enderecos fisicos em um espaco de endereco fisico
acessivel ao HLOS quando o HLOS tenta alocar memdria.

[0012] Em outro aspecto, o método pode incluir a
determinacdo de se um componente sandboxed estd tentando
alocar memdéria quando HLOS tenta alocar memdria e
fornecimento de enderecos fisicos para o componente
sandboxed a partir de enderecos fisicos em um espago de
endere¢co fisico quando for determinado que o componente
sandboxed estd tentando alocar memdéria. Em um aspecto, o
fornecimento de enderecos fisicos para o componente
sandboxed pode incluir a remocdo dos enderecos fisicos a
serem fornecidos para o componente sandboxed a partir dos
enderecos fisicos no espaco de endereg¢o fisico que sado
acessiveis ao HLOS e fornecimento de enderecos fisicos para
o componente sandboxed a partir de enderegcos fisicos
disponiveis no espag¢o de enderego fisico.

[0013] Aspectos adicionais incluem um dispositivo
de computagdo que pode incluir uma memdria, e um
processador acoplado a memdria, onde o processador &
configurado com instrug¢des executdveis por processador para
realizar as operag¢des que podem incluir a inicializacdo de
um hipervisor, um monitor de segurangca, e um sistema
operacional de alto nivel (HLOS), desativacdo do hipervisor
apbs a inicializacdo, monitoramento de use um ginal &
recebido para iniciar a sessdo sandbox, e implementacdo do
controle de acesso enquanto o hipervisor estéd ativado. Em

outro aspecto, o monitor de seguranga pode ser um ARM
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TrustZone®. Em outro aspecto, o processador pode ser
configurado com instrug¢des executdveis por processador para
realizar as operacdes de modo gque o hipervisor possa ser
desativado ou ativado através de pelo menos um dentre um
limite de circuito integrado e um limite de chip.

[0014] Em outro aspecto, o processador pode ser
configurado com instrugdes executdveis por processador para
realizar as operagdes de modo que a inicializacgcdo do
hipervisor inclua a configuragdo do HLOS para alocar o
espago de membéria de modo gue cada endereco fisico
intermedidrio no espag¢o de enderego fisico intermedidrio do
HLOS seja igual a um endereco fisico correspondente em um
espago de endereg¢o fisico. Em um aspecto, o processador
pode ser configurado com instrugdes executéveis por
hipervisor autenticando o cddigo do hipervisor e os dados
com o monitor de segurang¢a. Em outro aspecto, o processador
pode ser configurado com instrugdes executéveis por
processador para realizar as operagdes que incluem a
configuracdo do cdédigo do hipervisor e dados para gue sejam
inacessiveis a pelo menos um dentre um processador de sinal
digital e uma CPU incluida no processador de sinal digital
enquanto o hipervisor é ativado.

[0015] Em um aspecto, o processador pode ser
configurado com instrug¢des executdveis por processador para
realizar as operagdes de modo que a desativagdo do
hipervisor inclua a configuragdo de todas os bancos de
contexto das unidades de gerenciamento de memdria do
sistema (SMMU) para ultrapassar a translacdo de segundo
estdgio, e desligar as translacdes de segundo estagio para
o HIOS. Em outro aspecto, O processador pode ser
configurado com as instrugdes executdvelis por processador
para realizar as operagdes de modo que a desativacdo do

hipervisor inclua pelo menos um dentre suspensdo de
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restrigcdo dos acessos do HLOS a interrupgdes de hardware,

suspensao de restrigcdo de acesso do HLOS a temporizadores

de hardware, e suspensdo de restrigdo dos acessos I/0O do
HLOS.

[0016] Em outro aspecto, o processador pode ser
configurado com instrug¢des executdveis por processador para
realizar as operagdes que incluem a determinacdo de se a
sessdo sandbox ja terminou, realizando um procedimento de
desligamento de sessdo sandbox quando for determinado que a
sessdo sandbox ja terminou, e desativando o hipervisor
depois da realizagdo do procedimento de desligamento de
sessdo sandbox. Em outro aspecto, o processador pode ser
configurado com instrugdes executdveis por processador para
realizar as operagdes de modo que a determinagdao de se a
sessdo sandbox ja& terminou inclua o recebimento de outro
sinal indicando que a sessdo sandbox ja& terminou. Em outro
aspecto, o processador pode ser configurado com instrucdes
executaveis por processador para realizar as operagdes de
modo que a realizacdo do procedimento de desligamento da
sessdo sandbox inclua a liberacdo de todos os armazenadores
temporédrios para um componente sandboxed e a restauragdo
das tabelas de pagina de translag¢do de segundo estédgio para
remogdo de todos os fragmentos.

[0017] Em um aspecto, o processador pode ser
configurado com instrug¢des executdveis por processador para
realizar as operag¢gdes de modo que a ativagdo do hipervisor
inclua a ativacdo das unidades de gerenciamento de memdria
de segundo estidgio PLO e PL1, a configuracdao das
solicitagdes de interrupcdo para serem realizadas no modo
de hipervisor, e a ativacdo de acionadores SMMU para
colocar todos os bancos de contexto SMMU ativos nas
translagdes de primeiro estédgio aninhadas dentro das

translagdes de segundo estidgio. Em outro aspecto, o
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processador pode ser configurado com instrugdes executéveis
por processador para realizar operagdes gque incluem a
inicializag¢do das comunicac¢des de interprocessador com um
processador de sinal digital. Em outro aspecto, o
processador pode ser configurado com instrugdes executéaveis
por processador para realizar as operagdes que incluem o
manuseio de falhas SMMU.

[0018] Em um aspecto, o processador pode ser
configurado com instrugdes executdveis por processador para
realizar as operagdes de modo que a implementacdao de
controle de acesso inclua a implementacgdo de translagdes de
segundo estdgio. Em outro aspecto, o processador pode ser
configurado com instrugdes executdveis por processador para
realizar as operagdes de modo que a implementacdao de
controle de acesso inclua adicionalmente pelo menos um
dentre a retomada de restricdo de acessos do HLOS as
interrupgdes de hardware, retomada de restrigcdo dos acessos

do HLOS aos temporizadores de hardware, e vrestricdo de

retomada dos acessos I/0O do HLOS.

[0019] Em um aspecto, o processador pode ser
configurado com instrug¢des executdveis por processador para
realizar as operacdes de modo gque a implementagdo das
translagdes de segundo estagio incluam o monitoramento de
uma tentativa pelo HLOS de alocar memdria e fornecer para o
HLOS um ou mais enderecos fisicos em um espago de enderego
fisico acessivel ao HLOS gquando o HLOS tenta alocar
memdéria. Em outro aspecto, o processador pode ser
configurado com instrugdes executdveis por processador para
realizar as operagdes que incluem adicionalmente a
determinacdo de se um componente sandboxed estd tentando
alocar a memdria gquando o HLOS tenta alocar a memdria e
fornecendo enderecos fisicos para o componente sandboxed a

partir dos enderecos fisicos em um espaco de enderego
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fisico quando for determinado que o componente sandboxed
estd tentando alocar a memdéria. Em outro aspecto, o
processador pode ser configurado com instrug¢des executéveis
por processador para realizar as operacdes de modo que o
fornecimento dos enderecos fisicos para o componente
sandboxed inclua a remocdo de enderecos fisicos a serem
fornecidos para o componente sandboxed a partir dos
enderecos fisicos no espaco de endereco fisico que sdo
acessiveis para HLOS e fornecendo enderecos fisicos para o
componente sandboxed a partir dos enderegos fisicos
disponiveis no espag¢o de enderego fisico.

[0020] Aspectos adicionais incluem um dispositivo
de computagao incluindo meios para inicializar um
hipervisor, um monitor de segurancga, e um sistema
operacional de alto nivel (HLOS); meios para desativar o
hipervisor depois da inicializag¢do; meios para monitorar um
sinal a partir do monitor de seguranga para inicializar uma
sessdo de sandbox; meios para ativar o hipervisor quando o
sinal é recebido para inicializar a sessdo sandbox; e meios
para implementar o controle de acesso enquanto o hipervisor

€ ativado. Em outro aspecto, o monitor de seguranga pode

ser um ARM TrustZone®. Em outro aspecto, o hipervisor pode
ser desativado ou ativado através de pelo menos um dentre
um limite de circuito integrado e um limite de chip. Em
outro aspecto, meios para inicializac¢do do hipervisor podem
incluir meios de configurag¢do de HLOS para alocar o espago
de memdria de modo que cada endereco fisico intermediario
no espac¢o de endereco fisico intermedidrio do HLOS seja
igual a um endereco fisico correspondente em um espacgo de
endereco fisico. Em outro aspecto, meios para inicializacdo
do hipervisor podem incluir adicionalmente meios para
autenticar o cddigo de hipervisor e dados com o monitor de

segurang¢a. Em outro aspecto, o dispositivo de computacgao
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pode incluir meios para configurar o cddigo de hipervisor e
dados para que sejam inacessiveis a pelo menos um dentre um
processador de sinal digital e wuma CPU incluida no
processador de sinal digital enquanto o hipervisor &
ativado.

[0021] Em um aspecto, meios para desativar o
hipervisor podem incluir meios para configurar todas os
bancos de contexto das unidades de gerenciamento de memdria
de sistema (SMMU) para ultrapassar a translacdo de segundo
estdgio e meios para desligar as translagdes de segundo
estdgio para HLOS. Em outro aspecto, meios para desativar o
hipervisor podem incluir adicionalmente pelo menos um dos
meios para suspender a restrigdo aos acessos do HLOS as
interrupgdes de hardware, meios para suspender a restrigao

dos acessos do HLOS aos temporizadores de hardware, e meios

para suspender a restrigdo aos acessos I/0 pelo HLOS.

[0022] Em um aspecto, o dispositivo de computacgao
pode incluir adicionalmente meios para determinar se a
sessdo de sandbox ja& terminou, meios para realizar um
procedimento de desligamento de sessdo sandbox quando for
determinado que a sessdo sandbox ja& terminou, e meios para
desativar o hipervisor depois da realizacg¢do do procedimento
de desligamento de sessdo sandbox. Em outro aspecto, meios
para determinar se a sessdo sandbox Jj& terminou podem
incluir meios para o recebimento de outro sinal indicando
que a sessdo de sandbox j& terminou. Em outro aspecto,
meios de realizacdo do procedimento de desligamento de
sessdo de sandbox podem incluir meios para liberar todos os
armazenadores tempordrios para um componente sandboxed e
meios para restaurar as tabelas de pagina de translacdo de
segundo estdgio para remover todos os fragmentos

[0023] Em um aspecto, meios para ativar o

hipervisor podem incluir meios para ativar as unidades de
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gerenciamento de memdria de segundo estédgio PLO e PL1,
meios para configurar as solicitagdes de interrupgdo a
serem realizadas no modo de hipervisor, e meios para chamar
os acionadores SMMU para colocar todos os bancos de
contexto SMMU ativos nas translagdes de primeiro estagio
aninhadas dentro das translagdes de segundo estagio. Em
outro aspecto, o dispositivo de computagdo pode incluir
meios para inicializar as comunicag¢des de interprocessador
com um processador de sinal digital. Em outro aspecto, o
dispositivo de computacdao pode incluir meios para manusear
as falhas SMMU.

[0024] Em um aspecto, meios para implementag¢do do
controle de acesso podem incluir meios para implementar as
translagdes de segundo estidgio. Em outro aspecto, meios
para implementagdo do controle de acesso podem incluir pelo
menos um dentre os meios para retomar a restricdo dos
acessos HLOS as interrupgdes de hardware, meios para

retomar a restrigdo dos acessos HLOS aos temporizadores de

hardware, e meios para retomar a restrigdo dos acessos I/0
de HLOS. Em outro aspecto, os meios de implementac¢do das
translacgcdes de segundo estdgio podem incluir meios para o
monitoramento de uma tentativa realizada pelo HLOS em
alocar memdéria e meios para fornecer para o HLOS um ou mais
enderecgos fisicos em um espaco de enderego fisico acessivel
ao HLOS quando o HLOS tenta alocar membdria. Em outro
aspecto, o dispositivo de computac¢do também pode incluir
meios para determinar se um componente sandboxed esta
tentando alocar memdéria quando HLOS tenta alocar memdria e
meios par fornecer enderecos fisicos para o componente
sandboxed a partir de enderecos fisicos em um espaco de
endereco fisico quando for determinado que o componente
sandboxed estd tentando alocar memdéria. Em outro aspecto,

os meios para fornecimento de enderegos fisicos para o
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componente sandboxed podem incluir meios de remogdo dos
enderegos fisicos a serem fornecidos para o componente
sandboxed a partir dos enderecos fisicos no espaco de
enderego fisico gue sdo acessivelis ao HLOS e meios de
fornecimento dos enderecos fisicos para o componente
sandboxed a partir de enderegos fisicos disponiveis no
espago de enderego fisico.

[0025] Em aspectos adicionas, um meio de
armazenamento legivel por processador ndo transitdrio pode
ter armazenado no mesmo instrucdes de software executaveis
por processador configuradas para fazer com gue um
processador realize as operagdes para O gJgerenciamento de
meméria em um dispositivo de computacdo, as operacgdes
incluindo a inicializac¢do de um hipervisor, um monitor de
segurancg¢a, e um sistema operacional de alto nivel (HLOS); a
desativacao do hipervisor apods a inicializacao; o
monitoramento de um sinal do monitor de segurancga para
iniciar uma sessdo sandbox; a ativacdo do hipervisor gquando
o sinal é vrecebido para iniciar a sessdo sandbox; e a
implementag¢do de controle de acesso enquanto o hipervisor é

ativado. Em outro aspecto, o monitor de seguranca pode ser

um ARM TrustZone®. Em outro aspecto, as instrugdes de
software executdveis por processador armazenadas podem ser
configuradas para fazer com que um processador realize as
operag¢des de modo que O supervisor possa ser desativado ou
ativado através de pelo menos um dentre um limite de
circuito integrado e um limite de chip.

[0026] Em um aspecto, as instrucdes de software
executaveis por processador armazenadas podem ser
configuradas para fazer com que um processador realize as
operagdes de modo que a inicializacdo do hipervisor inclua
a configuragdo de HLOS para alocar espago de memdria de

modo que cada enderec¢o fisico intermedidrio no espaco de
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enderego fisico intermedidrio do HLOS seja 1igual a um
enderegco fisico correspondente em um espaco de enderecgo
fisico. Em outro aspecto, as 1instrugdes de software
executaveis por processador armazenadas podem ser
configuradas para fazer com que um processador realize as
operag¢des de modo que a inicializacdo do hipervisor inclua
a autenticacdo do cbédigo do hipervisor e dados com O
monitor de seguranca. Em outro aspecto, as instrugdes de
software executdveis por processador armazenadas podem ser
configuradas para fazer com que um processador realize as
operagdes que incluem a configuragcdo do cbébdigo do
hipervisor e dados a serem inacessiveilis para pelo menos um
dentre um processador de sinal digital e uma CPU incluida
no processador de sinal digital enquanto o hipervisor é
ativado.

[0027] Em um aspecto, as instrucgdes de software
executaveis por processador armazenadas podem ser
configuradas para fazer com que um processador realize as
operagdes de modo que a desativacdo do hipervisor inclua a
configuracdao de todos os bancos de contexto das unidades de
gerenciamento de memdéria de sistema (SMMU) para ultrapassar
a translagdo de segundo estdgio e desligar as translagdes
de segundo estdgio para o HLOS. Em outro aspecto, as
instrucdes de software executaveis por processador
armazenadas podem ser configuradas para fazer com que um
processador realize operagdes de modo que a desativagdo do
hipervisor inclua adicionalmente pelo menos uma dentre a
suspensdo da restricdo dos acessos do HLOS as interrupcgdes
de hardware, a suspensdo da restricdo dos acessos do HLOS

aos temporizadores de hardware, e a suspensdao da restricado
dos acessos a I/0 por parte do HLOS.

[0028] Em um aspecto, as instrugdes de software

executaveis por processador armazenadas podem ser
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configuradas para fazer com que um processador realize as
operagdes que 1incluem a determinagdo de se a sessdo de
sandbox ja terminou, a realizag¢do de um procedimento de
desligamento de sessdo sandbox quando for determinado que a
sessdo sandbox j& terminou, e a desativagdo do hipervisor
pds a realizagdo do procedimento de desligamento de sessado
sandbox. Em um aspecto, as instrucdes de software
executaveis por processador armazenadas podem ser
configuradas para fazer com que um processador realize as
operagdes de modo que a determinagdo de se a sessdo sandbox
ja terminou inclua o recebimento de outro sinal indicando
que a sessdo sandbox Jja terminou. Em outro aspecto, as
instrucdes de software executaveis por processador
armazenadas podem ser configuradas para fazer com gue um
processador realize as operacdes de modo que a realizagao
do procedimento de desligamento de sessdo sandbox inclua a
liberagdo de todos os armazenadores para um componente
sandboxed e restaurando as tabelas de péagina de segunda
translagdo para remover todos os fragmentos.

[0029] Em um aspecto, as instrugdes de software
executéaveis por processador armazenadas podem ser
configuradas para fazer com que um processador realize as
operagdes de modo que a ativacdo do hipervisor inclua a
ativagdo das unidades de gerenciamento de memdria de
segundo estdgio PLO e PL1, a configuracdo de solicitacgdes
de interrupg¢des a serem realizadas no modo de hipervisor, e
a ativacdo dos acionadores SMMU para colocar todos os
bancos de contexto SMMU ativos nas translacdes de primeiro
estdgio aninhadas dentro das translacdes de segundo
estdgio. Em outro aspecto, as instrugdes de software
executaveis por processador armazenadas podem ser
configuradas para fazer com que um processador realize as

operagdes que 1incluem a inicializagdo das comunicacdes
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interprocessador com um processador de sinal digital. Em
outro aspecto, as instrugdes de software executaveis por
processador armazenadas podem ser configuradas para fazer
com que um processador realize as operagdes que incluem o
manuseio de falhas SMMU.

[0030] Em um aspecto, as instrugdes de software
executaveis por processador armazenadas podem ser
configuradas para fazer com que um processador realize as
operagdes de modo que a implementacgdo do controle de acesso
inclua a implementacdo da translacdes de segundo estagio.
Em outro aspecto, as instrugdes de software executaveis por
processador armazenadas podem ser configuradas para fazer
com que um processador realize as operagdes de modo que a
implementagdo do controle de acesso inclua adicionalmente
pelo menos um dentre retomada da restricdo dos acessos do
HLOS &as interrupgdes de hardware, a retomada de restricdo

dos acessos HLOS aos temporizadores de hardware, e a

retomada da restrigcdo dos acessos I/0 por parte do HLOS. Em
outro aspecto, as instruc¢des de software executéveis por
processador armazenadas podem ser configuradas para fazer
com que um processador realize as operagdes de modo que a
implementagdo de translagdes de segundo estagio inclua o
monitoramento de uma tentativa por parte do HLOS em alocar
memdria e fornecendo para o HLOS um ou mais enderecgos
fisicos em um espago de enderego fisico acessivel ao HLOS
quando o HLOS tenta alocar memdéria. Em outro aspecto, as
instrucdes de software executaveis por processador
armazenadas podem ser configuradas para fazer com gque um
processador realize as operagdes gque incluem a determinacdo
de se o componente sandboxed estd tentando alocar memdria
qgquando o HLOS tenta alocar memdria e fornecendo enderecos
fisicos para o componente sandboxed a partir de enderecgos

fisicos em um espaco de enderegco fisico quando for
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determinado que o componente sandboxed estd tentando alocar
memdéria. Em outro aspecto, as 1instrugdes de software
executaveis por processador armazenadas podem ser
configuradas para fazer com que um processador realize as
operag¢des de modo que o fornecimento dos enderecos fisicos
para o componente sandboxed inclua a remogdo dos enderegos
fisicos a serem fornecidos para o componente sandboxed dos
enderecos fisicos no espaco de endereco fisico que sdo
acessiveis ao HLOS e fornecendo os enderecos fisicos para o
componente sandboxed a partir dos enderegos fisicos
disponiveis no espag¢o de enderego fisico.

Breve Descricdo dos Desenhos

[0031] Os desenhos em anexo, que sdo incorporados
agqui e constituem parte dessa especificacgdo, ilustram
aspectos ilustrativos da invencdo, e juntamente com a
descrigcdo geral fornecida acima e com a descrigdo detalhada
fornecida abaixo, servem para explicar as caracteristicas
da invencao.

[0032] A figura 1 é um diagrama em bloco de
componente de um dispositivo de computacdo de aspecto;

[0033] A figura 2 é um diagrama em bloco
funcional de médulos de um dispositivo de computacgdo;

[0034] A figura 3 é um diagrama arquitetdnico de
computador em camadas de um sistema de computagdo de
aspecto;

[0035] As figuras 4 e 5 sdo diagramas
arquitetébnicos de computador em camadas de componentes
1l6gicos de aspecto em maguinas virtuais;

[0036] A figura 6 é um bloco funcional e diagrama
de mapa de memdria ilustrando mapeamentos de endereco de
memdria de dois estidgios em um dispositivo de computacgao

implementando uma maguina virtual de sistema;
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[0037] A figura 7 é um diagrama de mapa de
memdéria ilustrando mapeamentos de enderego de memdria de
dois estdgios em um dispositivo de computacdo implementando
uma magquina virtual de sistema enquanto o hipervisor &
desativado;

[0038] A figura 8 é um diagrama de mapa de
memdéria ilustrando mapeamentos de enderego de memdria de
dois estdgios em um dispositivo de computacdo implementando
uma maquina virtual de sistema enquanto o hipervisor &
ativado durante uma sessdo sandbox;

[0039] A figura 9 é um diagrama de mapa de
membéria ilustrando os mapeamentos de endereco de memdbria de
dois estdgios em um dispositivo de computacdo implementando
uma maquina virtual de sistema com a memdria virtual
compartilhada enquanto o hipervisor é ativado durante uma
sessdo sandbox;

[0040] A figura 10 é um fluxograma de processo
ilustrando um método de aspecto para ativar e desativar
seletivamente um hipervisor;

[0041] A figura 11 é um fluxograma de chamada
ilustrando a sinalizacdo envolvida na inicializacdo de um
ambiente de memdéria virtual compartilhado em um dispositivo
de computagao;

[0042] A figura 12 é um fluxograma de processo
ilustrando um método de aspecto de configuragdo de uma
sessdo de memdria virtual compartilhada;

[0043] A figura 13 é um fluxograma de processo
ilustrando um método de aspecto de desativacdo de um
hipervisor;

[0044] A figura 14 é um fluxograma de chamada
ilustrando a sinalizacdo envolvida na inicializac¢do de uma

sessdo sandbox de acordo com um dispositivo de computacdo;
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[0045] A figura 15 é um fluxograma de processo
ilustrando um método de aspecto de ativacdo de um
hipervisor;

[0046] As figuras 16A e 16B sdo fluxogramas de
processo ilustrando métodos de aspecto de implementagdo de
translagdes de segundo estéagio;

[0047] A figura 17 é um fluxograma de processo
ilustrando um método de aspecto de realizagcdo de um
desligamento de sessdo sandbox;

[0048] A figura 18 é um diagrama em bloco de
componente de um dispositivo de computag¢dao adequado para
implementac¢do de varios aspectos;

[0049] A figura 19 é um diagrama em bloco de
componente de outro dispositivo de computacg¢do adequado para
implementa¢do de varios aspectos;

Descrigdao Detalhada

[0050] Os varios aspectos serdo descritos em
detalhes com referéncia aos desenhos em anexo. Sempre gue
possivel, as mesmas referéncias numéricas serdo utilizadas
por todos os desenhos para fazer referéncia a partes iguais
ou similares. Referéncias feitas a exemplos e
implementagdes em particular servem a finalidade
ilustrativa, e ndo devem limitar o escopo da invencdo ou
das reivindicacgodes.

[0051] Em uma visdo geral, os varios aspectos
incluem um dispositivo de computagdo e métodos para a
implementagdo seletiva de um hipervisor no dispositivo de
computac¢do para garantir de forma eficiente o controle de
acesso com um hipervisor. Em varios aspectos, o hipervisor
€ normalmente desativado e é ativado quando uma condicdo é
detectada que exigiria que o hipervisor implementasse o
controle de acesso (isso é, uma "sessdo de sandbox").

Enquanto  desativado, o hipervisor pode retomar as
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translagdes de segundo estagio. Em alguns aspectos,
enquanto ativado, o hipervisor também pode retomar outras
atividades que sdo suspensas enquanto o hipervisor estéa

desativado, incluindo a restricado de acessos de
entrada/saida (I/0), acessos de interrupgdo de hardware,

e/ou acessos a temporizador de hardware. Dessa forma, pela
ativacdo seletiva do hipervisor apenas enquanto sandboxing
€ necessario, o dispositivo de computacdo pode aperfeicoar
o desempenho geral e experiéncia de usudrio enquanto mantém
um ambiente operacional seguro.

[0052] Nos varios aspectos, o dispositivo de
computacdo pode incluir membéria e um processador acoplado a
memdria que é configurado com um hipervisor, implementado
em hardware (isso &, um hipervisor de metal bare), em
software (isso &, um hipervisor hospedado operando dentro
de um ambiente de sistema operacional convencional), ou em
uma combina¢dao de hardware e software. O hipervisor pode
criar e gerenciar adicionalmente uma ou mais maguinas
virtuais para varios aplicativos, sistemas operacionais,
processos, sinais, etc.

[0053] O termo "dispositivo de computagdo" &
utilizado aqui para fazer referéncia a gqualquer um ou todos
os telefones celulares, smartphones, aparelhos de
multimidia pessoal ou mdvel, assistentes de dados pessoais
(PDAS) , computadores laptop, computadores tablet,
smartbooks, computadores palm-top, receptores de correio
eletrédnico sem fio, telefones celulares ativados para
Internet e multimidia, controladores de jogos sem fio, e
dispositivos eletrbnicos pessoais similares gque incluem um
processador programavel e uma memdria, e operam sob energia
de bateria de modo que os métodos de conservagdo de energia
sejam  benéficos. Enguanto os varios aspectos sdo

particularmente Uteis nos dispositivos mdbveis, tal como
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telefones celulares, que possuem energia de processamento
limitada e capacidade de bateria limitada, os aspectos sdo
geralmente UGteis em qualquer dispositivo de computacdo que
podem beneficiar do desempenho de processador aperfeigoado
e consumo de energia reduzido.

[0054] Os termos "monitor de maquina wvirtual",
"VMM", e "hipervisor" sao utilizados de forma
intercambiavel aqui para fazer referéncia a um gerenciador
de maquina wvirtual. O termo "sistema operacional de alto
nivel" (HLOS) é utilizado aqui para fazer referéncia a um
sistema operacional convidado operando em uma maguina
virtual que o hipervisor gerencia. Em um aspecto, o
hipervisor pode segregar HLOS durante uma sessdo sandbox.

[0055] Os termos "translagdo de Estagio 1" e
"translacdo de primeiro estagio" sdo utilizados de forma
intercambiavel aqui para fazer referéncia a uma translagdo
ou mapeamento de um endereco de memdria virtual (um "VA")
para um endereco de memdria intermedidrio (um "IPA"). Em um
exemplo, HLOS pode realizar uma translacdo de primeiro
estdgio a partir dos enderecos virtuais alocados para um
processo operando no HLOS para os enderecos fisicos
intermedidrios mantidos no espago de enderego fisico
intermedidrio HLOS.

[0056] Os termos '"translagdo de estéagio 2" e
"translacdo de segundo estagio" sdo utilizados de forma
intercambiavel aqui para fazer referéncia a uma translacgédo
ou mapeamento a partir de um endereco fisico intermediario
para um endere¢co de memdria fisica (um "PA"). Em um
exemplo, o supervisor ou uma unidade de gerenciamento de
memdria de sistema (uma  "SMMU") pode realizar uma
translagcdo de segundo estidgio a partir dos enderecos

fisicos intermedidrios alocados ao HLOS para enderecgos
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fisicos mantidos pelo hipervisor no espago de enderego
fisico.

[0057] O termo "sessdo sandbox" é utilizado aqui
para fazer referéncia a um periodo de tempo no qual o
hipervisor estd realizando o controle de acesso entre duas
ou mais entidades. Em um aspecto, uma sessdo sandbox pode
comegar quando o hipervisor é alertado sobre o contetdo
protegido (por exemplo, conteldo protegido pelas técnicas
de gerenciamento de direitos digitais (DRM)) que devem ser
processados separadamente no dispositivo de computagdo (por
exemplo, um dispositivo de video seguro para reproducdo de
midia DRM) e podem terminar gquando essa separacdo ndo é
mais necessaria, tal como gquando o conteGdo protegido
acabou de ser processado ou reproduzido e o servigo ou
aplicativo foi liberado.

[0058] O termo "componente sandboxed" é utilizado
aqui para fazer referéncia a um componente, aplicativo,
processo, etc. gue o hipervisor separa (isso &, sandboxes)
do HLOS. Em um aspecto, o hipervisor pode alocar enderegos
fisicos no espagco de enderegco de memdéria fisica para o
componente sandboxed que ndo se sobrepdem aos enderegos
fisicos alocados ao HLOS.

[0059] O termo "entidade de compartilhamento" &
utilizado aqui para se referir a um componente, aplicativo,
processo, etc. que compartilha a memdria wvirtual com HLOS.
Em um aspecto, a entidade de compartilhamento e o HLOS pode
compartilhar acesso a um ou mais enderecos fisicos no
espaco de endereco de memdria fisica.

[0060] Pela criacdo e gerenciamento de maquinas
virtuais, o hipervisor pode criar um "sandbox" ou separacao
segura em torno de varias operagdes ou dados, incluindo
Ssistemas operacionais, aplicativos, processos, etc. @)

hipervisor pode utilizar uma sandbox para limitar o acesso
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a varias caracteristicas, fornecendo, assim, a seguranga
para operagdes ou dados. Por exemplo, um HLOS pode operar
como um sistema operacional convidado dentro de uma maquina
virtual gque o hipervisor gerencia, e o hipervisor pode
gerenciar um sinal de wvideo processado fora da méquina
virtual do HLOS de modo que o HLOS pode ser esquecido (isso
€&, incapaz de detectar ou acessar) o sinal de video.

[0061] No entanto, existe um custo de desempenho
associado com a utilizacdo do hipervisor para garantir o
controle de acesso. O teste em pequena escala mostrou dque
utilizando o hipervisor para garantir o controle de acesso
pode causar uma queda de 5% a 30% no desempenho dependendo
da referéncia. Os varios aspectos superam essa penalidade

de desempenho pela implementacdo do hipervisor apenas

quando existe a necessidade de dados e/ou seguranga de
software permitidos pelo sandbox.

[0062] Em varios aspectos, um HLOS pode operar em
uma maquina virtual gerenciada pelo hipervisor. HLOS pode
manter uma tabela de pagina de enderecgo fisico
intermedidria para uso na alocag¢do de enderego virtual para
varios processo ou aplicativos rodando no HLOS. HLOS pode
alocar a memdria diretamente a partir do espago de enderecgo
de memdbéria fisica, garantindo, assim, que os enderegos
fisicos intermedidrios sejam sempre iguais que os enderegos
fisicos. Em outras palavras, os enderecos fisicos
intermedidrios no espag¢o de enderego fisico intermedidrio
do HLOS sdo iguais aos enderecos fisicos no espaco de
endereco fisico durante todo o tempo. Pela garantia de que
HLOS possa alocar memdria de modo que os enderecos fisicos
intermedidrios sejam iguais aos enderecos fisicos durante
todo o tempo, os varios aspectos permitem que o hipervisor
seja seletivamente ativado e desativado, aperfeigoando,

dessa forma, o desempenho total visto que o desempenho do
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hipervisor seja incorrido apenas quando uma sessdo sandbox
é necessaria.

[0063] Nos varios aspectos, HLOS pode alocar
memdéria diferentemente do espaco de enderego de memdria
fisica. No entanto, enquanto o hipervisor estd ativado, o
hipervisor pode restringir o acesso HLOS para o espago de
endere¢go de memdria fisica, permitindo, assim, gque HLOS
alogue memdéria a partir de apenas uma parte do espago de
endereco de memdéria fisica.

[0064] Em um aspecto, o processador do

dispositivo de computacdao pode monitorar situagdes nas

quais sandboxing é necessario (isso &, dados e/ou software
que deve ser processado em uma sessdao de sandbox). Em um
aspecto, uma sessdo de sandbox pode ser uma situagdo ou
periodo de tempo no gqual sandboxing é necessario para
garantir o controle de acesso entre processos, aplicativos
separados, etc. Por exemplo, o dispositivo de computacgao
pode detectar que um sinal seguro tenha sido recebido (por
exemplo, um sinal de video sujeito ao gerenciamento de
direitos digitais) ou que um segundo sistema operacional
esteja sendo iniciado que deve ser mantido isolado do HLOS.
Quando a necessidade de uma sessdo sandbox & detectada, o
dispositivo de computacdo pode ativar o hipervisor. Depois
de ser ativado, o hipervisor pode implementar translagdes
de segundo estadgio e limitar o HLOS para alocagdo de
memdéria a partir de apenas uma parte do espago de enderego
de memdria fisica, estabelecendo, assim, a sessdo sandbox.
O hipervisor, enquanto ativado, também pode retomar outras
operacgdes de controle de acesso, tal como restricdo de um
ou mais acessos I/0O, acessos interrompidos de hardware, e
acessos de temporizador de hardware.

[0065] Em outro aspecto, o hipervisor pode

monitorar o final de uma sessdo sandbox, por exemplo, o
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hipervisor pode determinar se o sinal de video seguro nao
estd mais sendo recebido. Quando a sessdo sandbox é
encerrada, o hipervisor pode realizar um desligamento de
sessdo. No processo de desligamento de sessdo, o hipervisor
pode liberar os recursos alocados ©para o componente
sandboxed. Por exemplo, o hipervisor pode 1liberar os
recursos alocados para um processador de sinal digital para
processar o sinal de video seguro, permitindo, assim, que
HLOS aloque memdria a partir de todo o espaco de endereco
de memdria fisica. Em um aspecto adicional, o hipervisor
pode ser desativado até que a préxima situagdo de
sandboxing comece.

[0066] Em outro aspecto, o hipervisor pode
permitir translacgdes de segundo estdgio para HLOS e uma
entidade de compartilhamento. Nesse aspecto, a entidade de
compartilhamento e HLOS podem compartilhar memdéria virtual
e compartilhar o acesso aos enderecos fisicos no espaco de
enderego de memdria fisica. Em um aspecto adicional, o
hipervisor pode realizar o controle de acesso entre HLOS e
a entidade de compartilhamento para os enderecos de memdria
que ndo sdo compartilhados.

[0067] Os varios aspectos podem ser implementados
em uma ampla variedade de arquiteturas de computador de
processador UGnico e miltiplos processadores, um exemplo das
quais é ilustrado na figura 1. Um dispositivo de computagdo
100 pode incluir varios processadores heterogéneos, tal
como o processador de sinal digital ilustrado (DSP) 102, o
processador de modem 104, o processador de graficos 106, e
o ©processador de aplicativo 108. O dispositivo de
computacao 100 também pode incluir um ou mais
coprocessadores de vetor 110 conectados a um ou mais dos

processadores 102-108. Cada processador 102-110 pode

incluir um ou mais ntGcleos, e cada processador/nicleo pode
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realizar operagdes independentes de outros
processadores/nlGcleos. Cada processador 102-110 também pode

incluir um a memdéria (ndo ilustrada) e/ou um controlador de
sistema de gerenciamento de memdéria. Em um aspecto, os

componentes do dispositivo de computagdo 100 podem ser

localizados em um Unico substrato e/ou acoplados de perto
juntos como um sistema em chip (SOC) 125.

[0068] O dispositivo de computagdo 100 pode
incluir um conjunto de circuitos analdgicos e um conjunto
de circuitos personalizado 114 para o gerenciamento de
dados de sensor, conversdes de analdgico para digital,
transmissdes de dados sem fio, e realizacdao de outras
operagdes esgpecializadas, tal como processamento de sinais
de &dudio codificados para jogos e filmes. O dispositivo de
computagdo 100 pode incluir adicionalmente componentes e

recursos de sistema 116, tal como reguladores de voltagem,

osciladores, circuitos travados em fase, pontes
periféricas, controladores de dados, controladores de
memdria, controladores de sistema, portas de acesso,

temporizadores e outros componentes similares utilizados
para suportar os processadores, memdrias e clientes rodando
em um dispositivo de computacdo. Cada componente ou recurso

de sistema 116 pode incluir adicionalmente uma memdria (ndo

ilustrada) e/ou um controlador de sistema de gerenciamento
de memdria.

[0069] Em varios aspectos, o processador de
aplicativos 108 pode ser uma unidade de processamento
central (CPU), um componente de uma CPU, ou uma unidade de
processamento acoplada a uma CPU. Em um aspecto, a CPU pode
ser configurada para ler e escrever informagcdo para e de

varias memdérias dos processadores 102-110, componentes e

recursos de sistema 116 e/ou periféricos, que podem ser
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alcancados através dos controladores de sistema de

gerenciamento de memdéria dos respectivos processadores 102-

110, recursos 116 e/ou periféricos.
[0070] O dispositivo de computagdo 100 pode

incluir adicionalmente um mbédulo de entrada/saida (ndo
ilustrado) para comunicagdo entre os componentes e
recursos, tal como um reldgio 118 e um regulador de
voltagem 120. Os processadores 102-108 podem ser
interconectados a um ou mais elementos de memdria 112,
recursos 116, conjunto de circuitos personalizado 114, e

varios outros componentes de sistema através de um mdédulo

de interconexdo/barramento 122.

[0071] Como mencionado acima, o dispositivo de
computagdo 100 pode incluir um ou mais coprocessadores de
vetor 110 conectados a um ou mais dos processadores 102-
108. Tais coprocessadores de vetor 110 podem ser
particularmente Gteis para processamento de aplicativos que
exigem execugdo rapida e paralela, tal como aplicativos de
multimidia e sequenciamento de video. Em um aspecto, o
coprocessador de vedor 110 pode implementar uma argquitetura
de conjunto de instrug¢des (ISA) de mialtiplos dados de
instrug¢do tUnica (SIMD) que inclui registros de hardware,
memdéria e/ou hardware de execugdo independentes. 0
coprocessador do vetor SIMD pode ser uma parte de, ou pode
ser acoplado de forma prdxima ao processador principal do
dispositivo de computacdo 100 (por exemplo, processador de
aplicativos 108, CPU, etc.)

[0072] A figura 2 ilustra um diagrama de
componente de um dispositivo de computagdo de aspecto 206
capaz de manter um ambiente wvirtual seguro (isso &, um
sandbox) . O sistema operacional inseguro 208 (isso &, HLOS)

pode estar em comunicagdo com o hipervisor 212. O
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hipervisor pode estar em comunicagdo com a memdria fisica
216. Em um aspecto, o hipervisor pode agir como um
intermedidrio entre o sistema operacional inseguro 208 e a
memdria fisica 216 ou outro hardware (ndo ilustrado). Em
outro aspecto, o hipervisor 212 pode facilitar o mapeamento
de enderegos fisicos intermedidrios (IPA) mantidos pelo
sistema operacional inseguro 208 para enderegos fisicos
(PA) na memdria fisica 216.

[0073] Em um aspecto, o hipervisor 212 também

pode estar em comunicagdo com um monitor de seguranga 214

(por exemplo, um ARM TrustZone®). O monitor de seguranca
214 pode agir como um guardido, garantindo que apenas dados
seguros entrem e saiam do ambiente virtual seguro 210. O
ambiente wvirtual seguro 210 pode, por sua vez, estar em
comunicagdo com uma rede segura 204. O ambiente wvirtual
seguro 210 pode transmitir ou receber dados da rede segura
204. Em um exemplo, o ambiente wvirtual seguro 210 pode
incluir um processador de sinal digital (isso &, um DSP)
que pode receber dados sensiveis da rede segura 204. Nesse
exemplo, os dados sensiveis podem ser um sinal contendo
dados de video regulados pelas limita¢des de gerenciamento
de direitos digitais. Em um aspecto, o monitor de seguranca
214 pode comunicar com o hipervisor 212 para garantir que
os dados sensiveis sejam armazenados em uma parte da
memdéria fisica 216 que é inacessivel ao sistema operacional
inseguro (ou outros sistemas ou processos). Em um aspecto
adicional, esses dados sensiveis podem ser armazenados na
memdria criptografada (ndo ilustrada) dentro da memdria
fisica 216.

[0074] A figura 3 ilustra uma arquitetura em
camadas de um processador ilustrando componentes 1ldgicos e
interfaces em um <sistema de computagdo tipico. A

arquitetura do sistema de computacdo ilustrado 300 inclui
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ambos os componentes de hardware 322 e os componentes de
software 320. Os componentes de software 320 podem incluir
um sistema operacional 302, um mdédulo de biblioteca 304, e
um ou mais programas de aplicativo (A, a A,) 306. Os
componentes de hardware 322 podem incluir periféricos 308
(por exemplo, aceleradores de hardware, dispositivos de
entrada e saida, etc.), uma unidade de processamento
central (CPU) 310, uma unidade de gerenciamento de memdria
de unidade de processamento central (MMU CPU) 316, uma ou
mais unidades de gerenciamento de memdéria de sistema (aqui,
"MMU de sistema" ou "SMMU") 312, e uma ou mais memdrias
314.

[0075] Software de aplicativo escrito para
dispositivos de computacdo mbdéveis podem ser compilados em
cbdigo executavel, que é o que é comumente referido como
"aplicativos", "apps" ou programas de aplicativo 306. Cada
programa de aplicativo 306 pode ser um processo Unico ou
sequéncia, e pode incluir uma pluralidade de processos ou
sequéncias.

[0076] Os programas de aplicativo 306 podem
emitir chamadas de biblioteca de linguagem de nivel alto
(HLL) para o mbédulo de biblioteca 304 através de uma
interface de programa de aplicativo (API). O mddulo de
biblioteca 304 pode invocar servigos (Por exemplo, através
de chamadas do sistema operacional) no sistema operacional
302 através de uma interface bindria de aplicativo (ABI). O
sistema operacional 302 pode comunicar com oOs componentes
de hardware wutilizando uma arquitetura de conjunto de
instrucdo egpecifica (ISA), que é uma listagem dos cddigos
de operacgcdao especificos (opcode) e comandos nativos
implementados pelo hardware 322. Dessa forma, a arquitetura
de conjunto de instrugdes define o hardware 322 como

observado pelo sistema operacional 302.



30/69

[0077] O sistema operacional 302 pode ser
responsavel pela coordenagdo e controle da alocagdo e uso
de varias memdérias 314 entre os programas de aplicativo
306, que pode incluir a divisdo da memdria fisica através
de mGltiplos programas de aplicativo (A0O-An) 306. Em um
aspecto, o sistema operacional 302 pode incluir um ou mais
sistemas de gerenciamento de memdria (por exemplo, um
gerenciador de memdéria virtual, etc.) para o gerenciamento
da alocagcdo e uso da membdéria do sistema por varios
programas de aplicativo (A; a A,) 306. Os sistemas de
gerenciamento de membéria podem funcionar para garantir que
a memdria utilizada por um processo ndo interfira com a
membéria ja& em uso por outro processo.

[0078] Em um aspecto, o sistema operacional 302
pode incluir um gerenciador de memdria virtual (VMM OS)
configurado para realizar as operagdes de "enderegamento
virtual" que permitem que o sistema operacional 302 faga
com que um enderec¢o fisico em particular apareg¢a para outro
endereco (isso &, um endereco virtual). As operacgdes de
enderegamento virtual podem incluir a alocagdao de enderego
de memdéria virtual para os programas de aplicativo (Ay-A,)
306. Incluindo um gerenciador de memdria virtual dentro do
sistema de operagdo 302 é possivel se gimplificar a
coordenacdo e controle da memdria do sistema entre os
miltiplos processos ou programas de aplicativo (Ay-A,) 306.

[0079] Em adicdo aos sistemas de gerenciamento de
memdria com base em software (por exemplo, VMM 0OS, etc.)
discutidos acima, o sistema pode incluir um ou mais
sistemas de gerenciamento de memdéria com base em hardware,
tal como a unidade de gerenciamento de memdria (MMU) da
unidade de processamento central (CPU) 316 e a MMU de
sistema 312 ilustrada na figura 3. A MMU CPU 316 e a MMU de

sistema 312 podem, cada uma, incluir um ou mais componentes
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de hardware responsaveis pela realizagdo de varias
operag¢des relacionadas com memdria, tal como a translacdo
dos enderecos virtuais para enderecgos fisicos, controle de
memdéria temporéria, arbitragem de barramento e protegdo de
memdéria. Em um aspecto, a MMU CPU 316 pode ser responsavel
pelo fornecimento de servigos de traducdo de endereco e
funcionalidades de proteg¢do para a CPU principal 310, e a
MMU do sistema 312 pode ser responsavel pelo fornecimento
de servigcos de tradugdao de endere¢o e funcionalidades de
protecdo para outros componentes de hardware (por exemplo,
processador de sinal digital, processador de modem,
processador de graficos, etc.).

[0080] Em varios aspectos, um ou mails dos
sistemas de gerenciamento de memdria (por exemplo, MMU de
sistema 312, MMU CPU 316, etc.) podem incluir um
armazenador temporadrio look-aside de traducdo (TLB), que é
uma memdria temporadria que pode ser utilizada para
tradugdes de endereco de memdria (por exemplo, traduzindo
enderecos virtuais em enderecos fisicos, etc.). Em um
aspecto, o armazenador look-aside de tradugdo (TLB) pode
ser uma memdria enderegadvel por contetdo (CAM), gue pode
ser uma memdria de conjunto associativo de hardware na qual
a informagdo armazenada é organizado em formato de valor
chave (por exemplo, tabela hash). As chaves podem ser
enderegcos virtuais e os valores podem ser enderegos
fisicos. Em varios aspectos, o armazenador look-aside de
traducdo pode ser gerenciado por hardware, gerenciado por
software, ou gerenciado por uma combinacdo de hardware e
software. Com um armazenador look-aside de traducado
gerenciado por hardware, o formato dos registros do
armazenador look-aside de traducdo pode ndo ser visivel
para o software, e, dessa forma, pode ser diferente para

diferentes tipos de unidades de processador central.
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[0081] Geralmente, como parte de um processo de
traducgao de enderecgo de memdria, um sistema de
gerenciamento de memdria (por exemplo, VMM O0OS, MMU de
sistema 312, MMU de CPU 316, etc.) pode realizar uma busca
de membéria enderecgavel por contetdo para solicitar um
endere¢go fisico a partir do armazenador look-aside de
tradugdo pelo envio para o armazenador look-aside de
tradugdo de um enderec¢o virtual como a chave. Se uma chave
de endereco virtual possui um valor de endereco fisico
correspondente no armazenador look-aside de tradugao (isso
€, o "hit TLB" ocorre), a busca de memdria enderecavel por
contetido pode recuperar e vretornar o enderego fisico
correspondente. Se o endereg¢o gsolicitado ndo estiver no
armazenador look-aside de tradugdo (isso &, '"perda TLB"
ocorre), o processo de traducdo de endereco de memdria pode
realizar um walk de pagina (por exemplo, um walk de pagina
de software, um walk de pagina de hardware, etc.) pela
leitura do contetdo de miltiplos 1locais de membdria e
computando o endereco fisico. Depois que o endereco fisico
€ determinado pelo walk de paégina, um mapeamento de
endere¢co virtual para enderec¢o fisico pode ser armazenado
no armazenador look-asgide de traducao.

[0082] Em aspectos gque incluem um armazenador
look-aside de tradugdo gerenciado por software, uma perda
TLB pode fazer com gque o sistema operacional walk as
tabelas de pagina e realize a tradugdo em software. Em
aspectos que incluem um armazenador look-aside de traducado
gerenciado por hardware, o sistema de gerenciamento de
memdria pode realizar um walk de tabela de hardware para
determinar se um registro de tabela de pagina valido existe
para uma chave de endereco virtual especificada.

[0083] Os varios aspectos fornecem sistemas de

gerenciamento de memdéria que utilizam técnicas de
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virtualizagdo. As tecnologias de virtualizacdo permitem a
abstracdo (ou virtualizacdo) dos recursos de computacdo,
que podem ser alcangados pela colocagdo de um programa de
controle (por exemplo, um Monitor de Maquina Virtual "VMM"
ou hipervisor) entre o sistema operacional e o hardware. As
técnicas de virtualizagdo sdo comumente implementadas em
uma maquina virtual (VM), que pode ser um aplicativo de
software que executa programas de aplicativo como uma
maquina de hardware fisico. A maquina virtual fornece uma
interface entre programas de aplicativo e o hardware de
execugdo, permitindo gque os programas de aplicativo
amarrados a uma arquitetura de conjunto de instrucgdes
especifica sejam executados em hardware implementando uma
arquitetura de conjunto de instrugdes diferente.

[0084] As figuras 4 e 5 ilustram componentes
l6gicos em um sistema de computador tipico implementando
uma maquina virtual. As maguinas virtuais podem ser
categorizadas em duas categorias gerais: magquinas virtuais
de sistema, e maquinas virtuais de processo. As magquinas
virtuais de sistema permitem o compartilhamento do hardware
fisico subjacente entre diferentes processos ou
aplicativos. As méquinas virtuais de processo, por outro
lado, suportam um processo ou aplicativo tGnico.

[0085] A figura 4 é um diagrama arquitetdnico em
camadas ilustrando camadas 1légicas de um dispositivo de
computacdo 400 implementando uma maquina virtual de
processo 410. O sistema de computador 400 pode incluir
componentes de hardware 408 e software gque incluem um
médulo de processo de aplicativo 402, um mdédulo de
virtualizacdo 404, e um sistema operacional 406.

[0086] Como discutido acima com referéncia a
figura 3, os componentes de hardware sgdo visiveis apenas

para os programas de aplicativo 306 através do sistema
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operacional 302, e ABI e API definem efetivamente as
caracteristicas de hardware disponiveis pra os programas de

aplicativo 306. O médulo de software de virtualizacdo 404

pode realizar operagdes 1ldégicas no nivel de ABI/API e/ou
emular chamadas de sistema operacional ou chamadas de
biblioteca de modo que o processo de aplicativo 402
comunique com o médulo de software de virtualizacdo 404 da
mesma forma que se comunicaria com os componentes de
hardware (isso &, através de chamadas de sistema ou
biblioteca). Dessa forma, o processo de aplicativo 402
visualiza a combinagcdo de médulo de virtualizacdo 404
sistema operacional 406, e hardware 408 como uma maguina
Gnica, tal como a maquina virtual de processo 410 ilustrada
na figura 4. Isso simplifica a tarefa do projetista de
aplicativo wvisto que o software de aplicativo ndo precisa
se preocupar com a argquitetura real dos dispositivos de
computacdo nos quais o aplicativo serd executado por fim.

[0087] A méquina virtual de processo 410 existe
apenas para suportar um processo de aplicativo Gnico 402, e
portanto, é criada com o processo 402 e encerrada quando O
processo 402 encerra a execugao. O processo 402 que roda na
maquina virtual 410 é chamado de "convidado" e a plataforma
subjacente & chamada de T"hospedeira". O software de
virtualizagdo 404 que implementa a magquina virtual de
processo é tipicamente chamada de software de runtime (ou
simplesmente "runtime") .

[0088] A figura 5 é um diagrama arquitetdnico em
camadas ilustrando as camadas 1ldégicas em um dispositivo de
computagdo 500 implementando uma magquina virtual do sistema
510. O gistema de computador pode incluir componentes de

hardware (por exemplo, hardware de execucdo, memdria,

dispositivos 1I/0, etc.)508 e componentes de software que

incluem um médulo de programas de aplicativo 502, um
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sistema operacional 504, e um mbédulo de virtualizagdo 506.
O software gque roda em cima do mddulo de virtualizagdo 506
é€ referido como software ‘'"convidado" e a plataforma
subjacente que suporta o mdéddulo de virtualizagdo é referida
como hardware "hospedeiro".

[0089] Diferentemente das magquinas virtuais de
processo, uma maquina virtual de sistema 510 fornece um

ambiente completo no qual miltiplos sistemas operacionais

(chamados de ‘'"sistemas operacionais convidados") podem
coexistir. Da mesma forma, a plataforma de hardware
hospedeiro pode ser configurada para suportar

simultaneamente varios ambientes de sistema operacional
convidados 1isolados. O isolamento entre os sistemas
operacionais sendo executados simultaneamente adiciona um
nivel de seguranga ao sistema. Por exemplo, se a segurancga
em um sistema operacional convidado sofre uma brecha, ou se
um sistema operacional convidado sofrer uma falha, o

software rodando em outros sistemas convidados n3o é

afetado pela Dbrecha/falha. A plataforma de hardware
hospedeira também simplifica a tarefa do projetista de
aplicativo wvisto que o software de aplicativo ndo precisa
Sse preocupar com a arquitetura real dos dispositivos de
computac¢do nos quais o aplicativo serad executado por fim.
[0090] O mbédulo de software de virtualizacdo 506
pode ser logicamente situado entre o hardware hospedeiro e
o software convidado. O software de virtualizagdo pode
rodar no hardware real (nativo) ou em cima de um sistema
operacional (hospedado), e é tipicamente referido como um
"hipervisor" ou monitor de magquina virtual (VMM). Em
configuracdes nativas, o software de virtualizacdo roda no
hardware real no modo de privilegio mais alto disponivel, e
os sistemas operacionais convidados rodam com privilégios

reduzidos de modo que o software de virtualizacdo possa
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interceptar e emular todas as ag¢des do sistema operacional
convidado que normalmente acessariam ou manipulariam os
recursos de hardware. Nas configura¢des hospedadas, o
software de virtualizacdo roda em cima de um gsistema
operacional hospedeiro existente, e pode se basear no
sistema operacional hospedeiro para fornecer acionadores de
dispositivo e outros servigcos de nivel mais baixo. Em
qualquer caso, cada um dos sistemas operacionais convidados
(por exemplo, sistema operacional 504) se comunica com o
médulo de software de virtualizacdo 506 da mesma forma que
se comunicariam com o hardware fisico 508, visualizando a
combinacdo do mdédulo de virtualizacdo 506 e hardware 508
como uma UGnica maquina virtual 510. Isso permite que cada
sistema  operacional convidado (por exemplo, sistema

operacional 504) opere sob a ilusdo de possuir acesso

exclusivo aos processadores, periféricos, I/0, MMUs e
memdrias no hardware 508.

[0091] Como discutido acima com referéncia a
figura 3, um sistema operacional pode ser responsavel pela
divisdo da memdbria fisica através de mGltiplos processos.
Isso pode ser alcangado através de um processo de tradugdo
de espago de enderego de memdria. Em um processo de
tradugdo de espago de enderego de memdria o sistema
operacional designa enderegos virtuailis para cada programa
de aplicativo, e entdo aloca os enderecgos fisicos com base
nos enderecos virtuais antes da execugdo do programa. No
entanto, em sistemas que incluem um sistema operacional
convidado rodando em cima de uma maguina virtual, os
enderecos de memdria alocados pelo sistema operacional
convidado ndo sao os enderecos fisicos verdadeiros, mas
enderecos fisicos intermedidrios. Em tais sistemas, a
alocacdo real da memdéria fisica é geralmente realizada pelo

hipervisor, que pode ser necessario para manter as relagdes
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entre os enderecos virtuais, os enderecos fisicos
intermedidrios, e os enderecos fisicos.

[0092] A maior parte dos sistemas de processador
suportam apenas um Unico estdgio de processo de tradugdo e
endere¢co de memdria, e exigem que o hipervisor gerencie a
relacdo entre os enderecos virtuails, enderecos fisicos
intermedidrios, e enderecos fisicos. Isso é geralmente
alcancado pelo hipervisor mantendo suas prdéprias tabelas de
tradugdo (chamadas de tabelas de tradugdo sombreadas), que
podem ser derivadas pela interpretagdo de cada uma das
tabelas de tradug¢dao do sistema operacional convidado. Em
tais sistemas, o hipervisor garante que todas as mudancgas
nas tabelas de tradugdo do sistema operacional convidado
sejam refletidas nas estruturas de sombra, além de garantir
protecdes e redirecionamento de falhas de acesso para o
estdgio adequado. Como discutido acima, essas operacdes

aumentam a complexidade do hipervisor, e adicionam

overheads significativos a execucgao, manutencadao e/ou
gerenciamento do hipervisor.

[0093] Diferentemente dos processadores de
estdgio tUnico discutidos acima, alguns sistemas de
processador (por exemplo, ARM v7-A) fornecem assisténcia de
hardware para ambos os estédgios de tradugdo de membébria. Por
exemplo, os processadores ARM podem incluir Extensdes de
Virtualizagdo que permitem que o sistema operacional
convidado traduza os enderecos virtuais em enderecos
fisicos intermedidrios em um primeiro estdgio (isso e,
tradugdes de primeiro estdgio), e para o hardware traduzir
os enderecos fisicos intermedidrios em enderecos fisicos em
um segundo estdgio (isso é, traducdes de segundo estagio).

Tais Extensdes de Virtualizacdo reduzem os overheads

associados com a execugdo, manutencdo e/ou gerenciamento de
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hipervisor, e aperfeicoam o desempenho do dispositivo de
computagao.

[0094] A figura 6 ilustra componentes 1ldégicos
ilustrativos e tradugdes de endereco associadas com a
alocagdo da memdria em dois estédgios em um dispositivo de
computagdo 600 implementando uma maquina virtual de
sistema. Um sistema de gerenciamento de memdria de um
sistema operacional convidado 610 (por exemplo, HLOS) pode
designar um espaco de endereg¢o virtual 602, 604 para cada
um dos programas de aplicativo ou processos (Aqg, A,) . Por
exemplo, os espacos de endereg¢o virtual 602, 604 podem ser
designados por um gerenciador de memdria virtual (por
exemplo, VMM OS Convidado). Cada programa de aplicativo ou
processo (A,, A,) pode receber seu prdéprio espago de
enderego virtual 602, 604 e cada espago de enderego virtual
602, 602 pode incluir um ou mails enderegos virtuais VA,
616, VA, 618.

[0095] ©No exemplo ilustrado mna figura 6, os
enderegos de memdria sdo traduzidos em dois estagios. Em
uma traducdo de primeiro estdgio 612, o gerenciador de
memdria virtual do sistema operacional convidado 610 (VMM
OS Convidado) pode mapear os enderegos virtuais VA, 616,
VA, 618 em enderecos fisicos intermediarios IPA, 626, IPA,
628 em um espac¢o de endereg¢o fisico intermedidrio 606. Em

uma tradugdo de segundo estdgio 614, as extensdes de

hipervisor e/ou virtualizagdo podem mapear os enderegos
fisicos intermediadrios 1IPA, 626, IPA, 628 em enderecgos
fisicos PA, 636, PA, 638 em um espaco de endereco fisico
608. O primeiro estadgio de tradugdo 612 pode ser realizado
independentemente do segundo estdgio de traducdo 614, e nos
Sistemas existentes, os componentes que realizam o segundo
estdgio de traducdo 614 ndo alocam os enderecos fisicos com

base nas caracteristicas da memdria.
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[0096] A figura 7 ilustra componentes 1ldégicos e
traducdes de endereco ilustrativos associados com a
alocagdo de memdria em dois estédgios em um dispositivo de
computagdo 700 implementando uma magquina virtual de sistema
enquanto o hipervisor & desativado. Em um aspecto, enguanto
desativado, o hipervisor pode nd3o engajar em tradugdes de
segundo estagio 708 até gue uma sessdo sandbox seja
iniciada. Por exemplo, sandboxing pode ndo ser necessario
qgquando apenas um sistema operacional convidado (por
exemplo, um HLOS) estd sendo executado no dispositivo de
computacdo. Portanto, em varios aspectos, o hipervisor pode
ter um desempenho mais eficiente por mndo engajar nas
traducgdes de segundo estagio qguando sandboxing é
determinado como desnecessario.

[0097] Em um aspecto, engquanto o hipervisor esta
desativado, em uma tradug¢do de primeiro estéagio 706, HLOS
pode mapear os enderecos virtuais no espago de enderecgo
virtual 710 em enderecos fisicos intermedidrios no espacgo
de endereco fisico intermedidrio do HLOS 720 como discutido

acima com referéncia a figura 6. Por exemplo, o HLOS pode

traduzir/mapear os enderegos virtuais VA, 712 e VA, 714 em
enderecos fisicos intermedidrios IPA, 722 e 1IPA, 724,
respectivamente. Em outro exemplo, o HLOS (ou uma MMU
operando no HLOS) pode alocar blocos de membéria wvirtual
para uso pelos aplicativos A, a A, pela realizacdo da
tradugdo de primeiro estégio 706 entre o espac¢o de enderego
virtual 710 e o espago de endereco fisico intermediario
720.

[0098] Em um aspecto adicional, enquanto
desativado, o hipervisor pode ndo realizar traducgdes a
partir do espaco de endereco figico intermedidrio 720 para
espago de endereco fisico 730 através de uma tradugdo de

segundo estégio 708. Nesse aspecto, HLOS pode ultrapassar
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as tradugdes de segundo estdgio 708. Dessa forma, visto que
HLOS pode ultrapassar as tradugdes de segundo estdgio 708,
HLOS pode alocar a memdria diretamente a partir do espago
de enderego fisico 730. Pela ativagdo de HLOS para
ultrapassar as tradugdes de segundo estéagio 708, o}
hipervisor garante que os enderecgos fisicos intermedidrios
sejam 1iguais aos enderegos fisicos. Dessa forma, em um
exemplo, IPA, 724 no espago de enderego fisico
intermedidrio 720 é equivalente a PA, 734 no espaco de
endereco fisico 730. De forma similar, IPA, 722 no espacgo
de enderego fisico intermedidrio 720 é igual a PA, 732 no
espagco de endereco fisico 730.

[0099] A figura 8 ilustra componentes 1lbégicos e
traducdes de endereco ilustrativos associados com a
alocacdo de memdria em dois estdgios em um dispositivo de
computacdo 800 durante uma sessdo sandbox. Nos varios
aspectos, o hipervisor pode ser ativado em resposta a
deteccgdo do inicio de uma sessdo sandbox.

[0100] Em um aspecto, uma sessdao sandbox pode ser
uma situacdo na gqual HLOS deve ser isolado do contetdo
protegido. O contelGdo protegido pode incluir um aplicativo
seguro, um segundo sistema operacional rodando no
dispositivo de computacdo, ou qualquer outra coisa que
possa precisar ser processada ou armazenada separadamente.
Por exemplo, um processador de sina digital (isso &, um
"DSP") pode receber um sinal de video seguro (isso €&,
contetido protegido) para processamento. Nesse exemplo, o
sinal de video seguro pode precisar ser processado
separadamente do HLOS para manter a integridade e/ou
seguranca do sinal de video. Em um aspecto adicional, em
resposta a determinacdo de que o sinal de video seguro

precisa ser ©processado separadamente, um monitor de

seguranga, tal como ARM TrustZone® pode alertar o
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hipervisor gque uma sessdo sandbox foi iniciada. Em resposta
ao recebimento do alerta, o hipervisor pode ser ativado e
pode retomar a implementag¢do das tradugdes de segundo
estdgio a partir do espago de enderego fisico intermedidrio
para o espag¢o de enderego fisico.

[0101] Como ilustrado na figura 8, uma vez dJue
uma sessdo sandbox foi iniciada e o hipervisor estéa
ativado, o hipervisor pode retomar as tradugdes de segundo
estdgio 808 e 846. Em um aspecto, o contelGdo protegido pode
ser processado utilizando ambas uma tradugdo de primeiro
estdgio 844 e uma traducdo de segundo estdgio 846, similar
a como HLOS aloca a membdbria como descrito acima com
referéncia a figura 6. Por exemplo, um ambiente seguro (por
exemplo, um DSP operando dentro de uma maguina virtual
segura) pode receber um sinal de video seguro através de
uma conexao com uma rede segura como discutido com
referéncia a figura 2. Nesse exemplo, o DSP pode alocar um
ou mais blocos de 4 kb de membéria (por exemplo, VAc 852) a
partir de um espago de endereco virtual 860 para um
aplicativo de processamento de video rodando no DSP para
armazenamento de um sinal de video seguro recebido. O DSP
também pode manter um mapeamento do VA 852 no espago de
endereco virtual 850 em um endereco fisico intermediédrio
IPAsp 862 no espacgo de enderego fisico intermedidrio 860
pela realizacgdo de uma tradugdo de primeiro estéagio 844.

[0102] Durante uma sessdo de sandbox (isso §&,
durante as alocagdes de memdria de ambiente seguro a partir
do espacgo de endereco fisico intermediario 860), o HLOS
pode realizar também alocagdes de memdria. No entanto,
visto que o hipervisor é ativado e retomou as traducdes de
segundo estdgio 808, HLOS ndo precisa mais de uma
capacidade irrestrita de alocar a memdria diretamente a

partir de todo o espaco de endereco fisico 830.
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[0103] Dessa forma, em um aspecto, o hipervisor
pode restringir os enderecos fisicos no espaco de enderego
fisico 830 disponivel par alocacdo pelo HLOS. Em outras
palavras, HLOS ainda pode realizar alocag¢des de memdria
diretamente para o espago de enderego fisico 830, mas o
hipervisor pode limitar a capacidade do HLOS em acessar
algumas partes do espago de enderego fisico 830. Por
exemplo, HLOS pode alocar memdrias virtuais VA, 712 e VA,
714, gque mapeiam em IPA, 722 e IPA, 724 depois de uma
tradugcdo de primeiro estagio 706, respectivamente, no
espaco de endereco fisico intermediario 720.
Adicionalmente, IPA, 722 e IPA, 724 ainda podem ser
mapeados em PA, 732 e PA, 734 como ilustrado na figura 7,
mas, ao passo gue HLOS pode alocar memdria a partir de todo
o espago de endereco fisico 830 como descrito com
referéncia a figura 7, enquanto o  hipervisor esta
desativado (isso &, engquanto HLOS é capaz de ultrapassar as
tradugdes de segundo estagio 808), HLOS pode ter acesso a
um conjunto menor de enderegos fisicos enquanto o
hipervisor é ativado.

[0104] Enquanto o hipervisor é ativado e estéa
realizando as tradugdes de segundo estagio 808, 846, o
hipervisor pode alocar memdria ao componente sandboxed a
partir de enderegos fisicos anteriormente disponiveis para
HLOS. Por exemplo, o hipervisor pode mapear IPAs,p 862 em
PAcp 872, que agora ndo estd mails disponivel para HLOS.
Dessa forma, enquanto ativado, o hipervisor pode "perfurar"
os enderecos fisicos disponiveis para HLOS engquanto o
hipervisor estd desativado pela alocacgcdo da memdria para,
por exemplo, a entidade sandboxed. ©Na realizacdo da
tradugcdo de segundo estdgio 808 a partir do espago de
endereco fisico intermedidrio do HLOS 720 para o espacgo de

endereco fisico 830, o hipervisor pode obscurecer os
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enderecgos fisicos "perfurados" no espag¢o de enderego fisico
830, impedindo, assim, que HLOS acesse os enderegos fisicos
"perfurados". Dessa forma, por exemplo, depois dgue o
hipervisor aloca PAcp 872 para o componente sandboxed, o
HLOS pode ndo mais ter acesso ao enderec¢o fisico.

[0105] N&o permitindo mais que HLOS ultrapasse a
tradugdo de estédgio 2 808, o hipervisor pode novamente
gerenciar os enderecos fisicos para os quais HLOS (e, dessa
forma, o componente sandboxed) tem acesso finalmente. Dessa
forma, o hipervisor pode instituir o sandboxing pela
retomada, entre outras coisas, da tradugdo de estagio 2

~

(isso &, pelo gerenciamento direto do acesso a memdria

fisica) guando existem mais midltiplos aplicativos,
processos, sistemas operacionais, etc. qgue devem ser
segregados.

[0106] A figura 9 ilustra os componentes 1ldégicos
ilustrativos e tradugdes de endereco associados com a
alocagcdo de memdria em dois estdgios em um dispositivo de
computagdo 900 durante uma sessdo de sandbox e um pProcesso
de memdéria virtual compartilhado. Em varios aspectos, o
hipervisor pode ser ativado em resposta a detecgdo do
inicio de wuma sessdo de sandbox com uma entidade de
compartilhamento (por exemplo, um DSP), e HLOS e a entidade
de compartilhamento podem compartilhar alguns enderegos
fisicos no espacgo de enderec¢o fisico 930.

[0107] Em um aspecto descrito abaixo com
referéncia as figuras 11 e 12, o dispositivo de computacdo
pode iniciar uma sessdo de memdria virtual compartilhada,
tal como entre um HLOS e um processador de sinal digital
(DSP). Em um aspecto adicional, uma sessdo de memdria
virtual compartilhada entre HLOS e DSP pode incluir a
configuracdo de HLOS e DSP para compartilhar acesso a um

conjunto de enderecos fisicos no espaco de endereco fisico
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930. Por exemplo, HLOS e DSP podem sofrer uma sessao de
memdéria virtual compartilhada quando HLOS e DSP precisam
compartilhar estruturas de dados, ©rotinas, etc. Pelo
compartilhamento de acessos de memdria direta, HLOS e DSP
podem compartilhar de forma eficiente a informagdo sem
precisar copiar e transmitir informag¢do armazenada no
espago de endereco fisico 930.

[0108] Como ilustrado na figura 9, HLOS e DSP
podem ter memdrias virtuais alocadas (isso &, VAguwi 914 e
VAsvun 912) em espacos de endereco virtual respectivos 910,
950 para aplicativos, processos, etc. operando no HLOS e
DSP, respectivamente. Por exemplo, os aplicativos operando
no HLOS e um DSP podem compartilhar determinadas estruturas
de dados, fungdes ou bibliotecas. HLOS e DSP podem realizar
traducdes de primeiro estdgio 906, 944, respectivamente,
para mapear os enderec¢os virtuais VAgym:i 914 a VAgymn 912 em
IPAgym1 924 e IPAgywn 922 em cada um dentre o espago de
endereco fisico intermedidrio da entidade de
compartilhamento 960 e o espago de enderegco fisico
intermedidrio HLOS 920.

[0109] Em outro aspecto, visto que o hipervisor é
ativado em resposta a inicializag¢do da sessdo sandbox, o
hipervisor pode ativar as tradugdes de segundo estagio 908
que mapeiam os enderegos fisicos intermedidrios a partir do
espago de enderego fisico intermedidrio HLOS 920 para o
espago de enderego fisico 930. O hipervisor também pode
ativar as tradugdes de segundo estdgio 946 gque mapeiam os
enderecos fisicos intermedidrios no espagco de endereco
fisico intermedidrio da entidade de compartilhamento 960 em
espaco de endereco fisico 930.

[0110] Em um aspecto, como descrito com
referéncia a figura 8, permitindo-se as traducgdes de

segundo estdgio 908 a partir do espaco de endereco fisico
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intermedidrio do HLOS 920 e do espago de endereco fisico
930, o hipervisor pode limitar os enderecos fisicos no
espago de endereco fisico 930 ao qual HLOS tem acesso (isso
é, removendo os mapeamentos para alguns enderegos fisicos
de modo gue HLOS ndo posas acessar esses enderecgos fisicos
no espaco de endereco fisico 930). Como ilustrado na figura
9, o hipervisor pode manter os mapeamentos 940 de IPAgros
926, IPAgym1 924 e IPAgywn 922 em enderecos fisicos PApos 936,
PAgymi 934, PRAgymn 932, respectivamente, de modo que os
mapeamentos 940 do espac¢o de endereco fisico intermedidrio
do HLOS 920 para o espag¢co de endereco fisico 930 garanta
que os enderegos fisicos intermedidrios sejam iguais aos
enderecos fisicos. De forma similar, o hipervisor pode
manter, entre outros mapeamentos, os mapeamentos
compartilhados 941 de IPAgym1 924 e IPAgymn 922 no espago de
endereco fisico intermedidrio da entidade de
compartilhamento 960 para PAsym 934, e PAsyun 932,
respectivamente, no espaco de endereg¢o fisico 930.

[0111] Em outro aspecto, o hipervisor pode
implementar o sandboxing "parcial" da entidade de
compartilhamento. Nesse aspecto, o hipervisor pode remover
os mapeamentos do HLOS para enderecos fisicos alocados para
a entidade de compartilhamento gque ndo sdo compartilhados
com HLOS (por exemplo, PAron-svu 962). A entidade de
compartilhamento e HLOS podem, cada um, manter os
mapeamentos para memdria no espac¢o de enderego fisico que
ndo sdo compartilhados. Por exemplo, DSP pode manter a
informacdo associada com um IPA,,n.svm 923 que pode ser, por
exemplo, o nutcleo do DSP. Em outro exemplo, HLOS pode
manter a memdria em IPAyos 926 no espaco de endereco fisico
intermedidrio do HLOS 920 que é mapeado para PApos 936, que

nao é compartilhado com a entidade de compartilhamento.
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[0112] No entanto, o hipervisor pode ndo remover
os mapeamentos do HLOS para enderecos fisicos gque sdo
alocados para a entidade de compartilhamento, mas sao
compartilhados com HLOS (por exemplo, IPAgym1 924, e IPAgymn
922) . Pela ndo remog¢do dos mapeamentos, o hipervisor pode
permitir que o HLOS e a entidade de compartilhamento
compartilhem a informag¢do armazenada nesses enderecgos
fisicos, tal como apontadores para estruturas de dados,
bibliotecas, rotinas, etc.

[0113] Dessa forma, pelo gerenciamento de
mapeamentos para o espag¢o de endereco fisico 930 gue sdo
removidos das tradugdes de segundo estagio 908 do espago de
endere¢co fisico intermedidrio do HLOS 920, o hipervisor
pode permitir que HLOS e a entidade de compartilhamento
compartilhem informagao armazenada em determinados
enderecos fisicos e ainda pode garantir o controle de
acesso dos enderegos dgue nao sao compartilhados (por
exemplo, PApon-sym 962 e PApos 936) .

[0114] A figura 10 ilustra um método de aspecto
1000 que pode ser implementado em um processador de
dispositivo de computacdo (por exemplo, uma CPU) para
ativar seletivamente um hipervisor durante uma sessdo de
sandbox. No bloco 1002, o processador do dispositivo de
computagdo pode inicializar o Thipervisor, monitor de
seguranga, e HLOS. Em wum aspecto, o processador do
dispositivo de computacg¢do pode inicializar o hipervisor,
monitor de seguranca, e HLOS pelo booting no hipervisor,
monitor de seguranca, e HLOS utilizando um fluxo de boot
seguro Linaro ARMv8 e a tabela de concessdo estilo Xen. Em

outro aspecto, o monitor de seguranca pode ser um ARM

TrustZone®.

[0115] Em um aspecto adicional, o cbdigo de

hipervisor e dados podem ser autenticados e/ou assinados
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pelo monitor de seguranga durante a inicializacdo. Durante
a inicializag¢do, o hipervisor também pode ser configurado
de modo que seu cbébdigo e dados sejam inacessiveis para
processadores externos, tal como um processador de sinal

digital (DSP) ou uma CPU que é incluida em um DSP. Em outro

aspecto, a autenticacdo do hipervisor e/ou evitar que
processadores externos acessem o cbddigo de hipervisor e
dados enquanto o hipervisor é ativado podem garantir que
sessbes de sandbox futuras estejam seguras.

[0116] No bloco de determinac¢do opcional 1004, o
processador do dispositivo de computagdo pode determinar se
existe uma sessdo de computacdo heterogénea simultdnea com
memdéria virtual compartilhada. Em um aspecto, HLOS e uma
entidade de compartilhamento (por exemplo, um DSP) podem
compartilhar estruturas de dados complexas contendo
apontador. Se o processador de dispositivo de computacgao
determinar gque uma sessdo de computacdo heterogénea
simulténea com a situacgdo de memdria virtual compartilhada
estd presente (isso &, o bloco de determinacdo 1004 =
"Sim"), o processador pode configurar a sessdo de
computag¢do heterogénea simultdnea com memdria virtual
compartilhada no bloco 1006. Em um aspecto, HLOS e um DSP,
por exemplo, podem ser configurados para compartilhar a
mesma tabela de pagina de primeiro estéagio. A configuracgido
da sessdo de computacdo heterogénea simultdnea com memdria
virtual compartilhada é discutida em detalhes abaixo com
referéncia as figuras 11 e 12. O processador do dispositivo
de computacdo pode continuar a operar no bloco 1008. Se o
processador do dispositivo de computacgdo determinar que nao
existe sessdo de computagdo heterogénea simultdnea com
memdria virtual compartilhada (isso é, o boco de
determinacdo opcional 1004 = "Nao"), o processador pode

continuar a operacdo no bloco 1008.
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[0117] No bloco 1108, o processador do
dispositivo de computag¢do pode desativar o hipervisor. Em
um aspecto, a condigdo padrdo do hipervisor pode ser
desativada. Em outro aspecto, a desativagdo do hipervisor
pode desativar as traduc¢des de segundo estidgio dos espagos
de endereco fisico intermedidrios para o espago de enderego
de memdéria fisica. Outras consequéncias da desativagdo do
hipervisor podem incluir a cessacdo da restricdo dos

acessos HLOS as interrupgdes de hardware, temporizadores de

hardware, e entrada/saida. A desativag¢do do hipervisor &
adicionalmente discutida abaixo com referéncia a figura 13.

[0118] No bloco 1009, o processador do
dispositivo de computacdao pode monitorar um sinal recebido
no hipervisor para comegar uma sessdo sandbox. Em um

aspecto, o monitor de seguranga (por exemplo, um ARM

TrustZone®) pode receber ou detectar conteldo protegido e
enviar um sinal de acordar para o hipervisor para iniciar
uma sessdo de sandbox. Por exemplo, um DSP operando dentro
de um ambiente virtual seguro pode receber um sinal de
video seguro para um processamento seguro. Nesse exemplo, o
DSP pode ser configurado para armazenar sinal de video em
uma parte do espago de enderego de memdria fisica
inacessivel ao HLOS, por exemplo.

[0119] No bloco de determinacado 1010, o)
processador de dispositivo de computagdo pode determinar se
o hipervisor recebeu um sinal para iniciar uma sessdo
sandbox. Se o processador de dispositivo de computacdo
determinar que o hipervisor ndo recebeu um sinal para
iniciar uma sessdo de sandbox (isso &, o bloco de
determinag¢do 1010 = "Nao"), o processador pode continuar a
operar no bloco 1009. Em um aspecto, o processador do
dispositivo de computagdo pode continuar a monitorar um

sinal para o hipervisor para iniciar uma sessdo de sandbox.
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[0120] Se o processador do dispositivo de
computacdo determinar gque o hipervisor recebeu um sinal
para iniciar uma sessdo de sandbox (isso é, o bloco de
determinacdo 1010 = "Sim"), o processador pode ativar o
hipervisor no bloco 1012. Em um aspecto, a ativagdo do
hipervisor pode incluir a retomada das tradug¢des de segundo
estdgio. A ativagdo do hipervisor é discutida em maiores
detalhes abaixo com referéncia as figuras 14 e 15.

[0121] O hipervisor pode entdo implementar o
controle de acesso no bloco 1014. Em um aspecto, o
hipervisor pode implementar o controle de acesso pela
realizacdo das tradugdes de segundo estidgio a partir dos
enderecos fisicos intermedidrios em enderecos fisicos. Em
um aspecto adicional, o  Thipervisor pode implementar

adicionalmente o controle de acesso pela retomada da

restrigdo de acessos ao I/0, interrupgdes de hardware, e
temporizadores de hardware. O processo de implementagdo de
controle de acesso é descrito em maiores detalhes abaixo
com referéncia as figuras 16A e 16B.

[0122] No bloco de determinacado 1016, o)
hipervisor pode determinar se a sessdo de sandbox terminou.
Por exemplo, uma sessdo de sandbox pode ter terminado
quando ndo houver mais contetGdo que deva ser garantido ou
isolado do HLOS ou outros processos, aplicativos ou
componentes. Por exemplo, no exemplo fornecido abaixo, a
sessdo de sandbox iniciada gquando o DSP recebeu um sinal de
video seguro pode terminar depois que o DSP processou O
sinal de video seguro e ndo precisa mais armazenar os
armazenadores de video de sinal de video na memdria fisica.
Em outro aspecto, o monitor de seguranga ou outro
componente no ambiente virtual seguro pode sinalizar o

hipervisor gque a sessdo de sandbox terminou.
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[0123] Se a sessdo de sandbox nao tiver terminado
(isso é, o Dbloco de determinacdo 1016 = "Nao"), o
hipervisor pode continuar a realizar as operag¢des no bloco
1014. Do contrario (isso é, o bloco de determinacdo 1016 =
"Sim"), o hipervisor pode desligar a sessdo de sandbox no
bloco 1018. Em um aspecto, o hipervisor pode retornar o
HLOS e +varios outros componentes do dispositivo de
computagdo para um estado "padrdao" ou configuragdao como
resultado da realizacgdo do procedimento de desligamento de
sessdo sandbox. Os desligamentos de sessdo de sandboxing
sdo descritos em maiores detalhes abaixo com referéncia a
figura 17. O dispositivo de computacdo pode continuar a
realizar as operag¢des no bloco 1008.

[0124] A figura 11 ilustra um sinal de aspecto e
um fluxo de chamada dentre varios componentes de um
dispositivo de computagdo para iniciar uma sessdao de
computacdo heterogénea simulténea. Em um aspecto, na
operagdao 1112, HLOS 1102 pode criar uma tabela de traducao
de primeiro estdgio. O HLOS 1102 também pode alocar um
identificador especifico de aplicativo (ASID) no
identificador de maquina virtual HLOS (isso &, "HLOS VMID")
na operacdo 1114. Em outro aspecto, o hipervisor 1104 pode
enviar um sinal 1116 para uma unidade de gerenciamento de
memdéria de sistema (SMMU) de segundo estagio do processador
de sinal digital (DSP) 1106 para criar uma tabela de
tradugdo de segundo estdgio utilizando HLOS VMID do HLOS.
Em um aspecto, a SMMU de segundo estdgio do DSP pode
utilizar a tabela de tradugcdo de segundo estagio para
realizar as tradugdes de segundo estdgio do espaco de
endereco fisico intermedidrio do HLOS para o espaco de
endereco fisico.

[0125] Em um aspecto, HLOS pode enviar um sinal

1118 para o hipervisor do DSP 1108, solicitando a criagédo
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de um processo de memdria virtual compartilhada (SVM)
utilizando o HLOS VMID do HLOS, o identificador especifico
de aplicativo selecionado, e a tabela de tradugdo de
primeiro estagio. O hipervisor do DSP 1108 pode iniciar o
processo de memdria virtual compartilhada do DSP 1110 com
um sinal 1120 gque programa a tabela de tradugdo de primeiro
estdgio para a unidade de gerenciamento de memdéria do DSP
(MMU), e entd3o inicia o processo de memdria virtual
compartilhada do DSP 1110.

[0126] A figura 12 ilustra um método de aspecto
1006a que pode ser implementado em um dispositivo de
computacdo para iniciar um processo de membdria virtual
compartilhado entre um HLOS e um DSP. O processador de
dispositivo de computacdo pode iniciar o método 1006a
quando o processador determina que existe uma sessdao de
computacdo heterogénea simultdnea com memdria virtual
compartilhada (isso &, bloco de determinacdo 1004 = "Sim").
No bloco 1204, o dispositivo de computagdo pode configurar
o HLOS para criar uma tabela de tradugdao de primeiro
estdgio. Em um aspecto, HLOS pode utilizar a tabela de
tradugdo de primeiro estédgio para mapear o endereg¢o virtual
para enderegos fisicos intermedidrios. O dispositivo de
computac¢do também pode configurar o HLOS para alocar um
identificador especifico de aplicativo no identificador de
maquina virtual do HLOS (isso &, HLOS VMID) no bloco 1206.

[0127] No bloco 1208, o dispositivo de computacgao
pode configurar o hipervisor para enviar uma configuracado
de segundo estagio com base em HLOS VMID para a SMMU de
segundo estédgio do DSP. Em um aspecto, a SMMU de segundo
estdgio do DSP pode criar uma tabela de traducdao de segundo
estagio para HLOS com base em HLOS VMID. A SMMU (ou
hipervisor) pode utilizar a tabela de traducdao de segundo

estdgio para realizar as tradugdes de segundo estidgio a
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partir do espago de endereco fisico intermedidrio do HLOS
para o espac¢o de enderego de memdria fisica do dispositivo
de computagado.

[0128] No bloco 1210, o dispositivo de computacgao
pode configurar o HLOS para solicitar que o hipervisor do
DSP crie wum processo de memdria virtual compartilhado
utilizando HLOS VMID, o ASID selecionado, e a tabela de
traducdo de primeiro estagio do HLOS.

[0129] O dispositivo de computagdo também pode
configurar o hipervisor do DSP para programar uma unidade
de gerenciamento de memdria de primeiro estédgio (MMU) e
iniciar o processo de memdria virtual compartilhado no
bloco 1212. Em um aspecto, a MMU de primeiro estdgio do DSP
pode iniciar uma tabela de traducdo de primeiro estédgio que
€ igual a tabela de tradugdes de primeiro estdgio do HLOS.
Dessa forma, nesse aspecto, o HLOS e o DSP podem
compartilhar a memdria virtual wvisto que compartilham a
mesma tabela de transmissdo de primeiro estégio.

[0130] Com os processos de memdbria virtual
compartilhada completados no bloco 1212, o processador do
dispositivo de computagdo pode desativar o hipervisor no
bloco 1008 como descrito acima com referéncia a figura 10
quando ndo existe mais necessidade de uma sessdo de
sandbox.

[0131] A figura 13 ilustra um método de aspecto
1008a para desativar o hipervisor no dispositivo de
computacgdo.

[0132] No bloco 1304, o hipervisor  pode
configurar todos os bancos de contexto do primeiro estéagio
da SMMU para ultrapassar as tradugdes de segundo estadgio. O
hipervisor pode desligar as tradugdes de segundo estagio do

HLLOS no bloco 1306.
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[0133] Em alguns aspectos, o hipervisor pode
suspender varias outras atividades gquando desativado. Por

exemplo, o hipervisor pode suspender opcionalmente a

restrigdo aos acessos I/0 no Dbloco opcional 1308. O
hipervisor também pode suspender a restrigdo de acessos a
interrupcgdo de hardware no bloco opcional 1310.
Adicionalmente, no bloco opcional 1312, o hipervisor pode
suspender a restrigcdo aos acessos de temporizador de
hardware.

[0134] O  hipervisor ©pode determinar se o
hipervisor recebeu um sinal para iniciar uma sessdo de
sandbox no bloco de determinacdo 1010 como descrito acima
com referéncia a figura 10.

[0135] Em alguns aspectos, as varias fungdes de
hipervisor (por exemplo, controle de acesso, memdria de

sandboxing, etc.) podem ser desativadas através de um

limite de circuito integrado e/ou limite de chip. Em um
aspecto, em uma combinac¢do de conjunto de chip tipo fusdo
que 1inclui conjuntos de chip discretos (por exemplo, um
chip de modem e um chip de processador de aplicativo), um
conjunto de chips principal (isso €&, um hipervisor
principal) pode suspender a memdria de sandboxing ou outros
controles de acesso em outros conjuntos de chip quando a
funcionalidade do hipervisor foi desativada. Por exemplo, o
hipervisor principal em um conjunto de chips de processador
de aplicativo pode suspender as tradugdes de segundo
estdgio dos enderecos fisicos intermedidrios para enderecgos
fisicos em um conjunto de chip de modem ou DSP. Dessa
forma, quando as funcgdes de hipervisor foram desativadas, o
hipervisor principal pode suspender essas funcdes em varios
chips discretos.

[0136] A figura 14 ilustra fluxos de chamada 1400

entre miltiplos componentes operando no dispositivo de
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computag¢ado enquanto configura uma sessdo de sandbox para um
sinal de wvideo de contetGdo protegido. Em varios aspectos,
paginas para armazenador de video podem ser paginas de 4 kb
e podem fragmentar as tabelas de pagina de tradugdo de
segundo estagio do HLOS.

[0137] Em um aspecto, um sinal 1402 pode ser
enviado para varios componentes, tal como uma estrutura de
trabalho MM Android 1450, um componente OpenMax (OMX) 1452,
um acionador de wvideo V4L2 1454, um alocador de pagina de
nicleo 1456, um hipervisor 1458, uma SMMU 1460, e um nucleo
1462, para inicializar o firmware com autenticacdo de
seguranga. Em um aspecto, a autenticac¢do de seguranga pode
ser um ARM TrustZone®. Em outro aspecto, se o video
estiver em wum DSP, o dispositivo de computagdao pode
carregar o aplicativo de video DSP e codec.

[0138] Em um aspecto, uma estrutura de trabalho
MM Android 1450 pode enviar um sinal 1404 para o componente
OMX para inicializac¢do no futuro. O componente OMX 1452
pode enviar um sinal 1406 para configurar um codec no
acionador de video V4L2 1454. O componente OMX 1452 também
pode enviar um sinal de pesquisa de dimensionamento de
armazenador 1408 para o acionador de video v4L2 1454. A
estrutura de trabalho MM Android 1450 também pode enviar um
sinal de inatividade 1410 para o componente OMX 1452.

[0139] Em outro aspecto, o componente OMX 1452
pode enviar um sinal de entrada LIGADO sequencial 1412 para
o acionador de video V4L2 1454. O acionador de video V4L2
1454 pode enviar um sinal de inicializacdo de sessdo de
interface de firmware hospedeiro (HFI) 1414 para o nlcleo
1462. O nGcleo 1462 pode responder ao sinal de
inicializacdo de sessdo HFI 1414 enviando um sinal de
"sessdo HFI realizada" 1415 para o acionador de video V4L2

1454.
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[0140] A estrutura de trabalho MM Android pode
enviar um sinal de alocacdo de memdéria 1418 (isso &, "loctl
ION IOC ALLOC") para o componente OMX 1452. Em outro
aspecto, a estrutura de trabalho MM Android pode enviar o
sinal de alocagdo de memdbria 1418 para gerenciar o conjunto
de péginas. O acionador de video OMX V42L 1454 pode enviar
um sinal "Ion alloc (ION cp heap)" 1420 para o alocador de
pagina ntcleo 1456.

[0141] O alocador de pagina nucleo 1456 pode
entdo enviar um sinal VMM CALL 1422 para o hipervisor 1458
para remover os mapeamentos de segundo estdgio do
processador. Em um aspecto, esse sinal 1422 pode notificar
o hipervisor que uma sessdo sandbox foi iniciada e que
determinadas 1localizacdes de memdria fisica devem ser
removidas desse endereco fisico acessivel a HLOS. Em um
aspecto adicional, o hipervisor 1458 pode enviar um sinal
de mapeamento de tradugdo de segundo estagio 1424 para a
SMMU 1460. Em um aspecto, a SMMU pode implementar essas
tradugdes de segundo estidgio (isso &, SMMU pode retomar as
tradugdes de segundo estdgio). Em um aspecto adicional, a
SMMU pode manter os mapeamentos do HLOS para enderegos
fisicos acessiveils (isso €&, mapeamentos de enderegos
fisicos que ndo foram ocultados do HLOS). Em um aspecto
adicional, se o video estiver em um DSP, o alocador de
pagina nlGcleo 1456 pode sinalizar adicionalmente o
hipervisor 1458 para mapear as paginas para um mapeamento
de traducdo de segundo estagio do DSP.

[0142] Em outro aspecto, o acionador de video
V4L2 1454 pode enviar armazenadores de conjunto de
interface de firmware hospedeiros 1426 para o nucleo 1462 e
pode enviar um sinal de inatividade 1428 indicando para a
estrutura de trabalho MM Android que todos os armazenadores

estdo prontos. A estrutura de trabalho MM Android 1450 pode
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entdo sinalizar 1430 para que o componente OMX transite
para execucgdo. A estrutura de trabalho MM Android 1450
também pode enviar para o componente OMX 1452 um sinal 1432
para enfileirar o primeiro armazenador com um cabegalho. O
componente OMX 1452 também pode enviar um sinal 1434 para o
acionador de video V4L2 1454 para enfileirar o primeiro
armazenador com um cabecalho.

[0143] O acionador de video V4L2 1454 pode enviar
para o alocador de pagina de nicleo 1456 um sinal 1436 que
mapeia o primeiro armazenador para o Niacleo 1462. O
alocador de pagina de nicleo 1456 pode sinalizar 1438 para
a SMMU 1460 para mapear O primeiro armazenador para oOs
bancos de contexto de entrada de tradugdo de primeiro
estagio. O acionador de video V4L2 1454 também pode enviar
um sinal 1440 enfileirando um primeiro armazenador com um
cabecalho para o NUcleo 1462.

[0144] A figura 15 ilustra um método de aspecto
1012a que pode ser implementado em um processador do
dispositivo de computacdo para permitir que o hipervisor
(isso &, depois que o hipervisor é desativado no bloco 1010
descrito acima com referéncia a figura 10). No bloco 1504,
o dispositivo de computacdo pode ativar a MMU de segundo
estdgio PLO e PL1 (isso &, o nivel de privilegio 1 e o
nivel de privilegio 2) através da configuragdo de HCR.VM
para "1". No bloco 1506, o dispositivo de computagdo pode
configurar as solicitag¢des de interrupc¢do ("IRQ") para que
sejam realizadas no modo de hipervisor. Em um aspecto, o
dispositivo de computagdo pode realizar isso pela
configuracdo de SCR.IMO para "1".

[0145] O dispositivo de computacdo também pode
chamar os acionadores de SMMU no bloco 1508 para colocar
todos os bancos de contexto SMMU ativos em um estado no

qual as tradugbes de primeiro estdgio sdo aninhadas com as
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tradugdes de segundo estégio. O dispositivo de computacgdo
pode configurar esse estado pela configuracdo do elemento
SMMU CBARn.type para "Obll".

[0146] Em um aspecto, o hipervisor pode ser
ativado no bloco 1012 como descrito acima com referéncia a
figura 10 uma vez que essas etapas sejam realizadas. Depois
de ter esido ativado no bloco 1012, o hipervisor pode,
opcionalmente, iniciar as comunicagdes interprocessador
(IPC) com um DSP no bloco opcional 1510. O hipervisor
também pode manusear, de forma opcional, as falhas SMMU no
bloco opcional 1512.

[0147] Em alguns aspectos, o hipervisor pode
retomar <varias outras atividades quando ativado. Por

exemplo, o hipervisor pode retomar a restrigdo aos acessos

I/0 no bloco opcional 1514. O hipervisor também pode
retomar a restrigdo de acesso de interrupg¢do de hardware no
bloco 1516. No Dbloco 1518, o hipervisor pode retomar
adicionalmente a restrigdo aos acessos de temporizador de
hardware.

[0148] O processador do dispositivo de computacgao
pode entdo implementar o controle ao acesso no bloco 1014
como descrito acima com referéncia a figura 10.

[0149] Em alguns aspectos, as varias fungdes do
hipervisor (por exemplo, controle ao acesso, memdria de

sandboxing, etc.) podem ser ativadas através de um limite

de circuito integrado e/ou limite de chip. Como discutido
acima com relacdo a figura 13, em um aspecto, um conjunto
de chip principal (isso &, um hipervisor principal) pode
controlar a memdria de sandboxing em outros conjuntos de
chip através, por exemplo, de uma interface expressa de
interconexdo de componente periférico. Por exemplo, o
hipervisor principal em um conjunto de chips de processador

de aplicativo pode controlar as tradugdes dos enderecgos
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fisicos intermedidrios em enderecos fisicos em um modem ou
conjunto de chip DSP. Dessa forma, quando as fungdes do
hipervisor sdo ativadas, o hipervisor principal pode
realizar essas fungdes através de varios chips discretos.

[0150] As figuras 16A e 16B ilustram métodos de
aspecto que podem ser implementados em um processador do
dispositivo de computacg¢do para realizacdo das tradugdes de
segundo estdgio durante as sessdes de sandbox. Em varios
aspectos, o hipervisor pode gerenciar as 1localizag¢des no
espago de enderegco de membéria fisica no qual varios
componentes (por exemplo, HLOS ou um DSP) podem acessar.

[0151] A figura 16A ilustra um método de aspecto
1014a para a memdria de alocagdo de hipervisor durante uma
sessdo de sandbox. Quando o hipervisor é ativado no bloco
1012 como descrito acima com referéncia a figura 10.

[0152] O hipervisor pode determinar no bloco de
determinacdo opcional 1604 se uma situagdo de memdria
virtual compartilhada existe no momento. Em um aspecto, uma
situagdo de memdria virtual compartilhada pode existir
quando, por exemplo, o HLOS estd compartilhando uma memdria
virtual com outro componente. Se houver uma situagdo de
memdria virtual compartilhada (isso é, o Dbloco de
determinacdo 1604 = "Sim"), o hipervisor pode executar o
método 1014b descrito abaixo com referéncia a figura 16B.
Do contrario (isso &, o bloco de determinacdao 1604 =
"Nao"), o hipervisor pode monitorar uma tentativa de alocar
memdria no bloco 1608. O hipervisor pode determinar se o
HLOS estd tentando alocar memdria no bloco de determinacgado
1610. Em um aspecto, HLOS pode tentar alocar memdria para
aplicativos ou processos atualmente operando no HLOS. Por
exemplo, o HLOS pode alocar memdria para um aplicativo pela
criacdo de um espaco de enderec¢o virtual acessado por esse

aplicativo. Se o processador determinar gque HLOS estéa
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tentando alocar memdria (isso &, bloco de determinacgdo 1610

"Sim"), o hipervisor pode fornecer enderecos fisicos para
o HLOS a partir do espaco de endereco de memdria fisica que
€ acessivel ao HLOS no bloco 1612. Em um aspecto, HLOS pode
nado ter acesso arbitrdrio ao espaco de enderegco fisico
visto que alguns enderegos fisicos foram removidos dos
mapeamentos de tradug¢do de segundo estdgio do HLOS e podem
ser alocados para contetdo protegido. Por exemplo, HLOS
pode ndo ter um mapeamento de um endereco fisico que esta
alocado a um DSP para armazenamento de armazenadores de
video de 4 kb. O hipervisor pode entdo determinar se a
sessdo de sandbox estd encerrada no bloco de determinacdo
1016 descrito acima com referéncia a figura 10.

[0153] Se HLOS nao estiver tentando alocar
memdria (isso &, o bloco de determinacdo 1610 = "Ndo"), o
hipervisor pode determinar se o componente sandboxed esta
tentando alocar memdéria no bloco de determinagdo 1611. Por
exemplo, o hipervisor pode determinar se um DSP processando
um  sinal de video seguro estéa tentando armazenar
armazenadores de video de 4 kb na memdéria fisica. Se o
componente sandboxed ndo estiver tentando alocar membdria
(isso &, o bloco de determinacdo 1611 = "Nao"), o
hipervisor pode determinar se a sessdo de sandbox foi
encerrada no bloco de determinacdo 1016 descrito acima com
referéncia a figura 10.

[0154] Se o hipervisor determinar que o
componente sandboxed estd tentando alocar memdria (isso &,
bloco de determinacdo 1611 = "Sim"), o hipervisor pode
remover os enderecos fisicos que serdo fornecidos para o
componente sandboxed a partir dos enderecos fisicos no
espaco de endereco fisico que sdo acessiveis ao HLOS no
bloco 1614. O hipervisor também pode fornecer enderecos

fisicos para o componente sandboxed a partir dos enderecgos
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fisicos disponiveis no espaco de enderego fisico no bloco
1616. Em um aspecto, os enderecgos fisicos disponiveis podem
ser enderegos fisicos no espaco de enderego fisico gue nao
foram alocados para o HLOS. Em outras palavras, os
enderecos fisicos disponiveis estdo "livres" de enderecos
de memdéria. Em um aspecto, uma vez que o hipervisor aloca
memdéria no espago de enderego fisico para uso pelo
componente sandboxed, o HLOS pode ndao ter mais acesso a
essa memdria fisica durante a sessdo de sandbox. Por
exemplo, uma vez que o armazenador de video de 4 kb para um
video seguro €& armazenado em um enderego fisico em
particular, o HLOS pode nao ter mais um mapeamento para
esse endereco fisico (isso &, HLOS pode ndo ser mais capaz
de "ver" esses enderegos fisicos para alocar). O hipervisor
pode entdo determinar se a sessdo de sandbox foil encerrada
no bloco de determinacdo 1016 descrito acima com referéncia
a figura 10.

[0155] A figura 16B ilustra um método de aspecto
1014b gque pode ser implementado em um hipervisor para
alocacdo da memdéria durante uma sessdo de sandbox engquanto
HLOS estéd compartilhando memdéria virtual com outro
componente (isso &, quando o bloco de determinagdo 1604 =
"Sim"). No bloco de determinagdo 1624, o hipervisor pode
determinar se HLOS estd tentando alocar os enderecgos
fisicos. Por exemplo, o HLOS pode estar tentando alocar
determinados endereg¢os fisicos no espag¢o de endereco fisico
para uso pelos aplicativos rodando no HLOS. Se o hipervisor
determinar que o HLOS estd tentando alocar enderecos
fisicos (isso &, Dbloco de determinacgdo 1624 = "Sim"), o
hipervisor pode fornecer enderecos fisicos para o HLOS a
partir de enderecos fisicos no espago de endereco de
memdria fisica que sdo acessiveis ao HLOS no bloco 1612. No

aspecto descrito acima com referéncia a figura 16A, os
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enderegos fisicos podem estar acessiveis ao HLOS guando,
por exemplo, o hipervisor permite que o HLOS alogque esses
enderecos fisicos. Em outras palavras, os enderegos fisicos
acessiveis ao HLOS pode ndo ser alocados ao componente
sandboxed e ocultados do HLOS. Depois da alocacdo dos
enderecos fisicos para o HLOS, o hipervisor pode determinar
se a sessdo de sandbox estd encerrada no bloco de
determina¢do 1016 descrito acima com referéncia a figura
10.

[0156] Se o hipervisor determinar que o HLOS nao
estd tentando alocar enderecos fisicos (isso &, o bloco de
determinacdo 1624 = "Ndo"), o hipervisor pode determinar se
o componente sandboxed estd tentando alocar enderecos
fisicos no bloco de determinacdo 1626. Por exemplo, um DSP
operando dentro do componente sandboxed pode tentar acessar
determinado endereco fisico para armazenar armazenadores de
video de 4 kb. Se o hipervisor determinar que o componente
sandboxed estada tentando alocar os enderecos fisicos (isso
€, o bloco de determinacdo 1626 = "sim"), o hipervisor pode
remover os enderecos fisicos que serdo fornecidos para o
componente sandboxed dos PAs no espago de enderego de
memdéria fisica acessivel ao HLOS no bloco 1628. Em um
aspecto, os enderecgos fisicos alocados para o componente
sandboxed podem ser ocultados do HLOS. Em outras palavras,
o hipervisor pode remover os mapeamentos de segundo estagio
do HLOS para os enderegos fisicos alocados para o
componente sandboxed. O hipervisor também pode fornecer
enderecos fisicos para o componente sandboxed a partir de
enderecos fisicos disponiveis no espac¢o de endereco fisico
no bloco 1632. Em um aspecto, os enderecos figicos
disponiveis podem incluir os enderecos fisicos para os
qgquais o hipervisor ndo separou para uso pelo HLOS (isso €&,

enderecos fisicos "livres" no espago de endereco fisico).
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Depois da alocacdo de enderegos fisicos para o componente
sandboxed, o hipervisor pode determinar se a sessdo de
sandbox terminou no bloco de determinacdo 1016 descrito
acima com referéncia a figura 10.

[0157] Se o  hipervisor determinar que o
componente sandboxed ndo estd tentando alocar enderegos
fisicos (isso &, o bloco de determinacdo 1626 = "Nao"), o
hipervisor pode determinar se a entidade de
compartilhamento estéd tentando alocar enderegos fisicos no
bloco de determinagdo 1630. Em um aspecto, a entidade de
compartilhamento pode ser um componente operando no
dispositivo de computacdo que estd compartilhando a memdria
virtual com o HLOS. Em outro aspecto, o HLOS e outra
entidade podem compartilhar membéria virtual pelo
compartilhamento de apontadores para enderecos fisicos. Em
outras palavras, HLOS e a entidade de compartilhamento
podem ser capazes de acessar ou alocar oS mesmos enderegos
fisicos no espaco de endereco de memdria fisica.

[0158] Se o hipervisor determinar que a entidade
de compartilhamento ndo estd tentando alocar enderecgos
fisicos (isso &, Dbloco de determinacdo 1630 = "Nao"), o
hipervisor pode determinar se a sessdo de sandbox terminou
no bloco de determinacdo 1016 descrito acima com referéncia
a figura 10. Do contrédrio (isso &, bloco de determinacdo
1630 = "Sim"), o hipervisor pode determinar se a entidade
de compartilhamento estd tentando alocar enderegos fisicos
compartilhados no bloco de determinacdo 1632. Em outras
palavras, o hipervisor pode determinar se a entidade de
compartilhamento estd tentando utilizar, mudar, acessar,
alocar ou de outra forma ler ou escrever em um enderego
fisico compartilhado com HLOS.

[0159] Se o hipervisor determinar que a entidade

de compartilhamento estd tentando alocar enderegos fisicos
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compartilhados (isso &, Dbloco de determinagdo 1632 =
"Sim"), o  hipervisor pode fornecer enderecos fisicos
compartilhados para a entidade de compartilhamento no bloco
1636. Em um aspecto, HLOS também pode acessar e alocar os
enderecos fisicos compartilhados. Em outras palavras, o
hipervisor  pode nao ocultar os enderegos fisicos
compartilhados alocados para a entidade de compartilhamento
a partir do HLOS. O hipervisor pode determinar se a sessado
de sandbox terminou no bloco de determinacdo 1016 descrito
acima com referéncia a figura 10.

[0161] A figura 17 ilustra um método de aspecto
1018a gque pode ser implementado em um hipervisor para
realizar um desligamento de sessdo. Quando o hipervisor
determina que a sessdo de sandbox terminou (isso &, o bloco
de determinagdo 1016 = "sim"), o hipervisor pode liberar
todos os armazenadores do componente sandboxed no bloco
1704. Por exemplo, o hipervisor pode liberar os
armazenadores de video de 4 kb armazenados em varios
enderecos fisicos no espago de endereco de memdria fisica.
Em um aspecto, pela 1liberagdo desses armazenadores, O
hipervisor pode preparar esses enderecos fisicos para serem
acessiveis ao HLOS.

[0162] No bloco 1706, o hipervisor pode restaurar
as tabelas de pagina de traducdo de segundo estdgio para
remover todas as fragmentag¢des. Em um aspecto, o hipervisor
pode restaurar os enderecgos fisicos no espag¢o de enderego
fisico que podem ser perfurados pelas alocagdes de memdria
para o componente sandboxed. Em outro aspecto, o hipervisor
pode adicionar mapeamentos de segundo estdgio gque podem
ativar o HLOS para acessar enderecos fisicos que o
hipervisor ocultou depois de alocar esses enderecos fisicos
para o componente sandboxed. O hipervisor também pode ser

desativado no bloco 1008 como descrito acima com referéncia
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a figura 10. Dessa forma, em um aspecto, depois da
realizagcdo do procedimento de desligamento de sessdo, o
hipervisor pode colocar o HLOS de volta em uma posig¢do na
qual pode alocar a memdria diretamente a partir de todo o
espago de enderegco de memdéria fisica, e entdo ser
desativado.

[0163] Dispositivos de computac¢do tipicos 1800
adequados para uso com Os Vvarios aspectos terdo em comum OS
componentes ilustrados na figura 18. Por exemplo, um
dispositivo de computacdo tipico 1800 pode incluir um
processador 1802 acoplado a memdria interna 1801, um
monitor 1803, e a um alto falante 1864. Adicionalmente, o
dispositivo de computagdao pode ter uma antena 1804 para
envio e recebimento de radiacdo eletromagnética acoplada ao
processador 1802. Em alguns aspectos, o dispositivo de
computagdo 1800 pode incluir um ou malis processadores de
finalidade especial ou geral 1805, 1824, que podem incluir
sistemas em chips. Os dispositivos de computagdo também
incluem tipicamente um teclado ou teclado em miniatura (ndo
ilustrado) e botdes de selegdo de menu 1808a, 1808b para o
recebimento de registros de wusudrio. Os dispositivos de
computacadao também podem incluir um botdo de energia 1834
para ligar e desligar os dispositivos de computacgado.

[0164] Outras formas de dispositivos de
computac¢do, tal como computador laptop 1900 ilustrado na
figura 19, também podem implementar e se beneficiar de
varios aspectos. Og dispositivos de computagdo como um
computador laptop 1900 incluem tipicamente um processador
1902 acoplado a memdria interna 1901 e uma memdria nao
volatil de grande capacidade, tal como um acionador de
disco 1905 ou memdria flash, e um monitor 1909. Os

dispositivos de computagdo também podem incluir um teclado
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1908 e botdes de selecdo 1907 para receber registros de
usuario.

[0165] Os processadores 1802.1805, 1824, 1902
utilizados nos dispositivos de computacgdo implementando os
varios aspectos podem ser gqualquer microprocessador
programdvel, microcomputador ou chip ou chips de mGltiplos
processadores que podem ser configurados pelas instrugdes
de software executaveis por processador (aplicativos) para
realizar uma variedade de fungdes, incluindo as fung¢des dos
varios aspectos descritos aqui. Tipicamente aplicativos de
software e instrucgdes executaveis por processador podem ser
armazenados na memdria interna 1801, 1901 antes de serem
acessadas e carregadas nos processadores 1802, 1805, 1824,
1902. Em alguns dispositivos de computacgao, os
processadores 1802, 1805, 1824, 1902 podem incluir memdria
interna suficiente para armazenar as instrugdes de software
de aplicativo.

[0166] Em alguns dispositivos de computagdo, a
memdria segura pode estar em um chip de memdéria separado
acoplado ao processador 1802, 1805, 1824, 1902. Em muitos
dispositivos de computacdo, a memdria interna 1801, 1901
pode ser uma memdria volatil ou ndo volatil, tal como a
memdéria flash, ou uma mistura de ambas. A memdria pode
incluir qualquer nimero de tipos diferentes de tecnologias
de memdéria, incluindo memdria de mudanca de fase (PCM),
memdria de acesso randdmico dindmica (DRAM), memdria de
acesso randdmica estativa (SRAM) , memdria de acesos
randdmico ndo volatil (NVRAM), memdria de acesso randdmico
pseudostéatica (PSRAM) , memdria de acesso randdmico
dindmica, sincronizada, de taxa de dados dupla (SDRAM DDR)
e outras tecnologias de membéria de acesso randdmico (RAM) e
memdria de leitura apenas (ROM) conhecidas da técnica. Para

fins dessa descricdo, uma referéncia geral a memdria se
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refere a toda a memdbria acessivel pelos processadores 1802,
1805, 1824, 1902 incluindo a memdria interna, a memdria
removivel conectada ao dispositivo de computagdo e memdria
dentro dos processadores.

[0167] As descricbdes de método acima e os
fluxogramas de processo sao fornecidos meramente como
exemplos ilustrativos e ndo devem exigir ou implicar que as
etapas de varios aspectos devam ser realizadas na ordem
apresentada. Como serad apreciado pelos versados na técnica
a ordem das etapas nos aspectos acima pode ser realizada em
qualquer ordem. As palavras tal como "doravante", "entao",
"a seguir", etc. ndao devem limitar a ordem das etapas;
essas palavras sdo simplesmente utilizadas para orientar o
leitor através da descricdo dos métodos. Adicionalmente,
qualguer referéncia aos elementos de reivindicacdo no
singular, por exemplo, utilizando os artigos "um", "uma",
ou "o", "a" ndo deve ser considerada como limitada ao
elemento no singular.

[0168] Os varios blocos 1légicos, circuitos e
etapas de algoritmo ilustrativos descritos com relagdo aos
aspectos descritos aqui podem ser implementados como
hardware eletrdnico, software de computador, ou combinac¢des
de ambos. Para se ilustrar claramente essa capacidade de
intercambio de hardware e software, varios componentes
ilustrativos, Dblocos, mdédulos, circuitos e etapas foram
descritos acima geralmente em termos de sua funcionalidade.
Se tal funcionalidade €& implementada como hardware ou
software depende da aplicacdo em particular e das
restricgdes de desenho impostas ao sistema como um todo. Os
versados mna técnica podem implementar a funcionalidade
descrita de varias formas para cada aplicativo em

particular, mas tais decisdes de implementacdo ndo devem
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ser interpretadas como responsadveis pelo distanciamento do
escopo da presente invengao.

[0169] O hardware utilizado para implementar as
varias 1ldégicas ilustrativas, Dblocos 1bgicos, mddulos e
circuitos descritos com relacdo aos aspectos descritos aqui
podem ser implementados ou realizados com um processador de
finalidade geral, um processador de sinal digital (DSP), um
DSP dentro de um chip receptor de difusdo de multimidia, um
circuito integrado especifico de aplicativo (ASIC), um
conjunto de porta programavel em campo (FPGA) ou outro
dispositivo 1légico programavel, porta discreta ou ldgica de
transistor, componentes de hardware discretos, ou qualquer
combinacdo dos mesmos projetada para realizar as fungdes
descritas aqui. Um processador de finalidade geral pode ser
um microprocessador, mas, na alternativa, o processador
pode ser qualgquer processador convencional, controlador,
micro controlador ou magquina de estado. Um processador
também pode ser implementado como uma combinagdo de
dispositivos de computagdo, por exemplo, uma combinagdo de
um DSP e um microprocessador, uma pluralidade de
microprocessadores, um ou mais microprocessadores em
conjunto com um nGcleo DSP, ou qualquer outra configuracgdo
dessas. Alternativamente, algumas etapas ou métodos podem
ser realizados pelo conjunto de circuitos que é especifico
de uma determinada funcao.

[0170] Em um ou mais aspectos ilustrativos, as
fun¢gdes descritas podem ser implementadas em hardware,
software, firmware, ou qualquer combinacdo dos mesmos. Se
implementadas em software, as fungdes podem ser armazenadas
como uma ou mais instrugdes ou cbddigo em um meio legivel
por computador ndo transitbdrio, ou um meio legivel por
processador ndo transitdrio. As etapas de um método ou

algoritmo descritas aqui podem ser consubstanciadas em um
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médulo de software executéavel por processador que pode
residir em um meio de armazenamento legivel por processador
ndo transitdério ou um meio de armazenamento legivel por
computador ndo transitdério. O meio de armazenamento legivel
por computador ou processador ndo transitdrio pode ser
qualquer meio de armazenamento que possa ser acessado por
um computador ou um processador. Por meio de exemplo, mas
nao de 1limitacdo, tal meio 1legivel por computador ou
processador ndo transitdério pode incluir memdébria RAM, ROM,
EEPROM, FLASH, CD-ROM ou outro armazenamento em disco
ético, armazenamento em disco magnético ou outros
dispositivos de armazenamento magnéticos, ou qualgquer outro
meio que possa ser utilizado para armazenar o cddigo de
programa desejado na forma de instrugdes ou estruturas de
dados e gue possa ser acessado por um computador. Disquete
e disco, como utilizados aqui, incluem disco compacto (CD),
disco a laser, disco o6tico, disco versatil digital (DVD),
disquete e disco Dblu-ray onde disquetes normalmente
reproduzem OsS dados magneticamente, enquanto discos
reproduzem os dados oticamente com lasers. As combinagdes
do acima também sdo incluidas no escopo de meio legivel por
computador e processador ndo transitdrio. Adicionalmente,

as operagdes de um método ou algoritmo podem residir como

um ou qualquer combinagdo ou conjunto de cddigos e/ou

instrug¢des em um meio legivel por processador nao

transitdério e/ou meio legivel por computador, que pode ser
incorporado em um produto de programa de computador.

[0171] A descricao anterior dos aspectos
descritos é fornecida para permitir gque os versados na
técnica criem ou facam uso da presente invencdo. VAarias
modificagdes a esses aspectos serdo prontamente aparentes
aos versados mna técnica, e os principios genéricos

definidos aqui podem ser aplicados a outros aspectos sem se
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distanciar do espirito ou escopo da invengdo. Dessa forma,

a presente invengdo ndo deve ser limitada aos aspectos

ilustrados aqui, mas deve ser acordado o escopo mais amplo
consistente com as reivindicag¢des a seguir e principios e

caracteristicas de novidade descritos aqui.
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REIVINDICACOES

1. Método (1000) de gerenciamento de memdéria em

um dispositivo de computacdo, caracterizado pelo fato de

que compreende:

inicializar (1002) um hipervisor (212), um
monitor de seguranca (214), e um sistema operacional de
alto nivel, HLOS, (208);

desabilitar (1008) o hipervisor (212) apds a
inicializacéo;

monitorar (1009) um sinal do monitor de seguranca
(214) para iniciar uma sessdo de sandbox;

habilitar (1012) o hipervisor (212) gquando o
sinal é recebido para iniciar a sessdo de sandbox;

implementar (1014) controle de acesso engquanto o
hipervisor estd habilitado; e

alocar memdéria pelo HLOS (208) durante a sesséo
de sandbox de modo que um ou mais enderecgos fisicos
intermedidrios em um espaco de endereco fisico
intermedidrio (720) sejam mapeados para um ou mais
enderecos fisicos correspondentes em um espago de enderecgo
fisico (830).

2. Método, de acordo com a reivindicacédo 1,

caracterizado pelo fato de que desabilitar (1008) o

hipervisor (212) compreende:

configurar todos os bancos de contexto de
unidades de gerenciamento de memdéria de sistema, SMMU, para
contornar traducdo de segundo estdgio; e

desligar traducdes de segundo estdgio para o HLOS

(208) .

3. Método (1000), de acordo com a reivindicacéo
1, caracterizado pelo fato de que compreende
adicionalmente:

determinar se a sessado de sandbox estd terminada;
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realizar (1018) um procedimento de interrupcdo de
sessao de sandbox quando for determinado que a sessao de
sandbox estd terminada; e

desabilitar o hipervisor (212) apds realizar o
procedimento de interrupgdo de sessdao de sandbox.

4. Método (1000), de acordo com a reivindicacéo

3, caracterizado pelo fato de que realizar o procedimento

de interrupcgdo de sessdo de sandbox compreende:

liberar todos os armazenadores para um componente
que sofreu sandbox; e

restaurar tabelas de padgina de tradugcdo de
segundo estdgio para remover todas as fragmentacdes.

5. Método (1000), de acordo com a reivindicacéao

1, caracterizado pelo fato de que habilitar o hipervisor

(212) compreende:

habilitar unidades de gerenciamento de memdéria de
segundo estdgio PLO e PLI1;

configurar solicitagdes de interrupgdo a serem
realizadas no modo de hipervisor; e

chamar acionadores SMMU para colocar todos os
bancos de contexto SMMU em tradugdes de primeiro estédgio
encaixados dentro das traducgdes de segundo estdgio.

6. Método (1000), de acordo com a reivindicacéao

5, caracterizado pelo fato de que compreende adicionalmente

tratar falhas SMMU.
7. Método (1000), de acode com a reivindicacéo 1,

caracterizado pelo fato de que implementar (1014) controle

de acesso compreende implementar tradugdes de segundo
estdgio.

8. Dispositivo de computagdo (200), caracterizado

pelo fato de que compreende:
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meios para inicializar um hipervisor (212), um
monitor de seguranca (214), e um sistema operacional de
alto nivel (HLOS) (208);

meios para desabilitar o hipervisor (212) apds a
inicializacado;

meios para monitorar um sinal de um monitor de
seguranca (214) para iniciar uma sessdo de sandbox;

meios para habilitar o hipervisor (212) quando o
sinal é recebido para iniciar a sessdo de sandbox;

meios para implementar controle de acesso
enquanto o hipervisor (212) estd habilitado; e

meios para alocar memdéria pelo HLOS (214) durante
a sessdo de sandbox de modo que um ou mais enderecgos
fisicos intermedidrios em um espago de endereco fisico
intermedidrio (720) sejam mapeados para um ou mais
enderecos fisicos correspondentes em um espag¢o de enderecgo
fisico (830).

9. Dispositivo de computagdo (200), de acordo com

a reivindicacdo 8, caracterizado pelo fato de que os meios

para desabilitar o hipervisor (212) compreendem:

meios para configurar todos os bancos de contexto
de unidades de gerenciamento de memdéria de sistema, SMMU,
para contornar traducdo de segundo estagio; e

meios para desligar traducdes de segundo estagio
para o HLOS (214).

10. Dispositivo de computacdo (200), de acordo

com a reivindicagcdo 8, caracterizado pelo fato de que

compreende adicionalmente:

meios para determinar se a sessdo de sandbox esté
terminada;

meios para realizar um procedimento de
interrupcdo de sessdo de sandbox quando for determinado que

a sessdo de sandbox estd terminada; e
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meios para desabilitar o hipervisor apds realizar
o procedimento de interrupcdo de sessdao de sandbox.
11. Dispositivo de computagcdao (200), de acordo

com a reivindicacgcdo 10, caracterizado pelo fato de que os

meios para realizar o procedimento de interrupcdo de sessao
de sandbox compreendem:

meios para liberar todos os armazenadores para um
componente que sofreu sandbox; e

meios para restaurar tabelas de péagina de
tradugao de segundo estégio para remover todas
fragmentacgdes.

12. Dispositivo de computacdo (200), de acordo

com a reivindicag¢do 8, caracterizado pelo fato de que os

meios para habilitar o hipervisor compreendem:

meios para habilitar unidades de gerenciamento de
memdéria de segundo estdgio PLO e PLI1;

meios para configurar solicitagdes de interrupcgdo
a serem realizadas em modo de hipervisor; e

meios para chamar acionadores SMMU para colocar
todos os bancos de contexto SMMU ativos em traducdes de
primeiro estdgio encaixados nas tradugdes de segundo
estdgio.

13. Dispositivo de computacdo (200), de acordo

com a reivindicacgdo 12, caracterizado pelo fato de que

compreende adicionalmente meios para tratar falhas SMMU.
14. Dispositivo de computagcdao (200), de acordo

com a reivindicacdo 8, caracterizado pelo fato de que os

meios para implementar controle de acesso compreendem meios
para implementar tradug¢des de segundo estagio.

15. Memdéria caracterizada pelo fato de que

compreende instrucgcdes para realizar o método conforme

definido em qualquer uma das reivindicagdes 1 a 7.

Peticao 870200061108, de 18/05/2020, pag. 8/11



LF1%

"// 100
125
104 106 108 110
Processador de Processador de Processador de Coprocessador
Modem Graficos Aplicativos de Vetor

L]

Interconex@oBarramento

[

Conjunto de
o Componentes de
Processador de L Circuitos i
) . Memdrias - Sistema e
Sinal Digital Analdgico e
. Recursos
Personalizado
A
102 112 114 116
Y
o Regulador de
RERgR Voltagem
118 120

FIG. 1



2rlg

¢ Old

[ B21S) 4 BUQLIDN
)
-
o™
edueinbag o Jojuop o pEN— JosinadiH
<
S \
o™
¥
oinfBag |eniIA SjuBIgUY Awol_ Iv
oJnBasu| [euopeladp ewalsIS
T |
o0
e o
o~ OYIVINdWOD 3A OAILISOdSIA ™

= =

einbag apay einbasu| apay

206 J

00¢

204
202




Software
320

Hardware
322

308 —

310 —

Br1%

/ 300
Programas Processos de Aplicativo
| — 306
Ag see | A,
304
API
Bibliotecas
ABI
Sistema Operacicnal - Al
ISA —
312
 renmglees MMU De Sistera
(Dispositives 10, Etc.)
\ Y | 314

CPU

| CPU MMU I

v

Memdria

316

FIG. 3



400

Convidado <

Software
Runtime

Hospedeiro 4

4719

ProgramaProcesso de
Aplicativo

| —402—_ |
ProgramaProcesso de
Aplicativo
410 — |
Modulo de Virtualizag&o - 404
Sistema Operacicnal
| — 406
408
Hardware ol

Maguina Virtual
de Processo

FIG. 4




Convidado <

Hiperviser <

Hospedeiro <

BILl%

500

Programas de Aplicativo

AD | ee«] An

Sistema Operacional

| —502—_|

410

Programas de Aplicativo

AOD

An

Sistema Operacional

Modulo de Virtualizag&o

Hardware

Maquina Virtual

De Sistema

FIG. 5




6/19

ProgramasProcessos De Aplicativo
600
Ag sne| A,
Sistema Operacional
Convidado
610
(HLOS) -
Gerenciador De Memodria
Virtual (VMM Os
Convidado) 606
Espago De
Endereco
o Fisico f\
{3\ o /
Intermediario \
Py Py 608
604 | (HLOS) |
Espaco De , l l \\
Endereco ] ] | | Espago De
Virtual | | [ Enc.!erego
| | | Virtual
‘ |
| | — 628l |
I |
618 | : | IPA, N :
I | I
636
N—»| vAn | ' (—>: PA |
I I I
I
| IPA, |
/ — I
602 | [ | [
I I 638
Espaco De i ll 626 | \—I—’ PA, -
Endereco | i l
Virtual ‘ jl | |
‘ }f 612 | |
1 ;.
: !
(WA |
| va, —, \ }!ﬁ S
616 / v -

FIG. 6



TI LS

700
706 - 708
/ \\r 720 1 730
/ S
!
! | \
710 |Espago De | \ Espago De
| \ Endereco Fisico / \ Enderego Fisico
& " | 1 Intermediario [ |
spaco De
Enderego l ‘ (H LOS) l “
Virtual I l |
| = 712 | | 1
| | /
| I
o | 724 734
| ! /F ,ﬁ
I I—L> II::'An PAn
VA, [ | IPA = PA
\ ! !
\ ]
/
\ \—r—> / IPAg PAq
\ \ I
M 714 / \ /
\/ \ /
b v
X /
N/

FIG. 7



8/19

800
860
844 846
— ( —
// Espaco De / \/
850 / \ Enderego Fisico /
/ \ Intermediario / \
ES;ZQO P \ (Contetdo "' \
Endorsca | 1 \I Protegido) : \
Virtual | | | |
| | | |I
| | | |
= E ! | |
cP m |
IPA !
\ | | CP | Ir\
! 862 \
\ : ;
\ / ‘ I
\ J ‘ j
852" \
\_ 4
\
\ rd
| — 808
N 706 720 N 830
/ /
/ \ﬁ / /
710/ Espago E?e. / \ Espaco De
Espaco / \ Endategd Flsica / \ Enderego Fisico
De | \ Intermediario | \
Enderego ! 712 | (HLOS) ! |
Virtual /J/ | I I
| | 872
VA, | I l
Ty 724) | 1\ PAG
VA, ' —  IPA, _/JIPA=PA PA,
I " \ ¢ 734
\ '*\ P 722 | { 732
M \ | PA, % IPA=PA V PAs
\ \
714 _ // \
\
\ 7

FIG. 8



960 s \
{ \ 900
944 W ~ I | 946
/ \ Espaco De ’ \/
\ Endereco Fisico |
950 'I ‘ Intermediario | ‘
Espaco { (Entidade De l
De ! Compartilhamento) | |
Endereco , ‘ I |
Virtual I | i i
VA | |PAnon-SVIVI I I
912 | o™ | 923 || |
I
VAsvmi | '
914 / |PASV|V|'| | |
924 (W |
IPAsvmn :
922 i |
]
| 941
941
\ /
908 1
[~ 906 920 \ % 930
\ / \
910/ \ Espago De / \ Espago De
Enderego Fisico | \ Enderego
553390 Intermediario i \ Fisico
e
Endereco (HLOS) I \ PAnon-svm | 962
Virtual } B o 936
VA IPAwos []TPA=PA 77 PAncs
SVMn 926 | 940
VAsym1 IPAsum1 % IPA = PA ! Y PAsvur g
\ 924 940 V¥
\ 922 | ! i
|PAS\/|V|n :I‘I/PA = PAM Y I::'ASVMn B i
L 1940 ;7
\ /
A\ /
N/



LS

~— 1002
1000 Inicializar Hipervisor, Monitor De Seguranga E HLOS
e R T '—Conﬂgurar sessio de\ - J: 1004 .
P g 2 computacgio heterogénea e Nao
T — simultanea com memdria virtual —— ’ﬁ
T compartilhada i
Sim

| Set up concurrent heterogeneous compute session with llﬁ 1006
I shared virtual memory r

e o o o e e e e E—— E— — % __________ /
/

Desativar hipervisor | — 1008

Monitorar um sinal recebido no hipervisor para iniciar uma sesséo de | 1009
sandboxing

O hipervisor recebeu um sinal para
iniciar uma sessac de sandbox?

| — 1012

Ativar hipervisor

. 3

Implementar controle de acesso

| — 1014

— 1018

Realizar desligamento da sess&o de sandbox

o y
FIG. 10




LEALS

L1 Old

1120

08880014 O JBIoIy| omEm_W
—— 0162153 allswiLid 2

NN Jewelbold

oife1sg odisluLd ap ogdnped] ap Bjege] e
-l 8 OPRUDISIBS JISY O ‘dIWA SOTHopUeZINN
WAS 08sen0ld 0q 0Bdeus) Y JENDI0S

/1118

dinA SOTH

¢ OPUEZINN OlbEysT

opunbag a oednpe.
aQ eleqe] Jeud

alNA SOTH
ur gISY wn 1esoly

1116

14

oibeys3 capwilid
a( oednpe. |
aq e|ege] Jeun

—
-—

112

SOH
oedeindwon
a( olepadsoH

SS920.d dsd dsd ep oibeisg Ny

NAS 450 losinadiH opunbag JosiaadiH
2P NININS

1110 —
1108
1106 —
1104
1102

0011



LZ7LS

( Bloco De Determinagdo 1004 = "Sim" )

l

Configurar HLOS Para Criar A Tabela De Tradug&o De Primeiro

| — 1204

Estagio

l

Configurar HLOS Para Alocar um ASID em HLOS_VMID

| — 1206

v

Configurar o Hipervisor Para Enviar Uma Configuragao De Tradugao
De Segundo Estagio Para a SMMU De Segundo Estagio DSP Com

| — 1208

Base Em HLOS_VMID

'

Configurar HLOS Para Solicitar Que o Hipervisor do DSP’s Crie um
Processo SVM Utilizando HLOS_VMID, o ASID, Selecionado, e a Tabela De
Tradugao De Primeiro Estagio Do HLOS's

| — 1210

'

Configurar o Hipervisor do DSP’s Para Programar a Para Programar
a MMU De Primeiro Estagio Do DSP's e Para Iniciar o Processo
SVM

1212

'

FIG. 12

( Voltar Para O Bloco 1008 )



L3S

( )
l

Configurar Todos os Bancos De Contexto Do Primeiro Estagio De [ — 1304
SMMU Para Ultrapassar aTradugdo De Segundo Estagio

'

| — 1306
Desligar as Tradugdes De Segundo Estagio HLOS
! | — 1308
| Suspender A Restrigao Aos Acesso 10 |
L —————————— J —————————— —
| | 1310
:_ Suspender A Restrigao Aos Acessos De Interrupgéo De Hardware |

_ _ | — 1312
|Suspender A Restricdo Dos Acessos Ao Temporizador De Hardware |

C Ir Para © Bloco De Determinacg&o 1010 )

FIG. 13




FIG. 14

B Componente —»
1404

1408 —|
Inativo ™

L 1410

Loctl ION

T _IOC_alloc ™|
1418

Transitar Para
Execugao

Enfileirar Primeiro
Armazenador
— Com Cabecalho —f-|

\ 1432

Inativo Feito (Todos Os
<#— Armazenadores Prontos)

\ 1434

\ 1436

Estagio 1
Enfileirar Primeiro

Codec—]
Buffer sizing _ | ™ 1406
7 query
Stream ON 1414
input
X —Llnicializagéo De Sessao De Interface De Firmware De ——®
1412 Hospedeiro (HFI ,
el HFI Session Done -
1416
— 1422
VMM __Call 1424
lon_alloc(ION ¢p heap)—»_z Para F
I Remover # Adicionar
1420 Mapeament Mapeamento
os CPU S2 oY)
HFI Configura
T Armazenadores 1426
S 1428
— 1430
Enfileirar Primeiro 1438
_téngézgaedg‘;h o | Enfileirar Primeiro Mapear Primeiro
— Com Cabecalho ™ Armazenador Para
CB De Entrada De — 1440

Armazenador Com Cabecalho

1450 1452 1454 1456 1458 1460 1462
Trabaiho M Comé’l\%zz“?éo VsV pégﬁidﬁﬁgio Hipervisor SMMU Nucleo
Android
I I I I I I I
Firmware Com Autenticagdo De Seguranga
Inicializagdo De 1402 1400

6L T



1By1LE

4 A

Bloco De Determinagéo 1010 = "Sim"

. J
Y

Ativar MMU De Segundo Estagio PLO e PL1  (Configurar
HCR.VM = 1)

v

Configurar IRQ Para Ser Realizada No Modo De Hipervisor
(SCR.IMO =1)

| — 1504

| — 1506

v

Chamar Acionadores SMMU Para Colocar Todos os CBs SMMU CBs Ativos
No Estagio 1 Aninhados Com O Estado De Estagio 2 (SMMU_CBARnN.type =
Ob11)

( Ir Para Bloco 1014 )

FIG. 15



LByLy

Bloco 1014 Ou Bloco De Determinag&o
1016 — Sim

'

1014a

e T 1604 Sj
i J Ocorre Uma - {0

= — . Situaggoa SVM ? - }

oo S P / ———————————— —_

Nan | Ir Para o Bloco 1604 |

P iy it et it i i ) i S i ) -
Moniterar Uma Tentativa De Alocagéo De |/ 1608
Memoria
Nao

Tentando Alocar
Memoria?

Sim
1612
Fornecer Pas Para HLOS a Partir De
PAs No Espacgo De Endereco De Memoria
Fisica Acessivel Ao HLOS

&5 Componentz
Sandboxed Esta
Tentando Alocar
Memoria?

Sim
1614

Remover PAs Que Serdo Fornecidos Para
O Componente Sandboxed A Partir Dos
PAs No Espago De Enderego De Memdéria
Fisica Acessivel Ao HLCS

l 1616

Fornecer PAS Para O Componente

Sandboxed A Partir De PAS Disponiveis
No Espago De Enderego Fisico

/ .

¥

Ir Para O Bloco De Determinagao 1016

FIG. 16A



17718

Yes

1014b

( Bloco De Determinagéo 1604 = Sim )

1624

HLOS Esta Tentando

1612

(

Fornecer PAs Para HLOS A Partir De PAs
No Espaco De Enderege De Memdéria
Fisica Acessivel Ao HLOS

)

Sim

‘

1628

Remover PAs Que Serdo Fornecidos Para
O Componente Sandboxed A Partir Dos
PAs No Espacgo De Enderego De Memoria
Fisica Acessivel Ao HLOS

1632 +

Fornecer PAs Para O Componente
Sandboxed A Partir De PAs Disponiveis No
Espaco De Enderego Fisico

)

No

Alocar PA?

1626

O Componente
Sandboxed Esta Tentando

Alocar Pa?

De Compartilhamento
Esta Tentando

1632 A Entidade

De Compartilhamento
Esta Tentando
Alocar PA?

4 1634 {

Remover PAs Que Serdo Fornecidos Para
A Entidade De Compartilhamento A Partir
Dos PAs No Espagoc De Endereco De
Memodria Fisica Acessivel Ac HLOS

1638 +

Fornecer PAs Para A Entidade De
Compartilhamento A Partir De PAs

Disponiveis No Espago De Endereco Fisico

L

Fornecer PAs Compartilhados Para A
Entidade De Compartilhamento

Ir Para O Bloco De Determinacéo 1016

FIG. 16B



187y

1018a

Bloco De Determinacéo 1016 = Sim

l

| — 1704

Liberar Todos Os Armazenadores Do Sujeito Sandboxing

'

Restaurar Tabelas De Pagina De Segundo Estagio Para Remover | — 1706
Todas As Fragmentagdes

'

Ir Para O Bloco 1008 )

FIG. 17



L87LE

1900

FIG. 19




	Folha de Rosto
	Relatório Descritivo
	Reivindicações
	Desenhos

