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【手続補正書】
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【手続補正１】
【補正対象書類名】特許請求の範囲
【補正対象項目名】全文
【補正方法】変更
【補正の内容】
【特許請求の範囲】
【請求項１】
　ブロックデータストレージサービスがリモートの格納されているブロックデータへの実
行プログラムのアクセスを管理するためのコンピュータによって実装される方法であって
、
　ブロックデータストレージサービスによって提供される非ローカルブロックデータスト
レージへの指示されたプログラムの第１のコピーのアクセスを開始する要求を受け取るス
テップであって、前記指示されたプログラムは前記ブロックデータストレージサービスの
一部ではないアプリケーションプログラムであり、前記第１のプログラムのコピーは第１
の地理的位置の同じ場所に配置される、１つまたは複数の内部ネットワークを共有する複
数のコンピューティングシステムのうちの第１のコンピューティングシステム上で実行さ
れ、前記ブロックデータストレージサービスは前記複数のコンピューティングシステムの
うちの複数の他のコンピューティングシステムの第１のグループを、前記指示されたプロ
グラムを含む複数の実行プログラムに対してブロックデータストレージを提供するブロッ
クデータストレージシステムとして使用し、前記第１のコンピューティングシステムは前
記第１のグループの一部ではなく、前記要求を受け取る前記ステップは前記ブロックデー
タストレージサービスの実行システムマネージャモジュールによって実行される、ステッ
プと、
　前記受け取った要求に応答して、第１のブロックデータストレージボリュームを、前記
実行する第１のプログラムのコピーで使用できるように前記第１のコンピューティングシ
ステムにアタッチするステップであって、前記第１のブロックデータストレージボリュー
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ムは第２のコンピューティングシステム上に格納されているプライマリコピーを有し、お
よび第３のコンピューティングシステム上に格納されているミラーコピーを有し、前記第
２のコンピューティングシステムおよび前記第３のコンピューティングシステムはそれぞ
れブロックデータストレージシステムの前記第１のグループの一部であり、前記第１のブ
ロックデータストレージボリュームをアタッチする前記ステップは前記第１のコンピュー
ティングシステムの第１の論理ローカルブロックストレージデバイスを前記第１のブロッ
クデータストレージボリュームに関連付けるステップを含む、ステップと、
　前記ブロックデータストレージサービスの前記システムマネージャモジュールの制御の
下で、前記複数の実行プログラムへの前記ブロックデータストレージの前記提供を、
　　前記第１の論理ローカルブロックストレージデバイスに対して前記実行する第１のプ
ログラムのコピーによって開始された１つまたは複数のデータアクセス要求の指示を受け
取った後に、前記第１のブロックデータストレージボリュームの前記プライマリコピーお
よび前記ミラーコピー上で前記データアクセス要求を実行するステップであって、前記デ
ータアクセス要求を実行することにより前記第１のブロックデータストレージボリューム
の前記プライマリコピーおよび前記ミラーコピーのそれぞれに前記同じ格納済みブロック
データが保持されるような仕方で前記第１のブロックデータストレージボリューム上に格
納されているブロックデータに対して１つまたは複数の修正が加えられる、ステップによ
り自動的に応答するステップと、
　　前記データアクセス要求を実行した後に、前記第１のプログラムのコピーの前記実行
が終了したと自動的に判定し、前記判定に応答して、前記第１のブロックデータストレー
ジボリュームへの前記指示されたプログラムのアクセスを自動的に保持し、前記アクセス
を保持する前記ステップは明確に区別される第４のコンピューティングシステム上で前記
指示されたプログラムの第２のコピーの実行を開始するステップと前記第１のブロックデ
ータストレージボリュームを、前記実行する第２のプログラムのコピーで使用できるよう
に前記第４のコンピューティングシステムにアタッチするステップとを含み、アタッチす
る前記ステップは前記第４のコンピューティングシステムの第２の論理ローカルブロック
ストレージデバイスを前記第１のブロックデータストレージボリュームに関連付けるステ
ップを含む、ステップと、
　　前記第２の論理ローカルブロックストレージデバイスに対して前記実行する第２のプ
ログラムのコピーによって開始された１つまたは複数の他のデータアクセス要求の指示を
受け取った後に、前記第１のブロックデータストレージボリュームの前記プライマリコピ
ーおよび前記ミラーコピー上で前記他のデータアクセス要求を実行するステップであって
、前記データアクセス要求を実行することにより前記第１のブロックデータストレージボ
リュームの前記プライマリコピーおよび前記ミラーコピーがそれぞれ前記同じブロックデ
ータを格納するような仕方で前記第１のブロックデータストレージボリューム上に格納さ
れている前記ブロックデータに対して１つまたは複数のさらなる修正が加えられる、ステ
ップにより自動的に応答するステップと
　によって管理するステップとを含む方法。
【請求項２】
　前記第１のブロックデータストレージボリュームを前記第１のコンピューティングシス
テムにアタッチする前記ステップは、前記内部ネットワークへの前記第１のコンピューテ
ィングシステムのアクセスを管理する前記ブロックデータストレージサービスのノードマ
ネージャモジュールによって実行され、前記方法は、前記ノードマネージャモジュールの
制御の下で、
　前記第１の論理ローカルブロックストレージデバイスに対して前記実行する第１のプロ
グラムのコピーによって開始される前記データアクセス要求を受け取るステップと、
　前記内部ネットワーク上で前記システムマネージャモジュールとやり取りして前記デー
タアクセス要求の前記指示を送ることにより前記データアクセス要求の前記実行を円滑に
するステップであって、前記内部ネットワーク上でやり取りする前記ステップは前記実行
する第１のプログラムのコピーに対して透過的な方法で実行される、ステップと
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　をさらに含む請求項１に記載の方法。
【請求項３】
　前記複数のプログラムが、前記複数のコンピューティングシステムのうちのいくつかの
コンピューティングシステムの第２のグループ上のプログラム実行サービスによって実行
され、前記第２のグループの前記コンピューティングシステムは、前記第１のグループの
前記コンピューティングシステムから明確に区別され、前記第１のコンピューティングシ
ステムは、少なくとも１つのプログラムを実行するようにそれぞれ構成された複数の仮想
マシンをホストし、前記指示されたプログラムは、前記複数のプログラムのうちの１つで
あり、および前記第１のコンピューティングシステムによってホストされる前記複数の仮
想マシンのうちの少なくとも１つによって実行される仮想マシンのイメージであり、前記
ノードマネージャモジュールは、前記第１のコンピューティングシステム用の仮想マシン
モニターの一部として実行される請求項２に記載の方法。
【請求項４】
　実行プログラムによるブロックデータストレージ機能へのアクセスを管理するためのコ
ンピュータによって実装される方法であって、
　非ローカルブロックデータストレージボリューム上に格納されているブロックデータに
アクセスするために第１のコンピューティングシステム上で実行される第１のプログラム
の第１のコピーによって開始された１つまたは複数のデータアクセス要求の第１のグルー
プの１つまたは複数の指示を受け取るステップであって、前記ブロックデータストレージ
ボリュームは１つまたは複数のネットワーク上でブロックデータストレージサービスの明
確に区別される第２のデータストレージシステムによって提供され、前記第１の実行プロ
グラムのコピーが前記ブロックデータストレージボリュームを表す前記第１のコンピュー
ティングシステムのローカルにある第１の論理ブロックストレージデバイスとのやり取り
を介して前記ブロックデータストレージボリュームに対する前記データアクセス要求を開
始するように前記第１のコンピューティングシステムにアタッチされ、前記第１のプログ
ラムは前記ブロックデータストレージサービスの一部ではないアプリケーションプログラ
ムである、ステップと、
　前記第１の実行プログラムのコピーに代わって前記第２のデータストレージシステムと
やり取りすることによってデータアクセス要求の前記第１のグループの前記受け取った指
示に自動的に応答し、前記第２のデータストレージシステムによって提供される前記ブロ
ックデータストレージボリューム上の前記第１のグループの前記データアクセス要求の実
行を開始するステップと、
　前記第１のプログラムのコピーが利用不可能になったと判定した後に、前記第１のプロ
グラムの第２のコピーが実行されている、前記第１のコンピューティングシステムおよび
前記第２のデータストレージシステムから明確に区別される第３のコンピューティングシ
ステムを識別し、前記第２のプログラムのコピーが前記ブロックデータストレージボリュ
ームを表す前記第３のコンピューティングシステムのローカルにある第２の論理ブロック
ストレージデバイスにアクセスするような仕方で前記ブロックデータストレージボリュー
ムを前記第３のコンピューティングシステムにアタッチするステップと、
　前記第３のコンピューティングシステム上の前記第２の論理ローカルブロックストレー
ジデバイスとのやり取りを介して前記ブロックデータストレージボリュームに対して前記
第２の実行プログラムのコピーによって開始される１つまたは複数の他のデータアクセス
要求の第２のグループの１つまたは複数の指示を受け取るステップと、
　前記第２の実行プログラムのコピーに代わって前記第２のデータストレージシステムと
やり取りすることによってデータアクセス要求の前記第２のグループの前記受け取った指
示に自動的に応答し、前記第２のデータストレージシステム上の前記ブロックデータスト
レージボリューム上の前記第２のグループの前記データアクセス要求の実行を開始するス
テップと
　を含むことを特徴とするコンピュータによって実装される方法。
【請求項５】
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　前記第１のプログラムのコピーが利用不可能になったと自動的に判定するステップをさ
らに含み、
　前記第１のプログラムのコピーが前記利用不可能である状況は、前記第１のコンピュー
ティングシステムの障害、前記第１のコンピューティングシステムの接続性の障害、およ
び前記第１のコンピューティングシステムが前記第１のプログラムのコピーの実行を継続
できない状況のうちの少なくとも１つの状況に基づくことを特徴とする請求項４に記載の
方法。
【請求項６】
　前記第１のプログラムの前記第２のコピーが実行されている前記第３のコンピューティ
ングシステムを識別する前記ステップおよび前記ブロックデータストレージボリュームを
前記第３のコンピューティングシステムにアタッチする前記ステップは、前記ブロックデ
ータストレージボリュームへの前記第１のプログラムのアクセスを保持するために自動的
に実行され、前記アクセスを自動的に維持する前記ステップは前記第１のプログラムのコ
ピーが利用不可能になったと前記自動的に判定したことに応答して実行されることを特徴
とする請求項５に記載の方法。
【請求項７】
　前記第１のプログラムのコピーが利用不可能になったと判定する前記ステップ、前記第
１のプログラムの前記第２のコピーが実行されている前記第３のコンピューティングシス
テムを識別する前記ステップ、および前記ブロックデータストレージボリュームを前記第
３のコンピューティングシステムにアタッチする前記ステップのうちの少なくとも１つの
ステップは、前記第１のプログラムおよび前記ブロックデータストレージボリュームに関
連付けられているユーザから受け取った１つまたは複数の指示に応答して実行されること
を特徴とする請求項４に記載の方法。
【請求項８】
　前記第１のプログラムの前記第２のコピーが実行されている前記第３のコンピューティ
ングシステムを識別する前記ステップは、前記第１のプログラムのコピーが利用不可能に
なったと判定した後に、前記第３のコンピューティングシステム上で前記第２のプログラ
ムのコピーの実行を開始するステップを含むことを特徴とする請求項４に記載の方法。
【請求項９】
　前記第１のプログラムの前記第１のコピーは、複数の明確に区別されるコンピューティ
ングシステム上で実行される前記第１のプログラムの複数のコピーのうちの１つのコピー
であり、前記複数のコピーのうちの少なくとも１つのコピーは、前記複数のコピーのうち
の１つまたは複数の他のコピーに対する代替的コピーであり、前記第１のプログラムの前
記第２のコピーが実行されている前記第３のコンピューティングシステムを識別する前記
ステップは、前記少なくとも１つの代替的コピーのうちの１つのコピーである前記第２の
コピーに基づいて前記第１のプログラムの前記第２のコピーを選択するステップを含むこ
とを特徴とする請求項４に記載の方法。
【請求項１０】
　前記第１のコンピューティングシステムに前記ブロックデータストレージボリュームを
アタッチする前に、前記第２のデータストレージシステム上に前記ブロックデータストレ
ージボリュームを作成するステップ、および明確に区別される第４のブロックデータスト
レージシステム上に前記ブロックデータストレージボリュームのミラーコピーを作成する
ステップをさらに含み、
　前記第１のグループおよび前記第２のグループの前記データアクセス要求に応答する前
記ステップは、前記第１のグループおよび前記第２のグループの前記データアクセス要求
の、前記作成されたミラーコピー上での実行を開始するステップをさらに含むことを特徴
とする請求項４に記載の方法。
【請求項１１】
　前記１つまたは複数のデータアクセス要求の前記指示を受け取る前に、前記第１の実行
プログラムのコピーで使用できるように前記ブロックデータストレージボリュームを前記



(5) JP 2011-530748 A5 2012.2.9

第１のコンピューティングシステムにアタッチするステップをさらに含み、
　前記ブロックデータストレージボリュームをアタッチする前記ステップは、前記第１の
論理ブロックストレージデバイスを前記第２のデータストレージシステムによって提供さ
れる前記ブロックデータストレージボリュームに関連付けるステップを含み、前記１つま
たは複数のネットワークへの前記第１のコンピューティングシステムのアクセスを管理す
るノードマネージャモジュールによって実行され、
　前記ノードマネージャモジュールは、前記第１の実行プログラムに関連付けられている
ユーザからの要求に応答して前記ブロックデータストレージボリュームをすでに作成して
いるブロックデータストレージサービスの一部であることを特徴とする請求項４に記載の
方法。
【請求項１２】
　前記第１のコンピューティングシステム、前記第３のコンピューティングシステム、お
よび前記第２のデータストレージシステムは、第１の地理的位置の同じ場所に配置されて
いる複数のコンピューティングシステムの部分集合であり、前記複数のコンピューティン
グシステムは、前記ブロックデータストレージサービスによって提供される複数のブロッ
クデータストレージシステムを含み、前記第２のデータストレージシステムは、前記複数
のブロックデータストレージシステムのうちの１つのブロックデータストレージシステム
であることを特徴とする請求項４に記載の方法。
【請求項１３】
　前記第１の地理的位置の場所は、データセンターであり、前記第１のプログラムが、前
記データセンターにある前記複数のコンピューティングシステムのうちのいくつかのコン
ピューティングシステム上の複数のユーザに対し複数のプログラムを実行するプログラム
実行サービスによって実行され、前記第１のコンピューティングシステムは、少なくとも
１つのプログラムを実行するようにそれぞれ構成された複数の仮想マシンをホストし、前
記第１の実行プログラムは、前記複数のプログラムのうちの１つであり、および前記第１
のコンピューティングシステムによってホストされる前記複数の仮想マシンのうちの少な
くとも１つによって実行される仮想マシンのイメージであり、前記データアクセス要求の
前記第１のグループの前記指示を受け取る前記ステップと前記他のデータアクセス要求の
前記第２のグループの前記指示を受け取る前記ステップとデータアクセス要求の前記第１
のグループおよび前記第２のグループの前記受け取った指示に対して自動的に応答する前
記ステップは、前記第１のコンピューティングシステム用の仮想マシンモニターの実行の
一部として実行され、前記第１のコンピューティングシステムは、前記第１の実行プログ
ラムによる使用のために利用可能である１つまたは複数の他の実際のローカルのストレー
ジデバイスを備えることを特徴とする請求項１２に記載の方法。
【請求項１４】
　一時的でないコンピュータ可読媒体であって、この一時的でないコンピュータ可読媒体
の内容は１つまたは複数のコンピューティングシステムを実行プログラムによるブロック
データストレージ機能へのアクセスを管理するように構成し、そのために実行する方法は
、
　第１のコンピューティングシステム上で実行される第１のアプリケーションプログラム
による非ローカルブロックデータストレージボリュームへのアクセスを可能にするステッ
プであって、前記アクセスによって前記第１のアプリケーションプログラムは前記ブロッ
クデータストレージボリュームに対するデータアクセス要求を開始することができ、前記
ブロックデータストレージボリュームは１つまたは複数のネットワークにより前記第１の
コンピューティングシステムから隔てられている第２のブロックデータストレージシステ
ムによって提供され、前記アクセスを前記第１のアプリケーションプログラムに許可する
前記ステップは、前記第１の実行アプリケーションプログラムが前記ブロックデータスト
レージボリュームを表す前記第１のコンピューティングシステムのローカルにある第１の
論理ブロックストレージデバイスとのやり取りを介して前記ブロックデータストレージボ
リュームに対する前記データアクセス要求を開始するような仕方で前記ブロックデータス
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トレージボリュームを前記第１のコンピューティングシステムにアタッチするステップを
含む、ステップと、
　前記ブロックデータストレージボリュームに対する前記第１のアプリケーションプログ
ラムによって開始された１つまたは複数のデータアクセス要求の１つまたは複数の受け取
った指示に自動的に応答するステップであって、前記第１のアプリケーションプログラム
によって開始された前記ブロックデータストレージボリュームに対する前記データアクセ
ス要求は、前記ブロックデータストレージボリューム上に格納されているブロックデータ
にアクセスする要求であり、応答する前記ステップは前記第２のブロックデータストレー
ジシステム上の前記ブロックデータストレージボリュームに対する前記データアクセス要
求の実行を開始するステップを含む、ステップと、
　前記第１のコンピューティングシステム上で実行されている前記第１のアプリケーショ
ンプログラムが利用不可能になった後に、前記第１のアプリケーションプログラムに許可
していた前記アクセスに代えて、第３のコンピューティングシステム上で実行されている
第２のアプリケーションプログラムに前記ブロックデータストレージボリュームへのアク
セスを許可し、前記第１のアプリケーションプログラムおよび前記第２のアプリケーショ
ンプログラムは、単一のアプリケーションプログラムの実行コピーであり、前記アクセス
を前記第２のアプリケーションプログラムに許可する前記ステップは、前記第２のアプリ
ケーションプログラムが実行される前記第３のコンピューティングシステムを識別するス
テップと前記第２のアプリケーションプログラムが前記ブロックデータストレージボリュ
ームを表す前記第３のコンピューティングシステムのローカルにある第２の論理ブロック
ストレージデバイスにアクセスするような仕方で前記ブロックデータストレージボリュー
ムを前記第３のコンピューティングシステムにアタッチするステップとを含む、ステップ
と、
　前記ブロックデータストレージボリュームに対する前記第２のアプリケーションプログ
ラムによって開始された１つまたは複数の他のデータアクセス要求の１つまたは複数の受
け取った指示に自動的に応答するステップであって、前記第２のアプリケーションプログ
ラムによって開始された前記ブロックデータストレージボリュームに対する前記他のデー
タアクセス要求は、前記ブロックデータストレージボリューム上に格納されているブロッ
クデータにアクセスする要求であり、応答する前記ステップは前記第２のブロックデータ
ストレージシステム上の前記ブロックデータストレージボリュームに対する前記他のデー
タアクセス要求の実行を開始するステップを含む、ステップと
　を含む一時的でないコンピュータ可読媒体。
【請求項１５】
　前記第１のコンピューティングシステム、前記第３のコンピューティングシステム、お
よび前記第２のブロックデータストレージシステムは、単一の地理的位置の場所に配置さ
れ、前記第１のコンピューティングシステムおよび前記第２のブロックデータストレージ
システムは、１つまたは複数のネットワークによって隔てられており、前記第２のブロッ
クデータストレージシステム上の前記ブロックデータストレージボリュームに対する前記
データアクセス要求および前記他のデータアクセス要求の前記実行は、ブロックデータス
トレージサービスのシステムマネージャモジュールによって自動的に実行され、前記ブロ
ックデータストレージボリュームへの前記アクセスを前記第１の実行アプリケーションプ
ログラムに許可する前記ステップは、前記第１のコンピューティングシステムに関連付け
られ、前記１つまたは複数のネットワークへの前記第１の実行アプリケーションプログラ
ムのアクセスを管理する前記ブロックデータストレージサービスのノードマネージャモジ
ュールによって実行され、前記データアクセス要求の前記受け取った指示に自動的に応答
する前記ステップは、前記１つまたは複数のネットワーク上で前記受け取ったデータアク
セス要求を前記第２のブロックデータストレージシステムに送信するステップを開始する
ことによって一部は前記ノードマネージャモジュールの制御の下で実行されることを特徴
とする請求項１４に記載の一時的でないコンピュータ可読媒体。
【請求項１６】
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　前記ブロックデータストレージボリュームへの前記アクセスを前記第２の実行アプリケ
ーションプログラムに許可する前記ステップは、前記１つまたは複数のネットワークへの
前記第２の実行アプリケーションプログラムのアクセスをさらに管理する前記ノードマネ
ージャモジュールによって実行され、前記第３のコンピューティングシステムおよび前記
第１のコンピューティングシステムは、単一の物理的コンピューティングシステムの一部
であり、前記他のデータアクセス要求の前記受け取った指示に自動的に応答する前記ステ
ップは、前記１つまたは複数のネットワーク上で前記受け取った他のデータアクセス要求
を前記第２のブロックデータストレージシステムに送信するステップを開始することによ
って一部は前記ノードマネージャモジュールの制御の下で実行されることを特徴とする請
求項１５に記載の一時的でないコンピュータ可読媒体。
【請求項１７】
　前記コンピュータ可読媒体は、前記内容を格納する前記構成された１つまたは複数のコ
ンピューティングシステムのうちの１つのメモリであることを特徴とする請求項１４に記
載の一時的でないコンピュータ可読媒体。
【請求項１８】
　前記内容は、実行されると前記１つまたは複数のコンピューティングシステムを前記方
法を実行するようにプログラミングする命令であることを特徴とする請求項１４に記載の
一時的でないコンピュータ可読媒体。
【請求項１９】
　実行プログラムによるブロックデータストレージ機能へのアクセスを管理するように構
成されているシステムであって、
　１つまたは複数のメモリと、
　複数のブロックデータストレージシステムを使用して、前記ブロックデータストレージ
サービスのユーザによって作成され、前記ユーザに関連付けられている１つまたは複数の
実行プログラムに代わって１つまたは複数のネットワーク上でアクセスされるブロックデ
ータストレージボリュームを格納するブロックデータストレージサービスを提供するよう
に構成されているブロックデータストレージシステムマネージャモジュールと
　を備え、前記ブロックデータストレージサービスを提供する前記ステップは、
　　１つまたは複数の実行プログラムで使用するための１つまたは複数のブロックデータ
ストレージボリュームを作成するステップであって、前記ブロックデータストレージボリ
ュームのそれぞれは前記複数のブロックデータストレージシステムのうちの１つのブロッ
クデータストレージシステム上に格納される、ステップと、
　　前記作成されたブロックデータストレージボリュームのうちの第１のブロックデータ
ストレージボリュームへのアクセスを前記１つまたは複数の実行プログラムのうちの第１
の実行プログラムに許可した後に、前記第１の作成されたブロックデータストレージボリ
ューム上で前記１つまたは複数のデータアクセス要求の実行を開始することによって前記
第１の作成されたブロックデータストレージボリュームに対し前記第１のプログラムによ
って開始された１つまたは複数のデータアクセス要求に応答するステップであって、前記
第１のプログラムによって開始された前記第１のブロックデータストレージボリュームに
対する前記１つまたは複数のデータアクセス要求は、前記第１のブロックデータストレー
ジボリューム上に格納されているブロックデータにアクセスする要求であり、前記アクセ
スを前記第１の実行プログラムに許可する前記ステップは、前記第１の実行プログラムが
前記第１のブロックデータストレージボリュームを表す前記第１のコンピューティングシ
ステムのローカルにある第１の論理ブロックストレージデバイスとのやり取りを介して前
記第１のブロックデータストレージボリュームに対する前記データアクセス要求を開始す
るような仕方で前記第１のブロックデータストレージボリュームを前記第１のプログラム
を実行している第１のコンピューティングシステムにアタッチするステップを含む、ステ
ップと、
　　前記第１のプログラムが利用不可能になり、前記第１の作成されたブロックデータス
トレージボリュームへのアクセスが明確に区別される第２の実行プログラムに許可され、
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前記利用不可能になった前記第１のプログラムに許可されていた前記アクセスを置き換え
た後に、前記第１の作成されたブロックデータストレージボリューム上で前記１つまたは
複数の他のデータアクセス要求の実行を開始することによって前記第１の作成されたブロ
ックデータストレージボリュームに対し前記第２のプログラムによって開始された１つま
たは複数の他のデータアクセス要求に応答するステップであって、前記第１のプログラム
および前記第２のプログラムは、単一のプログラムの実行コピーであり、前記第２のプロ
グラムによって開始された前記第１のブロックデータストレージボリュームに対する前記
１つまたは複数の他のデータアクセス要求は、前記第１のブロックデータストレージボリ
ューム上に格納されているブロックデータにアクセスする要求であり、前記アクセスを前
記第２のプログラムに許可する前記ステップは、前記第２のプログラムが実行される第３
のコンピューティングシステムを識別するステップと前記第２のプログラムが前記第１の
ブロックデータストレージボリュームを表す前記第３のコンピューティングシステムのロ
ーカルにある第２の論理ブロックストレージデバイスにアクセスするような仕方で前記第
１のブロックデータストレージボリュームを前記第３のコンピューティングシステムにア
タッチするステップとを含む、ステップと
　を含むことを特徴とするシステム。
【請求項２０】
　前記第１のブロックデータストレージボリュームは、前記ブロックデータストレージシ
ステムのうちの第１のブロックデータストレージシステム上に格納され、前記第１のコン
ピューティングシステム、前記第３のコンピューティングシステム、および前記第１のブ
ロックデータストレージシステムは、単一の地理的位置の場所に配置され、１つまたは複
数のネットワークによって隔てられており、前記システムは、前記１つまたは複数のネッ
トワークへの前記第１のプログラムおよび前記第２のプログラムのアクセスを管理するた
めに前記第１のプログラムおよび前記第２のプログラムに関連付けられている前記ブロッ
クデータストレージサービスの１つまたは複数のノードマネージャモジュールをさらに備
え、これにより、前記データアクセス要求および前記他のデータアクセス要求への前記応
答は、前記１つまたは複数のネットワーク上で前記データアクセス要求および前記他のデ
ータアクセス要求を前記第１のブロックデータストレージシステムに送信するステップを
開始することによって一部は前記１つまたは複数のノードマネージャモジュールの制御の
下で実行されることを特徴とする請求項１９に記載のシステム。
【請求項２１】
　前記第１のブロックデータストレージボリュームの第１のコピーは、前記ブロックデー
タストレージシステムのうちの第１のブロックデータストレージシステム上に格納され、
前記第１のプログラムによって開始された前記データアクセス要求の前記実行は、前記第
１のブロックデータストレージボリュームの前記第１のコピー上で実行され、前記第１の
プログラムは、第１の地理的位置の場所にある前記第１のブロックデータストレージシス
テムと同じ場所に配置されている第１のコンピューティングシステム上で実行され、前記
第２のプログラムは、明確に区別される第２の地理的位置の場所にある第２のコンピュー
ティングシステム上で実行され、前記第１の作成されたブロックデータストレージボリュ
ームへの前記アクセスを前記第２の実行プログラムに許可する前記ステップは、前記第２
のコンピューティングシステムを前記第１のブロックデータストレージボリュームの第２
のコピーを格納する前記第２の地理的位置の場所にある第２のブロックデータストレージ
システムにアタッチするステップを開始するステップを含むことを特徴とする請求項１９
に記載のシステム。
【請求項２２】
　前記システムは、前記１つまたは複数のメモリのうちの少なくとも１つのメモリを備え
る第１のコンピューティングシステムを備え、前記ブロックデータストレージシステムマ
ネージャモジュールは、前記少なくとも１つのメモリを使用して前記第１のコンピューテ
ィングシステムによって実行されるソフトウェア命令を備えることを特徴とする請求項１
９に記載のシステム。
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