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(57)【要約】
　オーバーレイ・ネットワークにおいてオーバーレイ通信動作を並列実行するための方法
が提供される。当該方法は、並列メッセージング方式を有するオーバーレイ通信動作を特
定することと、前記メッセージング方式による各並列メッセージの送信先アドレスを決定
することと、各送信先アドレスを一つのデータ・パケット中に符号化することと、マルチ
デスティネーション、マルチキャスト・ルーティング・プロトコルを使用して、前記デー
タ・パケットを前記オーバーレイ・ネットワークを介して送信することを含む。
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【特許請求の範囲】
【請求項１】
　オーバーレイ・ネットワークにおいてオーバーレイ通信動作を並列実行するための方法
であり、 
　並列メッセージング方式を有するオーバーレイ通信動作を特定することと、
　前記メッセージング方式による各メッセージの送信先アドレスを決定することと、
　送信先アドレスの各々をもつデータ・パケットをフォーマット化することと、
　マルチデスティネーション、マルチキャスト・ルーティング・プロトコルを使用して、
前記データ・パケットを前記オーバーレイ・ネットワークを介して送信することと
　を含む方法。
【請求項２】
　明示的マルチキャスト（Ｘｃａｓｔ）プロトコルに従って前記データ・パケットを送信
することをさらに含む、請求項１の方法。
【請求項３】
　ルーティング装置にて前記データ・パケットを受信することと、マルチデスティネーシ
ョン、マルチキャスト・ルーティング・プロトコルを使用して、前記データ・パケットを
転送することとをさらに含む、請求項１の方法。
【請求項４】
　前記データ・パケットを転送することは、
　前記データ・パケット中の前記送信先アドレスの各々の次のホップを特定することと、
　特定された次のホップのそれぞれに対して前記データ・パケットを複製することと、
　各データ・パケットが当該データ・パケットに関連付けられた次のホップを通じてルー
ティングされるべき送信先アドレスだけを含むように各データ・パケット中にリストされ
た前記送信先アドレスを修正することと、
　修正された各データ・パケットを該当する次のホップへ転送することと
　をさらに含む、請求項３の方法。　
【請求項５】
　前記オーバーレイ・ネットワーク内のノードにて出メッセージ・キューを定義すること
と、
　一つのオーバーレイ通信動作に関連付けられるメッセージを前記キューに追加すること
と、
　前記オーバーレイ・ネットワーク内の異なる送信先をもつが、重複する内容を含むメッ
セージを前記キュー内で特定することと、
　前記オーバーレイ・ネットワークを介して前記データ・パケットを送信する前に、前記
特定された各メッセージを単一のデータ・パケットに合成することと
　をさらに含む請求項１の方法。
【請求項６】
　前記特定された各メッセージを合成することが、前記異なる送信先のそれぞれに対する
送信先アドレスを前記データ・パケットのヘッダー内にフォーマット化することをさらに
含む、請求項５の方法。
【請求項７】
　オーバーレイ・ネットワークにおいてオーバーレイ通信動作を並列実行するための方法
であり、
　前記オーバーレイ・ネットワーク内のノードにて出メッセージ・キューを定義すること
と、
　メッセージをキューに追加することと、
　前記オーバーレイ・ネットワーク内の異なる送信先をもつが、重複する内容を含むメッ
セージを前記キュー内で特定することと、
　前記特定された各メッセージを単一のマルチキャスト・データ・パケットに合成するこ
とと
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　マルチデスティネーション、マルチキャスト・ルーティング・プロトコルを使用して、
前記マルチキャスト・データ・パケットをそのノードから送信することと
　を含む方法。
【請求項８】
　前記特定された各メッセージを合成することが、前記異なる送信先のそれぞれに対する
送信先アドレスを前記データ・パケットのヘッダー内に符号化することをさらに含む請求
項７の方法。
【請求項９】
　送信アドレスのリストがサイズ限度を超えていなければ前記特定された各メッセージを
合成することをさらに含む、請求項８の方法。
【請求項１０】
　前記データ・パケットのペイロードがサイズ限度を超えていなければ前記特定された各
メッセージを合成することをさらに含む、請求項７の方法。
【請求項１１】
　前記キュー内のメッセージを、当該メッセージに関連した最大キューイング遅延が距離
計量を超えているときには、ユニキャスト・ルーティング・プロトコルを使用して送信す
ることをさらに含む、請求項７の方法。
【請求項１２】
　重複する内容を含まないメッセージをユニキャスト・ルーティング・プロトコルを使用
して送信することをさらに含む、請求項７の方法。
【請求項１３】
　明示的マルチキャスト（Ｘｃａｓｔ）プロトコルに従って前記データ・パケットを送信
することをさらに含む、請求項７の方法。
【請求項１４】
　並列のメッセージを有する少なくとも一つのオーバーレイ通信動作を実行するように動
作可能なオーバーレイ・ネットワーク中のホスト・ノードであり、並列のメッセージのそ
れぞれの送信先アドレスを決定し、各送信先アドレスを単一のデータ・パケット中に符号
化し、マルチデスティネーション、マルチキャスト・ルーティング・プロトコルを使用し
て前記データ・パケットを送信するホスト・ノードと、
　マルチデスティネーション、マルチキャスト・ルーティング・プロトコルに従って前記
データ・パケットを各送信先アドレスへ転送するように動作可能な下層ネットワーク中に
存在する複数のルータとを
　含むオーバーレイ・ネットワーク向けのメッセージング方式。
【請求項１５】
　ルータの各々は前記データ・パケットを受信するようになされ、前記データ・パケット
中の前記送信先アドレスの各々に対する次のホップを特定し、特定された次のホップのそ
れぞれに対して前記データ・パケットを複製し、各データ・パケットが当該データ・パケ
ットに関連付けられた次のホップを通じてルーティングされるべき送信先アドレスだけを
含むように各データ・パケット中にリストされた前記送信先アドレスを修正し、修正され
た各データ・パケットを該当する次のホップへ転送するように動作可能である、請求項１
４のメッセージング方式。
【請求項１６】
　前記マルチデスティネーション、マルチキャスト・ルーティング・プロトコルは、明示
的マルチキャスト（Ｘｃａｓｔ）プロトコルとしてさらに定義される、請求項１４のメッ
セージング方式。
【請求項１７】
　複数のノードを有するオーバーレイ・ネットワーク向けのメッセージング方式であり、
　前記オーバーレイ・ネットワーク内のノード間のデータ・パスを定義する階層ツリー構
造を保守することと、
　マルチデスティネーション、マルチキャスト・ルーティング・プロトコルに従ってデー
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タ・パケットを転送するように前記オーバーレイ・ネットワーク内のノードを構成するこ
とと、
　前記マルチデスティネーション、マルチキャスト・ルーティング・プロトコルを使用し
た前記階層ツリー構造に従ってノード間でデータ・パケットを送信することと
　を含むメッセージング方式。
【請求項１８】
　前記マルチデスティネーション、マルチキャスト・ルーティング・プロトコルは、明示
的マルチキャスト（Ｘｃａｓｔ）プロトコルとしてさらに定義される、請求項１７のメッ
セージング方式。
 
【発明の詳細な説明】
【関連出願の相互参照】
【０００１】
　本願は、２００５年９月８日付出願の米国仮特許出願No. 60/715,388及び２００５年９
月１２日付出願の米国仮出願No. 60/716,383の利益を主張する。上記の出願における開示
は、参照することにより本文書に援用される。
【技術分野】
【０００２】
　本開示は、ピアツーピア・オーバーレイ・ネットワークに関係し、より詳しくは、オー
バーレイ・ネットワークにおけるオーバーレイ通信動作を並列実行するための方法に関係
する。
【背景技術】
【０００３】
　オーバーレイ・ネットワークは、他のネットワークの上に構築されるネットワークであ
る。オーバーレイ・ネットワーク内のノードは、下層のネットワーク内のパスに各々対応
する論理リンクによって接続されていると考えることができる。多くのピアツーピア・ネ
ットワークは、インターネットの上に張り巡らされているオーバーレイ・ネットワークと
して実現される。従来、オーバーレイ・ネットワークは、ノード間での通信にユニキャス
ト・メッセージングを頼りにしてきた。
【０００４】
　最近になって、ホスト・グループ・マルチキャストが、オーバーレイ・メッセージング
運用のために提案された。簡単に述べれば、ホスト・グループ・マルチキャスト・プロト
コルは、グループ・アドレスを生成し、各ルータはアクティブであるグループ・アドレス
ごとにステート(state)を記憶する。ルータに保持されるステートは、同時発生するマル
チキャスト・グループの数だけ増える。グループを作るための遅延が存在し、ネットワー
クがもち得るグループ・アドレスの数には制限がある。
【０００５】
　大きなオーバーレイ・ネットワークの場合には、各ノードがメッセージの送信先のその
他のノードの各セットに対するグループ・アドレスを保持することは非現実的である。オ
ーバーレイ・ネットワークの全部のまたは大部分のサブセットに対するマルチキャスト・
アドレスを各ノードが保持したとするならば、関わりをもつノード数は多大である故、過
度の量のトラヒックとルータ・オーバヘッドが生じることになろう。
【０００６】
　さらに、一つのセットにまとめられた複数のノードに対してあるピア・ノードが並列の
クエリー（queries）を発行するために、元来のホスト・グループ・マルチキャストを使
用したい場合、ピア・ノードは先ず各ルータにステートを作成し、受信ノードをマルチキ
ャストに取り込む必要がある。この設定は遅延を加算するし、マルチキャスト・パスがし
ばらくの間は再使用されることになる場合にのみ妥当である。しかし、ピアツーピア・ネ
ットワークではノードをまとめたセットはかなり動的であり、 ノード間の一連の要求は
予測できないので、このようなマルチキャスト・グループの再使用は制限的である。
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【０００７】
　ホスト・グループ・マルチキャストは、多くの受信者をまとめた非常に大きなセットの
、比較的少数のセットを対象にして設計されている。それゆえ、ホスト・グループ・マル
チキャストは、メッセージに関わりあうピアの数が少ない小グループが同時に多数存在す
るネットワーク・オーバーレイ通信動作の並列実行に使用するためにはよい選択ではない
。したがって、オーバーレイ・ネットワークにおけるオーバーレイ通信動作の並列処理の
手立てが必要とされている。
【０００８】
　この節で述べた事柄は、本開示に関連した背景情報を単に提供するものであり、先行技
術を構成するものではない。
【発明の開示】
【０００９】
　オーバーレイ・ネットワークにおいてオーバーレイ通信動作を並列実行するための方法
が提供される。当該方法は、並列メッセージング方式を有するオーバーレイ通信動作を特
定することと、前記メッセージング方式による各並列メッセージの送信先アドレスを決定
することと、　各送信先アドレスを一つのデータ・パケット中に符号化することと、マル
チデスティネーション、マルチキャスト・ルーティング・プロトコルを使用して、前記デ
ータ・パケットを前記オーバーレイ・ネットワークを介して送信することを含む。
【００１０】
　さらなる適用分野は、ここで提供した記述から明らかに理解できる。その記述と特定の
例は例示の目的で意図されたものであり、本発明の権利範囲を制限することを意図するも
のではないと理解されるべきものである。
【発明を実施するための最良の形態】
【００１１】
　図１は、 オーバーレイ・ネットワークを有するネットワーク構成例の図である。簡単
に述べれば、下層ネットワーク１０は、一般に、複数のネットワーク・ルーティング装置
１４（すなわち、ルータ）によって相互接続された複数のネットワーク装置１２から構成
される。これらの装置間の物理ネットワーク・リンクは、図内の実線で示される。オーバ
ーレイ・ネットワーク２０は、下層ネットワーク１０の上に構築される。オーバーレイ・
ネットワーク２０は、装置間に張られた論理リンクの連なりであり、図１で点線で示され
る。例示的なオーバーレイ・ネットワーク・アーキテクチャは、コンテント・アドレサブ
ル・ネットワーク（Content Addressable Network（ＣＡＮ））、Chord、Tapestry、Free
net、Gnutella、及びFast Trackを含む。本開示は、その他のタイプのオーバーレイ・ネ
ットワーク・アーキテクチャにも関係することは容易に理解される。
【００１２】
　図２は、オーバーレイ・ネットワークにおけるオーバーレイ通信動作を並列実行するた
めの方法を説明するフローチャートである。先ず、適切なオーバーレイ通信動作が２２で
特定される。典型的なオーバーレイ通信動作は、これらに限定されないが、オーバーレイ
に加入するノード、オーバーレイから退去するノード、ルーティング・テーブル更新、ル
ーティング・テーブルまたはルーティング・テーブルの抜粋をその他のノードへ転送する
ノード、ノード・ステート及び／またはオーバーレイ測定値をほかのノードとの間で交換
するノード、数個のその他のノードに要求を送信するノード、及び数個の加入者ノードに
イベントを発布するノードを含む。これらの動作の一部を以下にさらに説明する。本方法
が並列メッセージング方式（すなわち、一つの送信元ノードから複数の送信先ノードに送
信される少なくとも二つのユニキャスト・メッセージ）を有するその他のオーバーレイ通
信動作にも適用されることは容易に理解される。
【００１３】
　オーバーレイ・ネットワーク上で適用可能なメッセージを送信するために、次に、マル
チデスティネーション、マルチキャスト・ルーティングが使用される。一般に、送信元ノ
ードがメッセージの送信先のリストを決定し（２４）、単一のデータ・パケットのヘッダ
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ー内に各送信先アドレスを符号化する（２６）。オーバーレイ・ネットワークでは、この
ようなメッセージの送信先アドレスは、通常、送信元ノードに知られている。図３を参照
して、ここでノードＡがノードＢ、Ｃ、及びＤへメッセージを送信しようとしていると仮
定する。ノードＡは、データ・パケット・ヘッダーを次のように符号化する。[src = A| 
dest = B C D | payload]。次に、データ・パケットは送信元ノードから送信される（２
８）。
【００１４】
　送信パス上にあるマルチキャスト対応の各ルータは、順に、データ・パケットをその送
信先まで転送する。データ・パケットを受信すると、マルチキャスト対応ルータはデータ
・パケットを次のように処理する。データ・パケット中の各送信先アドレスに対して、ル
ータは、ルート・テーブル検索を行って次のホップを決定する。異なる次のホップごとに
対応してデータ・パケットは複製され、そこで各データ・パケットがそのデータ・パケッ
トに関連付けられた次のホップを通じてルーティングされるべき送信先アドレスだけを含
むように送信先のリストが修正される。最後に、修正された各データ・パケットは、当該
ルータによって該当する次のホップへ転送される。
【００１５】
　図３で、ルータＲ１は、[Ｂ Ｃ Ｄ]の送信先リストをもつ１個のデータ・パケットをル
ータＲ２へ送信する。ルータＲ２がこのデータ・パケットを受信すると、当該データ・パ
ケットの一つのコピーをルータＲ４へ、当該データ・パケットの一つのコピーをＲ５へ送
信する。ルータＲ４へ送信されたデータ・パケットは、修正されたＢの送信先リストをも
つ。他方、ルータＲ５へ送信されたデータ・パケットは、修正された、[Ｃ Ｄ]の送信先
リストをもつ。このデータ・パケットは、ルータＲ７へ到達する前にルータＲ５とＲ６に
よって転送される。ルータＲ７では、データ・パケットはＣとＤの送信先をそれぞれにも
つ２個のデータ・パケットに再び分離される。単一の送信先をもつデータ・パケットは、
これらのルートの残りの区間をユニキャストされ得ることは容易に理解される。
【００１６】
　明示的マルチキャスト（Ｘｃａｓｔ）プロトコルは、マルチデスティネーション、マル
チキャスト・ルーティング・プロトコルの一例である。Ｘｃａｓｔプロトコルに関する詳
細は、参照することにより本文書に援用される、インターネット・エンジニアリング・タ
スク・フォースによって公開されている明示的マルチキャストの基本仕様に見出すことが
できる。しかし、その他のマルチデスティネーション、マルチキャスト・ルーティング・
プロトコルも本開示の範囲内であることは容易に理解される。
【００１７】
　実施形態の一例では、マルチデスティネーション、マルチキャスト・ルーティング・プ
ロトコルは、送信元ノードのアプリケーション・レベルで実現される。つまり、オーバー
レイ通信動作を実行するアプリケーションが、並列メッセージング方式を有するこれらの
通信動作を特定し、適宜にメッセージを送信する。
【００１８】
　実施形態の別の例では、 各ピアＰｊが、送信待ちメッセージを保持するキューＱを備
えている。キュー中のメッセージは、ユニキャスト・メッセージであってもマルチキャス
ト・メッセージであってよい。マルチキャスト・メッセージは、ピアで実現されるオーバ
ーレイ通信動作によって直接追加されてもよいし、またはＱの内容の前処理中にいくつか
のメッセージを合成して作成されてもよい。
【００１９】
　ユニキャスト・メッセージをＱに追加した後、ピアはＱを調べて、いくつかのユニキャ
スト・メッセージの集合ｕをグループｇｋに属する一つのマルチキャスト・メッセージｍ

ｋに合成することができる。ここでｍｋは各ユニキャスト・メッセージの内容を含み、ｐ

ｊ ∈ ｇｋであり、|ｇｋ| = |ｕ| + 1、及びｇｋ ∈Ｆｉである、ここでｐｊは所与のピ
アであり、Ｆｉはサイズｉ = 2, 3, ..., nのオーバーレイ内の複数ピアからなる各セッ
トのすべての組み合わせの集合である。ピアは、キューから一つ以上のメッセージを消去
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したり、その他のユニキャスト／マルチキャスト・メッセージを合成したり、及び／また
はさらに追加されるメッセージを待つことができる。ピアは、各メッセージの最大キュー
イング遅延をしきい値ｄｑ以下に維持するように動作する。メッセージのマルチキャステ
ィングを抑制するその他の判断基準は次のものを含む。すなわち、パケットがそのペイロ
ードのサイズ限度に達したか、パケットがその送信先アドレスのリストのサイズ限度に達
したか、パケットを作成し、保存し、受信し、処理するために必要となる時間またはピア
のリソースに関係した処理限度にパケットが達したか、メッセージが送信前にキューに留
まることができる時間長に関係した時間遅延にパケットが達したか、またはマルチキャス
ト・メッセージに合成される各メッセージの内容が完全に重複するか、一部重複するか、
または全く重複しないかである（重複部分がより多いほど、マルチキャストを使用する効
率ゲインはより大きくなる）。
【００２０】
　ユニキャスト・メッセージをマルチキャスト・メッセージに合成すること、並びにユニ
キャスト・メッセージをマルチキャスト・メッセージから取り出すことに関する規則に各
ピアが合意していると仮定する。Ｑにおいてメッセージを合成する際に使用される決定基
準は、マルチキャストによるネットワーク効率上のゲインが、合成されたユニキャスト・
メッセージの内容重複の量に比例することを考慮するものと仮定する。
【００２１】
　マルチキャスト・ルーティングは、オーバーレイ設計者に効率性と並行性を提供する。
しかし、第一に、グループ数に関するマルチキャスト・アルゴリズムのスケーラビリティ
が、オーバーレイのスケーラビリティ要件を満たす必要がある。このオーバーレイで同時
に存在するマルチキャスト・グループ・ステートをサポートするためのネットワークの容
量をＣとすると、ＮＧ≦Ｃとなる。また、最大グループ・サイズをｖとすると、|ｇｍａ

ｘ|＜ｖとなる。第二に、グループ形成及びグループ構成メンバー変更のオーバーレイの
速度ｒは、マルチキャスト・メカニズムによって達成可能である。新しいマルチキャスト
・グループを作成するための時間は、ｔｃ＜ｄｑとなる。
【００２２】
　この手法は、下層ネットワークがマルチキャスト対応ルータを使用していることを前提
とする。多くの場合において、これは妥当な前提である。ほかの場合には、下層ネットワ
ーク中の一部のルータだけがマルチキャスト対応型である。この場合、マルチキャスト対
応ルータは、それら相互間でデータ・パケットを送信するために特別なトンネル接続を使
用する。
【００２３】
　またほかの場合には、下層ネットワークはマルチキャスト対応ルータを全然提供しない
。この場合、専用のコンピュータが下層ネットワーク中のほかのルータのそばに配備され
得る。これらのコンピュータは、前述のルーティング・プロトコルを実現することによっ
て論理マルチキャスト・バックボーンを形成するように構成される。マルチキャスト・パ
ケットを送信したい送信元ノードは、論理マルチキャスト・バックボーン内の最も近いコ
ンピュータへパケットを送信し、そのコンピュータが論理マルチキャスト・バックボーン
を介して送信先へ順次パケットを転送する。
【００２４】
　この手法が特定のオーバーレイ通信動作にどのように適用され得るかをさらに以下に説
明する。図４Ａは、オーバーレイ・ネットワークの一例の現在のステートを示す。しかし
、ピアツーピア環境は動的になりがちなので、図４Ｂに示すように、ある場合、ノード４
２がネットワークに加入することがあり、別のノード４４がネットワークから退去する。
こうするためには、加入ノードまたは退去ノードは、そのステートの変化をネットワーク
中のその他のノードに通知する必要がある。例えば、図４Ｃに示すように、加入ノードは
要求メッセージを複数のノードへユニキャストし得る。複数のユニキャスト・メッセージ
を送信するのではなく、図４Ｄに示すように、加入ノードは、マルチデスティネーション
、マルチキャスト・ルーティング・プロトコルを使用した単一のパケットを送信し得る。
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種々のオーバーレイ・ネットワークがノード間の通信のために種々のメッセージング方式
を採用することは理解される。とはいえ、このような種々のオーバーレイ通信動作は、以
下に述べる方式により並列実行に特に適合するようにされる。
【００２５】
　Kademliaは、その対称距離計量（ＸＯＲ関数）に基づいて、そのルーティング・テーブ
ルの保守、検索及び設定のために並列の要求を発行することができるマルチホップ・オー
バーレイである。ノード探索を行うとき、ピアはノードまでのＸＯＲ距離を算出し、該当
するｋのバケット内を探し、既知であるα個の最も近いノードを選び出し、これらのピア
に並列の要求を送信する。応答はより近いノードを返す。Kademliaは、発見したｋ個の最
も近いノードから応答を受信するまで、追加の並列の要求をα個の最も近いノードに繰り
返し送信する。αの標準値は３である。図５は、１１０ｋのバケット内のノードについて
のノード探索を示す。１６０ビットのアドレス空間の場合、最大１６０のバケットが存在
する。
【００２６】
　ノード探索は、ＤＨＴ保存、ＤＨＴ更新、及びＤＨＴ検索を含むほかのKademlia通信動
作によっても使用される。Kademliaのピアは、所与のバケット内でのノード探索を行うに
あたり、少なくともｋ／a回の繰り返しを行う。ｋ = ２０、α= ３であれば、３方向への
クエリーを７個のマルチキャスト・グループに対して行う。160のバケットでは、各ピア
はそのアドレス空間中の少なくとも160個のグループにクエリーを行う必要がある。マル
チキャストのクエリーがα方向であったと仮定すれば、Chuang-Sirbuスケーリング法は、
マルチデスティネーション、マルチキャスト・ルーティングを使用した場合に１８％の削
減があると算定する。また、クエリーがｋ方向、ｋ = ２０であったと仮定すれば、Chuan
g-Sirbuは、応答はユニキャストであっても、上記の方式によるマルチキャスティングKad
emlia要求から４２％の削減があると算定する。
【００２７】
　Meridianは、オーバーレイ内のその他のノードからの相対距離を使用して、最も近いノ
ードの発見と中心のリーダーの選択という形のオーバーレイ検索を解決するための測定オ
ーバーレイである。各ピアはその隣接するノードを同心リングのまとまりのセットに編成
し、各リングはｋ = Ｏ(log N)個の一次エントリーとＩ個の二次エントリーを含む。Ｎ =
 2500のシミュレーションでは、ｋ = 16、リング数ｉ＊= 9 である。Meridianは、オーバ
ーレイ内の構成メンバー変更を伝搬するために、ゴシップ・プロトコルを使用する。ゴシ
ップ期間中、メッセージは上記の各リング内でランダムに選択されたノードに送信される
。メッセージは、上記の各リング内でランダムに選択された１個のノードを含む。ユニキ
ャストのゴシップ・メッセージを、単一のｉ＊方向へのメッセージを使用して、ｉ＊個の
送信先へ前述の方式でマルチキャストすることができる。
【００２８】
　EpiChordでは、ピアは完全なルーティング・テーブルを保守し、ルーティング・テーブ
ル更新及び保存の回数の増加という犠牲を払って、マルチホップ・オーバーレイのＯ(log
 N)ホップ性能と同等にＤＨＴ動作での１ホップ性能を近づけようとする。EpiChordのピ
アのルーティング・テーブルは、当該ピアがオーバーレイに加入する時点で、後続及び先
行ピアのルーティング・テーブルのコピーを取得することにより初期化される。その後、
ルーティング・テーブル内に存在しないピアからの要求が着信するとピアは新しいエント
リーを追加し、無効とみなされるエントリーを削除する。探索がルーティング・テーブル
に新しいエントリーを追加する速度に比べて、変動速度が十分に高い場合、ピアはスライ
スと呼ばれるアドレス空間のセグメントにプローブ・メッセージを送信する。現在のピア
の位置からアドレス範囲が遠くへ行くにつれて、スライスは指数関数的に増加する規模で
編成される。これにより、当該ピアを中心にルーティング・テーブルのエントリーは集中
する形になり、ルーティングのコンバージェンスがよくなる。
【００２９】
　探索の成功を向上させるために、EpiChordは、当該ノードに最も近いピアへ向けたｐ方
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向への要求を使用する。変動速度が高い期間中は、ピアはそのルーティング・テーブルの
各スライスにおいて少なくとも２個のアクティブ・エントリーを保守する。スライスにお
けるエントリー数が２を下回ると、ピアは並列の探索メッセージをスライスに属する各Ｉ
Ｄに発行する。これらの並列の探索メッセージは、前述の方式によるマルチデスティネー
ション、マルチキャスト・ルーティングを用いて送信され得る。これらの探索に対する応
答は、ルーティング・テーブル中の当該スライスへエントリーを追加するために使用され
る。
【００３０】
　Accordionは、保守用のトラヒックが各ピアで使用可能な帯域幅に基づいて割り当てら
れることを除き、EpiChordと同様である。Accordionは、オーバーレイ上のその近隣にお
ける最新のルーティング・テーブル・エントリーを保守し、タイムアウトの可能性を減少
させるように、反復的な並列探索を使用する。探索の要求元のピアは、そのルーティング
・テーブル内のキーと共に空白(gap)に基づいて送信先を選択する。転送された探索に対
する応答は、これらのルーティング・テーブル内の空白に入るエントリーを含む。ピアの
帯域幅割り当てを超過する帯域幅が、ピアのルーティング・テーブル内の最大の規模の空
白を埋めるルーティング・テーブル・エントリーを得るための並列の探査的探索のために
使用される。並列性の程度は、探索トラヒックと帯域幅割り当てに基づいて、例えば、６
方向などの最大設定内で動的に調整される。Accordionのｐ方向へ転送する探査的探索を
マルチデスティネーション探索に置き換えた場合、エッジ・トラヒックを(ｐ-1)/2ｐ削減
する。例えば、ｐ= 5 とすれば、エッジで４０％の削減となる。固定的な帯域幅割り当て
の場合、これはピアが探査速度を2.5倍増加でき、その結果ルーティング・テーブルの正
確度を十分に高められることを意味する。あるいは、より低い帯域幅割り当てにおいては
、ピアは同一レベルのルーティング・テーブルの正確度（探索当りのホップ数）で動作で
きる。
【００３１】
　Ｄ１ＨＴは、オーバーレイ保守アルゴリズムＥＤＲＡ（イベント検出及び報告アルゴリ
ズム）を定義する１ホップのオーバーレイであり、ここでのイベントは加入／退去動作で
ある。ＥＤＲＡは、システム中のすべてのイベントを対数時間内に伝搬する。各加入／退
去イベントは、図６に示すように、相対的位置log2(0) ～log2(n)にあるlog2(x)の後続ピ
アへ転送される。従来の表現に従うと、Θはピアがリング内の後続ピアへイベントを伝搬
する間隔であり、ｐ = [log2 n] はその間隔内にピアが送信する最大メッセージ数である
。伝搬されたイベントは、最後のイベント・メッセージ後に直接受信されたものおよび先
行ピアから受信されたものである。各メッセージは有効期間（ＴＴＬ）をもち、肯定応答
される。報告すべきイベントがない場合には、ＴＴＬ = ０のメッセージのみが送信され
る。
【００３２】
　各間隔Θ中にピアは、その現在のイベントを有する最大ｐ = [log2 n] 個のメッセージ
を送信する。各メッセージは、同一のイベントのセットを有するが、[０～ｐ]の範囲で異
なるＴＴＬをもつ。われわれは、ｐ個のユニキャスト・メッセージを、イベントのセット
と [ピア、ＴＴＬ] ペアのリストを含むｐ方向へのマルチデスティネーション・パケット
に置き換える。メッセージを受信する各ピアは、リストから自分のＴＴＬを抜き出す。ｎ
 = 10Λ6の規模で、Chuang-Sirbuスケーリング法の算定は41.6％のメッセージ削減（ｐ =
 20）を示す。ｎ = 10Λ3の規模では、Chuang-Sirbuの算定は34％の削減（ｐ = 10）を示
す。
【００３３】
　ランダム・ウォークは、べき乗則グラフとして表わされる非構造化トポロジーにおいて
最も効率的な探索技法であることがわかった。ランダム・ウォークでは、着信したクエリ
ーはその場で照合することはできず、受信した要求を発した相手以外のランダムに選択し
た近隣の相手に当該要求を転送する。ランダム・ウォークを使用するシステムは、Ｇｉａ
及びＬＭＳを含む。エッジ・トラヒック並びに内部トラヒックを減少させるために、マル
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チデスティネーション、マルチキャスト・ルーティングを並列のランダム・ウォークにお
ける開始ノードで使用することができる。また後続のホップでもこれを使用することがで
きる。
【００３４】
　いくつかのピアツーピア・オーバーレイは、オーバーレイ・ネットワーク内のノードが
マルチキャスト・ツリー中の子ノードへデータ・パケットを転送するという形式のアプリ
ケーション層マルチキャスティングをサポートする。マルチキャスト・ツリーは、オーバ
ーレイ・ネットワーク内のノード間のデータ・パスを定義する。マルチキャスト・ツリー
は、ノードの入次数と出次数の制約を考慮することによって形成される。ノードは、親ノ
ードと子ノードを接続するために、通常、ユニキャスト・リンクを使用するので、各リン
クはノードのネットワーク・インタフェース上の帯域幅を使用する。各ノードで許容され
た限られた分岐数に適応させると、ツリー中のパス長は一般に増加し、エンド・ツー・エ
ンド・レイテンシーがより大きくなる。こうした形式のマルチキャスト・ツリーを構成し
、保守するための様々なプロトコルが当技術分野で知られている。
【００３５】
　マルチキャスト・ツリー中のノード間でデータ・パケットを送信するためにマルチデス
ティネーション、マルチキャスト・ルーティング・プロトコルを使用する新しいメッセー
ジング方式が提案される。これを実現するために、オーバーレイ・ネットワーク中のノー
ドは、マルチデスティネーション、マルチキャスト・ルーティング・プロトコルに従って
データ・パケットを転送するように構成される。そうすることで、マルチデスティネーシ
ョン、マルチキャスト・ルーティング・プロトコルを使用したマルチキャスト・ツリーに
従ってノード間でデータ・パケットを送信することができる。図７Ａと７Ｂは、従来の方
式と新たに提案されたメッセージング方式との比較を示す。図７Ａでは、従来のユニキャ
スト・アプローチを使用してデータ・パケットが送信される。一方、図７Ｂでは、マルチ
デスティネーション、マルチキャスト・ルーティング・プロトコルを使用してデータ・パ
ケットが送信される。したがって、あるノードで多数の出リンクに振り分けられた内容を
、マルチデスティネーションの宛先をもつ一連のパケットで運ぶことができる。一般に、
従来のアプローチと比較して、マルチデスティネーション・ルーティング・ノードの出次
数はずっと多くすることができるため、それだけレイテンシーを低下させたマルチキャス
ト・ツリーとなる。
【００３６】
　さらに、マルチデスティネーション、マルチキャスト・ルーティングのこの統合は、マ
ルチデスティネーション・ルーティングの規模制限を克服できることを意味する。マルチ
デスティネーション・パケットが最大５０の送信先に制限され、各ノードが仮にＣとする
接続数に制約されるとしよう。それでも、各ノードが最大でＣ*50の出側ノードへ接続す
る、何百万のノードのオーバーレイ・ツリーをわれわれは形成することができる。単一の
入パケットを受信する各ノードは、それに隣接する各ノードに対応するアドレスをまとめ
たセットを使用してパケットを転送する。当該ツリーのルートは、Ｃ*50の子ノードへ接
続可能である。これらのノードの各々は、続いて、別々のマルチデスティネーション・パ
ケットを使用してＣ*50までの子に接続可能である。ツリーの第三のレベルで起こり得る
展開は(Ｃ*50)Λ3である。Ｃ = 2とすると、高さ３のツリーでは10Λ6のノードがアドレ
ス指定可能である。
【００３７】
　さらに別の例では、分散ハッシュ・テーブル（ＤＨＴ）が位置ベースの検索をサポート
する。例えば、アプリケーションが、緯度－経度位置などの特定の位置に関連したサービ
スまたは情報を検索することができる。多くの場合、グリッドが、複数の位置を一つの識
別子に相互に関連付けるために使用される。特定の位置について、当該位置に最も近いグ
リッド点を見つけるためにグリッドが参照される。次に、グリッド点に対応する位置デー
タ（例えば、郵送先住所、郵便番号、緯度－経度位置など）が、ＤＨＴへアクセスするた
めのキーとして使用される。ある場合には、グリッド上の複数の点が並列にクエリーの対
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象になる。例えば、単一のグリッド点よりも大きな区域内のサービスを検索したい場合に
は、その所定の区域内の隣接したグリッド点に対してクエリーを行う。各グリッド点にユ
ニキャスト・メッセージを送信するよりむしろ、 隣接するグリッド点をまとめたセット
に対してクエリーを行うために、マルチデスティネーション、マルチキャスト・ルーティ
ング・プロトコルを使用することが提案される。
【００３８】
　この技法は、サービス発見メカニズムを探すために特に適合させ得る。タイプを問わず
サービス発見メカニズムは、発見、通知及び革新のための特定のプロトコルをサポートし
得る。また、特定のサービス記述フォーマット及びセマンティックをサポートし得る。サ
ービス発見メカニズムは、ネットワーク管理ドメイン内で管理することができ、そのプロ
トコル及びフォーマットを定義するタイプを有する。タイプの例は、ＳＬＰ、ＵＤＤＩ及
びＬＤＡＰを含む。ピアツーピア環境内で興味のあるサービス発見メカニズムを探すため
にＤＨＴを使用できると想定される。この技法のさらに詳細については、参照することに
より本文書に援用される、２００５年９月８日付出願の米国仮特許出願No. 60/715,388に
見出すことができる。
【００３９】
　識別子をまとめた非空セットを連結して、ＤＨＴへの入力として使用することができる
。サービス発見メカニズムへのこのようなキー及び参照がＤＨＴに書き込まれる。ＤＨＴ
への参照は、サービス発見メカニズムの記述及びそのアクセス方法、ＵＲＩ、またはサー
ビス発見メカニムズと通信するためのソフトウェアインタフェースがあり得る。任意のサ
ービス発見メカニズムに対して複数のキーをＤＨＴに書き込んでも良く、それによりその
メカニズムを検索するための異なる方法をサポートできる。実務上行われているように、
識別子をセグメントに分割してもよく、各セグメントを個別にＤＨＴに書き込んでもよい
。これは、ある種のＤＨＴベースのシステムにおいてワイルド・カードと全文読出し検索
をサポートする。
【００４０】
　サービス発見メカニズムはまた、例えば、ドメインの位置またはドメインによって管理
されるサービスの位置などのその他の属性をもつことができる。これらの場合には、適切
なサービス発見メカニズムを探すために、位置ベースのＤＨＴの検索を使用することがで
きる。対象の位置の近くの複数のグリッド点に対して、前述のようにマルチデスティネー
ション、マルチキャスト・ルーティング・プロトコルを使用したクエリーを行うことがで
きる。このようにして、ピアは、位置に基づいて、サービス発見メカニズムを見つけるこ
とができる。
【００４１】
　再度ことわっておくが、オーバーレイ通信動作のいくつかの例のみを上に説明した。前
述のマルチデスティネーション、マルチキャスト・ルーティング・プロトコルは、並列メ
ッセージング方式を有するその他のオーバーレイ通信動作にも適用可能であることは容易
に理解される。以下の説明は、本質的に単なる例示にすぎず、本開示、出願、または使用
を限定するものではない。
【００４２】
　ここに示した図面は、例示の目的でのみ示すものであり、本開示の範囲を決して限定す
るものではない。
【図面の簡単な説明】
【００４３】
【図１】オーバーレイ・ネットワークを有するネットワーク構成例の図である。
【図２】オーバーレイ・ネットワークにおけるオーバーレイ通信動作を並列実行するため
の方法の一例を説明するフローチャートである。
【図３】オーバーレイ・ネットワークの一部の図である。
【図４】マルチデスティネーション、マルチキャスト・ルーティング・プロトコルの一部
分を記述するためにどのように使用されるかを説明する図である。
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【図５】Kademliaオーバーレイ・ネットワークにおけるノード探索を説明する図である。
【図６】イベント検出及び報告アルゴリズムを説明する図である。
【図７】マルチキャスト・ツリーを辿る従来の方式とマルチデスティネーション、マルチ
キャスト・ルーティング・プロトコルに依存する提案されたメッセージング方式をそれぞ
れ説明する図である。

【図１】 【図２】
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【図３】 【図４】

【図５】 【図６】
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