
JP 4721502 B2 2011.7.13

10

20

(57)【特許請求の範囲】
【請求項１】
　システムの処理速度を向上させるために、ある特定のソフトウェアアプリケーションを
マルチプロセッサによって並列処理させるデータ通信システムであって、
　　ネットワーク(100)内において相互接続された複数のノード
を備え、
　前記複数のノードが、ソースノード(203)と、宛先ノード(209)と、少なくとも１つの中
間ノード(206)とを含み、
　前記ソースノード(203)は、前記マルチプロセッサのうちの１つのプロセッサに接続さ
れたＣＰＵエージェントを含み、前記中間ノード(206)は、少なくとも１つのクロスバと
、その他のプロセッサに接続されたＣＰＵエージェントのうちの少なくとも１つとを含み
、前記宛先ノード(209)は、複数のメモリコントローラのうちの少なくとも１つを含み、
該複数のメモリコントローラの各々は、複数のメモリユニットのうちの対応する１つのメ
モリユニットと、前記ＣＰＵエージェントのうちの対応する１つのＣＰＵエージェントと
に接続されており、
　前記ＣＰＵエージェント及び前記メモリコントローラの各々が、
　　前記ソースノード(203)から前記少なくとも１つの中間ノード(206)を介して前記宛先
ノード(209)までのデータ経路を識別するための、前記ソースノード(203)内のソースロジ
ック(SL)であって、前記ソースノード(203)から前記宛先ノード(209)へと伝達されること
となるデータパケット(136)に付与される少なくとも１つの宛先ポート値(149)とカレント
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ホップカウント(146)とのシーケンスによって前記データ経路が指定されていることから
なる、ソースロジックと、
　　前記データパケット(136)の最終的な宛先を検出するための宛先ロジック(DL)
とを含み、及び、
　前記ＣＰＵエージェントの各々が、
　　前記データ経路に沿って前記データパケット(136)をルーティングするための、前記
少なくとも１つの中間ノード(206)内のルーティングロジック(RL)
を含み、
　前記データパケット(136)内に前記少なくとも１つの中間ノード(206)の少なくとも１つ
のソースポート値を記録するための戻りルーティングロジック(RRL)を、前記少なくとも
１つの中間ノード(206)が含み、
　前記クロスバが、前記ルーティングロジック(RL)と前記戻りルーティングロジック(RRL
)とを含み、及び、
　前記データパケット(136)内の前記少なくとも１つの宛先ポート値(149)を前記少なくと
も１つの中間ノード(206)のソースポート値に置換するロジックを、前記戻りルーティン
グロジック(RRL)が更に含むことからなる、データ通信システム。
【請求項２】
　前記データパケット(136)に合計ホップ値(143)が付与されることからなる、請求項１に
記載のデータ通信システム。
【請求項３】
　前記ソースノード(203)内に配置されたルーティングテーブル(RT0～6，RTa～RTh)を更
に備え、該ルーティングテーブルが、前記ソースノード(203)から前記宛先ノード(209)ま
での少なくとも１つのデータ経路を含むことからなる、請求項１に記載のデータ通信シス
テム。
【請求項４】
　前記カレントホップカウント(146)をデクリメントするロジックを前記ルーティングロ
ジック(RL)が更に含む、請求項１に記載のデータ通信システム。
【請求項５】
　システムの処理速度を向上させるために、ある特定のソフトウェアアプリケーションを
マルチプロセッサによって並列処理させるデータ通信方法であって、
　　ネットワーク(100)内においてソースノード(203)から少なくとも１つの中間ノード(2
06)を介して宛先ノード(209)へと伝達されるデータパケット(136)を生成し、
　　前記ソースノード(203)から前記少なくとも１つの中間ノード(206)を介して前記宛先
ノード(209)までのデータ経路をソースロジック(SL)によって識別し、該データ経路が、
前記ソースノード(203)から前記宛先ノード(209)へと伝達されることとなる前記データパ
ケット(136)に付与される少なくとも１つの宛先ポート値(149)とカレントホップカウント
(146)とのシーケンスによって指定されており、
　　前記少なくとも１つの中間ノード(206)内において前記データ経路に沿って前記デー
タパケット(136)をルーティングロジック(RL)によってルーティングし、
　　前記少なくとも１つの中間ノード(206)内において、該少なくとも１つの中間ノード(
206)の少なくとも１つのソースポート値を前記データパケット(136)内に戻りルーティン
グロジック(RRL)によって記録し、及び、
　　前記宛先ノード(209)内において前記データパケット(136)の到着を宛先ロジック(DL)
によって検出する
ことを含み、
　前記ソースノード(203)は、前記マルチプロセッサのうちの１つのプロセッサに接続さ
れたＣＰＵエージェントを含み、前記中間ノード(206)は、少なくとも１つのクロスバと
、その他のプロセッサに接続されたＣＰＵエージェントのうちの少なくとも１つとを含み
、前記宛先ノード(209)は、複数のメモリコントローラのうちの少なくとも１つを含み、
該複数のメモリコントローラの各々は、複数のメモリユニットのうちの対応する１つのメ



(3) JP 4721502 B2 2011.7.13

10

20

30

40

50

モリユニットと、前記ＣＰＵエージェントのうちの対応する１つのＣＰＵエージェントと
に接続されており、
　前記クロスバが、前記ルーティングロジック(RL)と前記戻りルーティングロジック(RRL
)とを含み、及び、
　前記少なくとも１つの中間ノード(206)内において、該少なくとも１つの中間ノード(20
6)の少なくとも１つのソースポート値を前記データパケット(136)内に前記戻りルーティ
ングロジック(RRL)によって記録することが、前記データパケット(136)内の前記少なくと
も１つの宛先ポート値(149)を、前記少なくとも１つの中間ノード(206)の前記少なくとも
１つのソースポート値に置換することを更に含むことからなる、データ通信方法。
【請求項６】
　前記データパケット(136)に合計ホップ値(143)を付与することを更に含むことからなる
、請求項５に記載のデータ通信方法。
【請求項７】
　前記ソースノード(203)から前記少なくとも１つの中間ノード(206)を介して前記宛先ノ
ード(209)までのデータ経路を前記ソースロジック(SL)によって識別することが、前記ソ
ースノード(203)内に配置されたルーティングテーブル(RT0～6，RTa～RTh)を検査するこ
とを更に含み、該ルーティングテーブルが、前記ソースノード(203)から前記宛先ノード(
209)までの少なくとも１つのデータ経路を含むことからなる、請求項５に記載のデータ通
信方法。
【請求項８】
　前記少なくとも１つの中間ノード(206)内において前記データ経路に沿って前記データ
パケット(136)を前記ルーティングロジック(RL)によってルーティングすることが、前記
カレントホップカウント(146)をデクリメントすることを更に含むことからなる、請求項
５に記載のデータ通信方法。
【発明の詳細な説明】
【０００１】
【発明の属する技術分野】
本発明は、一般にデータ通信分野に関し、特にネットワークにおけるパケットの前方及び
戻りルーティングのためのデータ経路を規定するシステム及び方法に関する。
【０００２】
【従来の技術】
集積化マイクロプロセッサ回路の出現以来、コンピューティングテクノロジーはますます
複雑になってきている。最近まで、プロセッサ回路は、単一のプロセッサを含み、データ
バス及び制御バスに電気的に結合された付随するメモリを有していた。かかるマシン上で
実行されるソフトウェアアプリケーションは、今日の複雑なアプリケーションと比べて比
較的単純であった。特に、かかるプロセッサ回路が動作するクロック速度は比較的低速で
あり、このため、かかるプロセッサ回路上で実行することが可能な種々のアプリケーショ
ンのサイズは制限されていた。
【０００３】
【発明が解決しようとする課題】
しかし、集積回路テクノロジーが改良された結果としてプロセッサ速度が向上することと
なった。これと同時に、より高速なプロセッサを使用して実行されるソフトウェアアプリ
ケーションのサイズ及び複雑さもまた増大した。しかし、コンピュータチップメーカは、
集積回路の速度を更に高速化する新たな挑戦に直面してきた。特に、集積回路内の導体の
浮遊容量その他の電気的特性に関する問題が、高速プロセッサ回路内での高周波数信号の
ルーティングを困難にしている。
【０００４】
上記問題にも関わらず、コンピュータシステムの速度を向上させる１つの方法として、並
列処理の採用が挙げられる。即ち、複数のプロセッサ回路が同時に動作して特定のソフト
ウェアアプリケーションの様々な側面を処理することを可能にするものである。かかるシ
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ステムは、１つ又は２つ以上の共有メモリを用いて、様々なアプリケーションに共通のデ
ータについて動作することが可能である。かかる共有メモリを可能にするために、コンピ
ュータシステムは、様々なネットワーク要素を用いて、１つ又は２つ以上のメモリ要素間
のデータを複数のプロセッサ回路等に振分ける。しかし、１つ又は２つ以上のネットワー
ク要素が故障した場合に問題が生じる。一般に、かかる故障が生じると、コンピュータシ
ステムは、他の並列処理要素が依然として動作可能な場合であっても動作を停止する。
【０００５】
【課題を解決するための手段】
上述に鑑み，本発明は、マルチプロセッサ相互接続ネットワークで通信を行うためのデー
タ通信システム及び方法を提供する。一実施形態では、本システムは、マルチプロセッサ
相互接続ネットワークにおいて相互接続された複数のノードに配置された複数の論理回路
を含む。ここで、該ノードには、少なくとも１つのソースノードと、少なくとも１つの宛
先ノードと、少なくとも１つの中間ノードとが含まれる。また前記論理回路は、ソースノ
ード内に配置されたソースロジックを含み、該ソースロジックは、１つ又は２つ以上の中
間ノードを介した個々のソースノードと宛先ノードとの間のデータ経路を識別する。該デ
ータ経路は、個々のソースノードと宛先ノードとの間で送信されるデータパケットに添付
される少なくとも１つの宛先ポート値とカレント（即ち現在の）ホップカウントとによっ
て指定される。論理回路はまた、該データ経路に沿ってデータパケットをルーティングす
る中間ノード内のルーティングロジックと、データパケットの最終的な宛先を検出する宛
先ノード内の宛先ロジックとを含む。また、本発明の様々な実施形態は、データパケット
中に戻り経路を記録する戻りルーティングロジックを中間ノード内に含む。
【０００６】
別の実施形態では、本発明は、データ通信方法として見ることができる。一般に、該方法
は、ネットワークにおいてソースノードから少なくとも１つの中間ノードを介して宛先ノ
ードへと送信するデータパケットを生成し、ソースノードから少なくとも１つの中間ノー
ドを介した宛先ノードまでのデータ経路であって、前記ソースノードから前記宛先ノード
へと送信されるデータパケットに添付される少なくとも１つの宛先ポート値とカレントホ
ップカウントとのシーケンスによって指定されるデータ経路を識別し、前記少なくとも１
つの中間ノードで前記データ経路に沿って前記データパケットをルーティングし、前記宛
先ノードで前記データパケットの到着を検出する、という各ステップを含むものである。
【０００７】
本発明の様々な実施形態は、ソースノードが、データ経路を制御し、ひいては個々のソー
スノードから個々の宛先ノードへのデータパケットの送信にマイクロプロセッサ相互接続
ネットワークの何れの要素が採用されるかを制御し、これにより、ネットワーク要素に障
害が発生した場合であってもソースノードがデータパケットを宛先へ確実にルーティング
することが可能となる、という点で様々な利点を提供するものとなる。
【０００８】
データパケットのヘッダに戻りデータ経路を記録することにより、宛先ノードは、例えば
該データパケットがとったのと同じデータ経路で、応答パケットをソースノードへとルー
ティングすることができる。これにより、ソースノードは、ネットワーク要素に障害が発
生した場合であっても、宛先ノードのルーティングテーブルの状態にかかわらず、データ
パケット及びそれに対応する応答パケットを確実にルーティングすることが可能となる。
その結果として、宛先ノードのルーティングテーブルがまだ初期化されていないという事
実が、応答パケットのルーティングに影響を与える、ということがなくなる。
【０００９】
更に、本発明の様々な実施形態は、低レイテンシのネットワークを介してデータパケット
を操作する方法を提供する。各中間ノード毎の宛先ポート値がルーティング対象となるデ
ータパケットのヘッダに配置されているため、中間ノードでのルーティングテーブルのル
ックアップは必要ない。
【００１０】
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更に、本発明の様々な実施形態は、個々のノードに含まれる機能に応じて中間ノード又は
宛先ノードにデータパケットを送信する能力を提供する。
【００１１】
本発明のその他の特徴及び利点については、当業者であれば以下に示す詳細な説明及び図
面を考察することにより明らかとなろう。かかる更なる特徴及び利点の全てを本発明の範
囲内に包含させることが意図されている。
【００１２】
本発明は、図面を参照することにより一層良好に理解することができる。同図中の構成要
素は必ずしも正しいスケールで描かれたものではなく、本発明の原理を明確に説明するた
めに強調が施されたものである。更に、同図中では、同様の符号は、幾つかの図面全体を
通して対応する構成要素を示している。
【００１３】
【発明の実施の形態】
ここで図１を参照する。同図には、本発明の一実施形態によるマルチプロセッサ相互接続
ネットワーク100（以下「ネットワーク100」と称す）が示されている。該ネットワーク10
0は、並列に動作する多数のプロセッサ103を含んでいる。該プロセッサ103は、例えば、
命令を翻訳して実行する中央処理装置又はマイクロプロセッサ等から構成することが可能
なものである。プロセッサ103は、図示のように多数の中央処理装置（CPU）エージェント
A0～A7に電気的に接続されている。各CPUエージェントA0～A7には最大で４つのプロセッ
サ103がリンクされているが、個々のCPUエージェントA0～A7に５つ以上のプロセッサをリ
ンクさせることも可能である。各CPUエージェントA0～A7は、それぞれ２つのメモリコン
トローラMC0～MC7にリンクされている。例えば、CPUエージェントA0,A1は共にメモリコン
トローラMC0,MC1にリンクされている。同様に、図示のように、CPUエージェントA2,A3は
共にメモリコントローラMC2,MC3にリンクされ、CPUエージェントA4,A5はメモリコントロ
ーラMC4,MC5にリンクされ、CPUエージェントA6,A7はメモリコントローラMC6,MC7にリンク
されている。また、ネットワーク100は、各メモリコントローラMC0～MC7にリンクされた
複数のメモリM0～M7を含んでいる。
【００１４】
ネットワーク100はまた、第１のクロスバX0及び第２のクロスバX1も含んでいる。図示の
ように、CPUエージェントA0～A7並びに第１及び第２のクロスバX0,X1は共に、複数のデー
タポート106を含んでいる。データポート106は、各CPUエージェントA0～A7及びクロスバX

0,X1において番号が付されている。CPUエージェントA0～A7及びクロスバX0,X1は、様々な
パラレルバス等を用いて様々なデータポート106を介して互いにリンクされている。更に
、各CPUエージェントA0～A7は、同様に各データポートを介して各メモリコントローラMC0
～MC7にリンクされている。プロセッサ103と、CPUエージェントA0～A7と、メモリコント
ローラMC0～MC7と、メモリM0～M7との間の相互接続によって、各プロセッサ103は、特定
のソフトウェアアプリケーションの実行中にメモリM0～M7のうちの任意の１つからデータ
を取得することが可能となる。メモリM0～M7に格納されプロセッサ103によりアクセスさ
れるデータは、複数のキャッシュラインへと編成される。各キャッシュラインは、例えば
、16～128バイトのデータから構成することができ、当業界で周知のように、各メモリM0
～M7には多数のキャッシュラインが存在する。該キャッシュラインは、ネットワーク100
の特定の設計等に応じて、上記範囲よりも多い（又は少ない）バイトのデータから構成す
ることも可能であることが理解されよう。
【００１５】
CPUエージェントA0～A7の各々は、ソースロジックSL、ルーティングロジックRL、宛先ロ
ジックDL、戻りルーティングロジックRRL、戻り経路再構成ロジックRRR（以下「再構成ロ
ジックRRR」と称す）、及び個々のルーティングテーブルRT0～7を有している。これらの
要素は、ネットワーク100内でのデータパケットの転送を容易にするために用いられる。
また、メモリコントローラMC0～MC7は、ソースロジックSL、宛先ロジックDL、再構成ロジ
ックRRR、及び個々のルーティングテーブルRTa～hを有している。最後に、クロスバX0,X1
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は、ルーティングロジックRL及び戻りルーティングロジックRRLを有している。ソースロ
ジックSL、宛先ロジックDL、ルーティングロジックRL、戻りルーティングロジックRRL、
再構成ロジックRRR、及びルーティングテーブルRT0～7／RTa～hの機能については、以降
で詳述することとする。
【００１６】
ネットワーク100の動作を説明するために、キャッシュライン要求の一例について説明す
る。以下の説明では、プロセッサ103のうちの１つがメモリM0～M7のうちの１つに格納さ
れている特定のキャッシュラインを取得する必要があるものとする。第１に、プロセッサ
103のうちの１つが、メモリM0～M7のうちの１つに格納されている特定のキャッシュライ
ンの要求を、各プロセッサ103とインタフェースする対応するCPUエージェントA0～A7へ送
信する。次いで各CPUエージェントA0～A7は、ソースロジックSLを使用して、データパケ
ットという形でキャッシュライン要求を生成する。該データパケットは、所望のキャッシ
ュラインを格納している特定のメモリM0～M7とインタフェースするメモリコントローラMC
0～MC7の各１つに送信されることになる。各CPUエージェントA0～A7は、ネットワーク100
を介した各メモリコントローラMC0～MC7への適当なデータ経路を決定するために参照する
ルーティングテーブルRT0～7を有している。かかる特定のデータ経路は、ソースロジック
SLに従ってデータパケットのヘッダに含まれるルーティングテーブルRT0～7中の複数のパ
ラメータによって指定される。
【００１７】
次いで該データパケットは、クロスバX0又はX1の一方とCPUエージェントA1～A7のうちの
別の１つとを介して各メモリコントローラMC0～MC7へと送信される。このため、クロスバ
X0,X1は、該クロスバX0,X1の各々に存在するルーティングロジックRLに従って、第１のCP
UエージェントA0～A7から第２のCPUエージェントA0～A7へと特定のデータパケットをルー
ティングする機能を実行する。送信用のデータパケットの生成に加えて、CPUエージェン
トA0～A7はクロスバとしても作用し、該CPUエージェントA0～A7の各々は、クロスバX0,X1
間及びメモリコントローラMC0～MC7に対するデータパケットのルーティングを行うルーテ
ィングロジックRLを有している。このため、CPUエージェントA0～A7は、それら各々のプ
ロセッサ103に対するサービスを行い、必要に応じてクロスバとして作用する、という二
重の能力で作用するものとなる。
【００１８】
クロスバX0,X1及びCPUエージェントA0～A7はまた、データパケットがデータ経路に沿って
各宛先へと進行する際に該データパケット中に戻り経路を記録する働きをする戻りルーテ
ィングロジックRRLも有している点に留意されたい。
【００１９】
各メモリコントローラMC0～MC7は、各CPUエージェントA0～A7からキャッシュラインの要
求を受信すると、宛先ロジックDLを使用して、該要求が実際にデータパケットの最終的な
宛先であることを決定する。次いで、各メモリコントローラMC0～MC7は、応答パケットを
生成することにより応答を行う。該応答パケットは、戻り経路に沿って送信側のCPUエー
ジェントA0～A7に返信され、これにより、特定のキャッシュラインの要求を含むデータパ
ケットがその最終的な宛先に到達したことが送信側のCPUエージェントA0～A7に通知され
る。
【００２０】
しかし、他の情報を中継するデータパケットをCPUエージェントA0～A7と同様にメモリコ
ントローラMC0～MC7において発生させることが可能である点に留意されたい。特に、メモ
リコントローラMC0～MC7は、ネットワーク100を介して送信されるデータパケットの特定
のデータ経路を決定するために参照するルーティングテーブルRTa～hを有している。この
ため、ネットワーク100は、任意の２つのCPUエージェントA0～A7間、任意の２つのメモリ
コントローラMC0～MC7間、及びCPUエージェントA0～A7とメモリコントローラMC0～MC7と
の間等の通信を容易にする。また、後に明らかとなるように、クロスバX0,X1がソースロ
ジックSL、宛先ロジックDL、及び再構成ロジックRRRを有する場合には、クロスバX0,X1と
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CPUエージェントA0～A7又はメモリコントローラMC0～MC7のうちの何れか１つとの間に通
信を確立することが可能である。
【００２１】
次に図２を参照する。同図には、ルーティングテーブルRT0～7／RTa～hの全ての一例とし
て、CPUエージェントA0内に存在するルーティングテーブルRT0が示されている。該ルーテ
ィングテーブルRT0は、宛先カラム123、クロスバカラム126、複数の宛先ポートカラム129
、及び合計ホップ値カラム133を有している。ルーティングテーブルRT0中の各データ経路
エントリ毎に、宛先カラム123は、データパケットがCPUエージェントA0から送信されるこ
とになるネットワーク100（図１）中の特定の要素を示す。ネットワーク100中の任意の２
つの要素間には２つ以上のデータ経路が存在し得るが、他のパスに優先するパスを使用す
ることが好ましい。特に、ネットワーク100のパスレイテンシを低減させるよう一般に最
短のデータ経路が好ましい。したがって、ルーティングテーブルRT0～7／RTa～hにおける
類似したパスのうち特定の要素に対する最も好ましいパスを最初に列挙することが可能で
ある。
【００２２】
クロスバカラム126は、最終的な宛先である要素に到達するためにデータ経路中で用いら
れる特定のクロスバX0又はX1を示す。宛先ポートカラム129は、各データパケットがデー
タ経路に沿って特定のクロスバX0若しくはX1又は特定のCPUエージェントA0～A7を出る際
に通過する特定の宛先ポートを示す。最後に、合計ホップ値カラム133は、特定のデータ
パケットがその最終宛先に到達するためにネットワーク100を介して一要素から一要素へ
と通過する際のホップの総数を示す。１つの特定のホップは、ネットワーク100における
１つの要素から別の要素への１つの特定のデータパケットの移動により構成されるもので
ある。
【００２３】
ここで図３を参照する。同図には、ネットワーク100中の１つの要素から次の要素へとデ
ータを送信するために用いることが可能なデータパケット136の一例が示されている。該
データパケット136は、合計ホップ値143、カレントホップカウント146、第１宛先ポート
値149a、及び第２宛先ポート値149bを含む。該データパケット136はまたデータペイロー
ド153を含む。一般に、該データペイロード153は、データパケット136の実質的なデータ
を含むものである。合計ホップ値143、カレントホップカウント146、第１宛先ポート149a
、及び第２宛先ポート149bは、ネットワーク100内のソース要素から宛先要素へとデータ
パケット136をルーティングするためにネットワーク100により用いられる。なお、ネット
ワーク100の特性に応じて、１つの特定のデータパケット内には、図示よりも多数又は少
数の宛先ポート値149が存在することが可能である（ここでは２つの宛先ポート値149a,14
9bが一例として示されている）。
【００２４】
ここで図４を参照する。同図には、本発明の一実施形態によるデータ経路200の特定の例
が示されている。該データ経路200は、図示のようにCPUエージェントA0からメモリコント
ローラMC7まで延びている。以下の説明を容易にするために、ネットワーク100（図１）は
、データパケット136（図３）の通信を容易にする複数ノードからなるネットワークであ
ると考えることができる。データ経路200に関し、CPUエージェントA0はソースノード203
として機能し、クロスバX0及びCPUエージェントA6は中間ノード206として機能し、メモリ
コントローラMC7は宛先ノード209として機能するものとなる。
【００２５】
一般に、本発明の目的のため、ソースノード203を、CPUエージェントA0～A7（図１）又は
メモリコントローラMC0～MC7（図１）のうちの何れか１つから構成することが可能である
。更に、中間ノード206は、CPUエージェントA0～A7のうちの何れか１つ又はクロスバX0,X

1のうちの何れか１つから構成することができる。最後に、宛先ノード209は、CPUエージ
ェントA0～A7のうちの何れか１つ又はメモリコントローラMC0～MC7のうちの何れか１つか
ら構成することができる。所与のデータ経路について、CPUエージェントA0～A7、クロス
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バX0若しくはX1、又はメモリコントローラMC0～MC7の、ソースノード203、中間ノード206
、又は宛先ノード209の何れかとしての状態は、特定のデータ経路200がどこで開始し終了
するかによって決まる。
【００２６】
しかし、最終的には、メモリコントローラMC0～MC7、CPUエージェントA0～A7、及びクロ
スバX0,X1の何れかが、それらに含まれる論理的な機能に依存して、ソースノード203、中
間ノード206、又は宛先ノード209として作用することになる点に留意されたい。
【００２７】
以下の説明は、本発明を更に説明するために、図４に示すようにソースノード203から中
間ノード206を介して宛先ノード209へと移動する特定のデータパケット136を追跡したも
のである。ソースノードでは、データパケット136が、宛先ノード209に送信されるように
生成される。例えば、ソースノード203がCPUエージェントA0であると仮定すると、それに
リンクされているプロセッサ103は、宛先ノード209（メモリコントローラMC7）にリンク
されているメモリM7に格納されているキャッシュラインを要求することができる。この場
合、CPUエージェントA0は、ソースノード203として作用し、メモリM7から所望のキャッシ
ュラインを取り出すために宛先ノード209に送信されるデータパケット136を生成する。
【００２８】
最初に、ソースノード203は、データパケット136の実質的なデータを構成するキャッシュ
ライン要求を生成する。その後、ソースノード203におけるソースロジックSLは、（CPUエ
ージェントA0内にある）ルーティングテーブルRT0を検査して、宛先ノード209に到達する
ようデータパケット136が送信されることになるデータ経路200の適当なパラメータを識別
する。このため、データ経路200は、ソースノード203から中間ノード206aへの第１のホッ
プと、該中間ノード206aから中間ノード206bへの第２のホップと、該中間ノード206bから
宛先ノード209への最終ホップとを含むものとなる。
【００２９】
ルーティングテーブルRT0においてデータ経路200のパラメータが識別されると、ソースロ
ジックSLは、該パラメータを、宛先ノード209に送信されることになるデータパケット136
中に包含させる。特に、合計ホップ値143、カレントホップカウント146、並びに第１及び
第２の宛先ポート値149a／149bが、データパケット136中の所定の位置に付加される。デ
ータパケット136（図２）内におけるこれらパラメータの位置は、ルーティングロジックR
L、戻りルーティングロジックRRL、再構成ロジックRRR、及び宛先ロジックDLにより該パ
ラメータを識別することができるヘッダその他の所定の位置である。
【００３０】
その後、該データパケット136は、ソースノード203から第１の中間ノード206aに送信され
る。パケット136が第１の中間ノード206aにより受信されると、該第１の中間ノード206a
のルーティングロジックRLが、データパケット136を検査して、カレントホップカウント1
46により保持されている値を決定する。次いで、該ルーティングロジックRLは、宛先ポー
ト値149a／149bを介して索引付けを行い、前記カレントホップカウント146の値とそれに
対応する宛先ポート値149a／149bとの関係を引き出す。本質的には、カレントホップカウ
ント146は、データパケット136を受信したカレント（即ち現在の）中間ノード206a／206b
と関連付けされた特定の宛先ポート値149a／149bを指すものであり、これにより、データ
パケット136を送って次のホップを達成するための適当な宛先ポートが決定される。
【００３１】
図４に示すように、第１の中間ノード206aにより受信されたデータパケット136のカレン
トホップカウント146は「２」に等しい。このため、データ経路200の最初の時点では、カ
レントホップカウント146は、合計ホップフィールド143に配置された総ホップ数「２」に
等しい。ルーティングロジックRLは、カレントホップカウント146に基づき様々な宛先ポ
ート値149a／149bを介して戻る方向に索引付けを行う。図４の例では、カレントホップカ
ウント146は「５」に等しい第１の宛先ポート値149を示している。
【００３２】
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したがって、図４の例によれば、「２」のカレントホップカウント146は、「５」の宛先
ポート値149aを示すが、カレントホップカウント146は、他の順序に従って宛先ポート値1
49a／149bを介して索引付けすることも可能である。例えば、宛先ポート値149の位置は、
データパケット136内でカレントホップカウント146と交換することが可能である。ルーテ
ィングロジックRLの索引付け機能は、マルチプレクサの出力に宛先ポート値149a／149bの
一方を生成するマルチプレクサの選択入力にカレントホップカウント146を適用すること
により達成することが可能である点に留意されたい。この場合、宛先ポート値149a／149b
は、複数の特定のマルチプレクサ入力のうちの１つ等にルーティングされる。次いで、「
５」の宛先ポート値により、ルーティングロジックRLがクロスバX0の第５の宛先ポート10
6からデータパケット136を送信することになる。
【００３３】
このクロスバX0の第５の宛先ポート106からのデータパケット136の送信に加え、ルーティ
ングロジックRLは、カレントホップカウント146を値１でデクリメントすることにより、
データパケット136が第１のホップを通過したことを示す。このデータパケット136のカレ
ントホップカウント146の変化は、該データパケット136が第１の中間ノード206aを離れる
際に該データパケット136に現れる。
【００３４】
第１の中間ノード206aからのデータパケット136は、図示のように第２の中間ノード206b
により受信される。該第２の中間ノード206bにおける宛先ロジックDLは、カレントホップ
カウント146を検査し、それが「０」に等しくないため、該データパケット136を無視する
。また、第２の中間ノード206bにおけるルーティングロジックRLは、カレントホップカウ
ント146を検査して、該第２の中間ノード206bによりデータパケット136が送信されるべき
適当な宛先ポート149a／149bを決定する。カレントホップカウント146が「１」であるた
め、第２の中間ノード206bにおけるルーティングロジックRLは、「０」の宛先ポート値14
9bを適当な宛先ポート106として識別し、該宛先ポートを介して宛先ノード209へとデータ
パケット136を送信する。ルーティングロジックRLはまた、カレントホップカウント146を
もう１回デクリメントし、その結果としてカレントホップカウント146が「０」となる。
【００３５】
宛先ノード209は、データパケット136を受信すると、宛先ロジックDLを用いてカレントホ
ップカウント146を検査して、該宛先ノード209が実際にデータパケット136の最終的な宛
先であるか否かを決定する。カレントホップカウント146が「０」に等しいため、宛先ノ
ード209における宛先ロジックDLは、これに応じて、宛先ノード209内の他の機能に対し、
該宛先ノード209が実際にデータパケット136の最終的な宛先であると通知する。次いで、
宛先ノード209は、その中のデータペイロード153にアクセスして、データパケット136が
中継する情報に関連する機能を実行する。後述するように、宛先ノード209において再構
成ロジックRRRが用いられて、ソースノード203に返信する応答パケットが生成される。
【００３６】
また、中間ノード206a,206bは、逆方向にデータ経路200を辿る戻り経路を生成するために
用いられる戻りルーティングロジックRRLを含む。該戻りルーティングロジックRRLにより
生成される戻り経路を識別するパラメータは、好ましくは、データパケット136が中間ノ
ード206a,206bを通って移動する際に該データパケット136中に格納される。したがって、
データパケット136が宛先ノード209により受信されると、その戻り経路は、既に該データ
パケット中に含まれており、該データパケット中の戻り経路を、宛先ノード209が、ソー
スノード203等に返信される応答パケット又は他のパケットを生成する際に使用する。
【００３７】
戻り経路を生成するために、各中間ノード206a／206bにおける戻りルーティングロジック
RRLは、本質的に、データパケット136を受信した各ソースポート206a／206bを指定する。
次いで、該ソースポートの番号指定が、データパケット136中に記録される。この番号指
定は、特定の中間ノード206a／206bに関連付けされた宛先ポート値149a／149b上にソース
ポートを単に書き込むことにより行われる。代替的には、データパケット136のヘッダそ
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の他の部分中の新たな場所に上記と同じソースポート値を書き込むことも可能である。
【００３８】
更なる説明のため、データパケット136が第１の中間ノード206aに入ったものと仮定する
と、戻りルーティングロジックRRLは、データパケット136を受信したソースポート106の
追跡を継続する。カレントホップカウント146が「０」に等しくないと仮定すると、ルー
ティングロジックRLにより、データパケット136について、第１の中間ノード206aにおけ
る適当な宛先ポート106が決定される。次いで、戻り経路ロジックRRLは、ソースポート（
この場合には第０ポート）を、上述のようにして識別されたデータパケット136中の宛先
ポート値149a（「５」）上に書き込む。これは、データパケット136がルーティングされ
る際に通過する中間ノード206a／206bで宛先ポート値149a／149bが識別された場合には、
特定のデータパケット136が特定の中間ノード206a／206bの宛先ポート値149a／149bに関
する情報を保持する必要がないからである。第２の中間ノード206bにおいて「０」の宛先
ポート値149bに「３」が上書きされる点に留意されたい。
【００３９】
更に、特定の中間ノード206a／206bのソースポートをデータパケット136中の関連する宛
先ポート値149a／149b上に書き込むことは、戻り経路を記録するためにそれ以上のオーバ
ヘッドがデータパケット136に追加されないため、有利である。これは、ネットワーク100
（図１）全体のデータトラフィック量を低減させるために重要であり、これにより、ネッ
トワーク100のデータ転送レイテンシが改善される。代替的に、ソースポートは、図示の
ようにデータパケット136内における宛先ポート値149a／149bとは別個の場所に書き込む
ことが可能であるが、この場合にはデータパケット136に更なるオーバヘッドが追加され
ることになる。戻りルーティングロジックRRLは、中間ノード206a／206bの全てにおいて
同様に動作する。
【００４０】
このため、上記説明は、ソースロジックSL、ルーティングロジックRL、戻りルーティング
ロジックRRL、宛先ロジックDL、及びルーティングテーブルRT0～7／RTa～hが、ネットワ
ーク100中の任意の１つのソースノード203から任意の宛先ノード209へとデータパケット1
36を転送するために如何に用いられるかを示したものである。同時に、宛先ノード209か
らソースノード203へと戻る逆方向にデータ経路200を辿る応答パケットその他のデータパ
ケットについて、戻り経路が識別される。
【００４１】
ここで図５を参照する。同図は、宛先ノード209で再構成ロジックRRRの機能が用いられる
ことを説明するためにデータパケット136及び応答パケット136aを示したものである。特
に、再構成ロジックRRRは、図示のように宛先ポート149a／149bの順序を逆にすると共に
カレントホップカウント146をリセットすることにより、ソースノード203に送信すべき応
答パケット136aをデータパケット136から生成する。その結果、応答パケット136aは、第
２の中間ノード206bに送信される際に、データパケット136がソースノード203から宛先ノ
ード209へとルーティングされたのと同じ態様でソースノード203へと戻る。
【００４２】
ここで図６を参照する。同図には、本発明の一実施形態によるソースロジックSLのフロー
チャートが示されている。ソースロジックSLは、CPUエージェントA0～7及びメモリコント
ローラMC0～7内に存在するが、別のネットワーク構成で他の要素がソースロジックSLを採
用することも可能である。ソースロジックSLは、一般に、合計ホップ値143（図３）、カ
レントホップカウント146（図３）及び宛先ポート値149（図３）といった適当なデータ経
路パラメータを有するデータパケット136（図３）を生成するために用いられる。ソース
ロジックSLは、ブロック303から開始して、特定の宛先ノード209（図４）にデータパケッ
ト136を送信するようトリガされる。次いでソースロジックSLは、ブロック306に移行して
、ルーティングテーブルRT0～7／RTa～h内の適当なデータ経路200を検索する。次いでソ
ースロジックSLはブロック309へ移行し、ソースノード203で、ルーティングテーブルRT0
～7／RTa～hからの適当なデータ経路パラメータを用いてデータパケット136（図３）を生
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成する。その後、ブロック313で、上述したようにデータ経路200（図４）の第１のホップ
に従ってデータパケット136を中間ノード206a／206bに送信する。
【００４３】
次いでブロック316で、ソースロジックSLは、応答パケットのタイムアウトが発生したか
否かを判定する。応答パケットのタイムアウトは、データパケット136が宛先ノード209に
より正しく受信されたことを示す応答パケット136a（図５）がソースノード203により宛
先ノード209から受信されなければならない所定時間の通知(tolling)を含む。応答パケッ
ト136aがタイムアウト時間内に受信された場合には、ソースロジックSLは適当に終了する
。一方、ブロック316で応答パケットのタイムアウトが存在する場合には、ソースロジッ
クSLはブロック319へと移行し、データパケット136の送信に用いられた特定のデータ経路
を、適当なルーティングテーブルRT0～7／RTa～h内に使用不能なものとして記録する。そ
の後、ソースロジックSLはブロック323へ移行し、宛先ノード209に到達するための次の試
行でデータパケット136のコピーを送信するために次の最良のデータ経路200を決定する。
その後、ソースロジックSLはブロック309に戻って、後続のデータ経路にデータパケット1
36を送信する、といった具合である。
【００４４】
ここで図７を参照する。同図には、本発明の別の実施形態によるルーティングロジックRL
のフローチャートが示されている。該ルーティングロジックRLが中間ノード206a／206bに
より実行されて上述のように特定のデータ経路200に沿ってデータパケット136が案内され
る。ブロック333から開始して、ルーティングロジックRLは、パケット136（図３）が中間
ノード206a／206bにより受信されたか否かを判定する。パケット136が中間ノード206a／2
06bにより受信された場合には、ルーティングロジックRLはブロック336に進み、カレント
ホップカウント146（図４）を検査して該カレントホップカウント146が「０」に等しい（
データパケット136が宛先ノード209に到達したということを示す）か否かを判定する。カ
レントホップカウント146が「０」に等しい場合には、データパケット136は、それ以上ル
ーティングされる必要がないため、ルーティングロジックRLは終了する。一方、カレント
ホップカウント146が「０」よりも大きい場合には、ルーティングロジックRLはブロック3
39に進む。なお、この場合に、実際の値は必ずしも「０」である必要はなく、ルーティン
グロジックRLは他の値に応答するよう設計することが可能である。
【００４５】
ブロック339で、特定の中間ノード206a／206bに対応する宛先ポート値が、データパケッ
ト136のカレントホップカウント146に基づき同データパケット136中の宛先ポート値149a
／149bを介して索引付けを行うことにより決定される。次いでブロック343で、カレント
ホップカウント146が値「１」だけデクリメントされる。その後、ルーティングロジックR
Lはブロック346に進み、次の中間ノード206a／206b又は宛先ノード209へとデータパケッ
ト136を適宜送信する。その後、ルーティングロジックRLは図示のように終了する。
【００４６】
ここで図８を参照する。同図には、本発明の別の実施形態による戻りルーティングロジッ
クRRLのフローチャートが示されている。該戻りルーティングロジックRRLは、中間ノード
206a／206b中に配置され、元のデータ経路200に関連する戻り経路のパラメータを生成す
る。戻りルーティングロジックRRLは、ブロック373から開始し、各中間ノード206a／206b
によりデータパケット136が受信されたか否かを判定する。各中間ノード206a／206bによ
りデータパケット136が受信された場合には、戻りルーティングロジックRRLはブロック37
5に進み、データパケット136を受信したソースポートを一時的に格納する。次いでブロッ
ク376で、図７に関して上述したルーティングロジックRLの場合と同様に、カレントホッ
プカウント146を検査してそれが「０」又は他のしきい値と等しいか否かを判定する。
【００４７】
カレントホップカウント146が「０」に等しい場合には、図示のように戻りルーティング
ロジックRRLは終了する。またカレントホップカウント146が「０」に等しくない場合には
、戻りルーティングロジックRRLはブロック379に進み、特定の中間ノード206a／206bに対
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応する宛先ポート値149a／149bを識別する。その後、ブロック383で、図４に関して上述
したように、データパケット136を受信した特定の中間ノード206a／206bのソースポート
が宛先ポート値149a／149b上に書き込まれる。その後、戻りルーティングロジックRRLは
終了する。
【００４８】
ここで図９を参照する。同図には、本発明の別の実施形態による宛先ロジックDLのフロー
チャートが示されている。該宛先ロジックDLは、宛先ノード209内に配置され、宛先ノー
ド209が実際にデータパケット136の最終的な宛先であるか否かを判定する。宛先ロジック
DLは、ブロック403から開始して、データパケット136が宛先ノード209により受信された
か否かを判定する。データパケット136が宛先ノード209により受信された場合には、宛先
ロジックDLはブロック406に進み、カレントホップカウント146（図３）を検査する。カレ
ントホップカウント146が「０」に等しい場合には、図示のように宛先ロジックDLは終了
する。またカレントホップカウント146が「０」に等しくない場合には、宛先ロジックDL
はブロック409に進む。該ブロック409で、カレントホップカウント146が「０」又は他の
値に等しいと仮定すると、宛先ロジックDLは、宛先ノード209内の別の論理回路等に対し
、該宛先ノード209がデータパケット136中のデータの意図するノードであることを通知す
る。その後、宛先ロジックDLは終了する。
【００４９】
最後に図１０を参照する。同図には、本発明の別の実施形態による再構成ロジックRRRの
フローチャートが示されている。該再構成ロジックRRRは、宛先ノード209（図４）内に配
置され、データパケット136（図３）が宛先ノード209へとルーティングされる際に中間ノ
ード206a／206b（図４）により記録された戻り経路に沿って応答パケット136a（図５）そ
の他のデータパケットを返信するためのパラメータを生成する。再構成ロジックRRRは、
ブロック433から開始して、データパケット136が宛先ノード209により受信されたか否か
を判定する。データパケット136が宛先ノード209により受信された場合には、再構成ロジ
ックRRRは、ブロック436に進み、カレントホップカウント146（図３）を検査する。カレ
ントホップカウント146が「０」に等しい場合には、図示のように再構成ロジックRRRは終
了する。またカレントホップカウント146が「０」に等しくない場合には、再構成ロジッ
クRRRはブロック439に進む。
【００５０】
ブロック439で、カレントホップカウント146は、合計ホップ値143（図３）に等しくリセ
ットされ、その後、ブロック443で、宛先ポート値149a／149bの再順序付けを行って、応
答パケット136が元のソースノード203に戻るよう正しくルーティングされるようにする。
その後、再構成ロジックRRRは終了する。
【００５１】
上記説明に加えて、本発明のソースロジックSL、ルーティングロジックRL、宛先ロジック
DL、戻りルーティングロジックRRL、及び再構成ロジックRRRは、ハードウェア、ソフトウ
ェア、ファームウェア又はそれらの組合せによって実施することが可能である。好ましい
実施形態では、ロジックSL,RL,DL,RRL,RRRは、最大速度のために及びレイテンシを最小化
するために、ハードウェアで実現される。ソフトウェアで実施される場合には、ロジック
SL,RL,DL,RRL,RRRは、メモリに格納することが可能であり、適当な命令実行システムによ
り実行される。また本実施形態に従ってハードウェアで実施される場合には、ロジックSL
,RL,DL,RRL,RRRは、以下の技術（その全ては当業界で周知のものである）のうちの何れか
又は組合せにより実施することが可能である。即ち、データ信号に対して論理機能を実施
する論理ゲートを有する個別の論理回路、適当な論理ゲートを有する特定用途向け集積回
路、プログラマブルゲートアレイ（PGA）、フィールドプログラマブルゲートアレイ（FPG
A）等である。ハードウェアによる実施は、ネットワーク100（図１）のより高速な動作及
びより低いレイテンシを提供するために好ましいものとなる。
【００５２】
また、図６ないし図１０のフローチャートは、ロジックSL,RL,DL,RRL,RRRの考え得る実施
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形態のアーキテクチャ、機能性、及び動作を示している。ここで、各ブロックは、指定さ
れた論理的機能を実施するために１つ又は２つ以上の実行可能命令を含む論理回路、モジ
ュール、セグメント、又はコードの一部を表している。また、代替的な実施形態によって
は、各ブロックで示す機能が、図６ないし図１０に示す順序以外の順序で発生することが
可能である。例えば、図６ないし図１０で連続的に示されている２つのブロックは実際に
は実質的に同時に実行することが可能であり、また、付随する機能に応じてそれらブロッ
クを逆の順序で実行することが可能である。
【００５３】
最後に、ロジックSL,RL,DL,RRL,RRRは、論理機能を実施するための実行可能な命令を順序
付けして列挙したものから構成することが可能であり、これは、命令実行システム又は装
置からの命令をフェッチして該命令を実行することができるコンピュータベースシステム
やプロセッサ内蔵システムその他のシステムにより使用され又はかかるシステムに接続し
て使用されるあらゆるコンピュータ読み出し可能媒体で実施することが可能である。ここ
で、「コンピュータ読み出し可能媒体」とは、命令実行システム又は装置により又はそれ
に接続されて使用されるプログラムを含み、格納し、通信し、伝播し、又は転送すること
が可能なあらゆる手段とすることが可能なものである。例えば、コンピュータ読み出し可
能媒体は、電子的、磁気的、光学的、電磁気的、赤外線的、又は半導体的なシステム、装
置、又は伝達媒体とすることが可能である（但しこれらに限定されるものではない）。コ
ンピュータ読み出し可能媒体のより具体的な例には、以下のものが含まれる（但しこれは
全てを網羅するものではない）。即ち、１つ又は２つ以上のワイヤを有する電気的接続（
電子的なもの）、ポータブルコンピュータディスケット（磁気的なもの）、ランダムアク
セスメモリ（RAM）（磁気的なもの）、リードオンリメモリ（ROM）（磁気的なもの）、消
去可能プログラマブルリードオンリメモリ（EPROM又はフラッシュメモリ）（磁気的なも
の）、光ファイバ（光学的なもの）、及びポータブルコンパクトディスクリードオンリメ
モリ（CDROM）（光学的なもの）である。なお、コンピュータ読み出し可能媒体は、プロ
グラムがプリントされた用紙その他の適当な媒体とすることも可能である。この場合には
、例えば用紙その他の媒体を光学走査することによりプログラムを電子的に捕捉し、その
後、必要に応じて適当な方法でコンパイルし、翻訳し、又はその他の方法で処理した後に
、コンピュータメモリに格納することが可能である。
【００５４】
本発明の思想及び原理を実質的に逸脱することなく、本発明の上述の実施形態に対し多く
の変形及び変更を行うことが可能である。かかる変更及び変形は全て、本開示内及び本発
明の範囲内に含まれることが意図されている。
【００５５】
以下においては、本発明の様々な構成要件の組み合わせからなる例示的な実施態様を示す
。
１．ソースノード(203)、宛先ノード(209)、及び少なくとも１つの中間ノード(206)を含
む、ネットワーク(100)内で相互接続された複数のノードと、
前記ソースノード(203)から前記少なくとも１つの中間ノード(206)を介して前記宛先ノー
ド(209)へのデータ経路を識別する、前記ソースノード(203)内のソースロジック(SL)であ
って、前記データ経路が、前記ソースノード(203)から前記宛先ノード(209)へと送信され
るべきデータパケット(136)に付与される少なくとも１つの宛先ポート値(149)とカレント
ホップカウント(146)とのシーケンスによって指定されるものである、前記ソースノード(
203)内のソースロジック(SL)と、
前記データ経路に沿って前記データパケット(136)をルーティングする、前記少なくとも
１つの中間ノード(206)内のルーティングロジック(RL)と、
前記データパケット(136)の最終的な宛先を検出する、前記宛先ノード(209)内の宛先ロジ
ック(DL)と
を備えている、データ通信システム。
２．前記データパケット(136)中に前記少なくとも１つの中間ノード(206)の少なくとも１
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つのソースポート値を記録する、前記少なくとも１つの中間ノード(206)内の戻りルーテ
ィングロジック(RRL)を更に備えており、
前記データパケット(136)に合計ホップ値(143)が付与される、前項１に記載のシステム。
３．前記ソースノード(203)内に配置されたルーティングテーブル(RT0～6，RTa～RTh)を
更に備えており、該ルーティングテーブル(RT0～6，RTa～RTh)が、前記ソースノード(203
)から前記宛先ノード(209)への少なくとも１つのデータ経路を含む、前項１に記載のシス
テム。
４．前記ルーティングロジック(RL)が、前記カレントホップカウント(146)をデクリメン
トするロジックを更に備えている、前項１に記載のシステム。
５．前記戻りルーティングロジック(RRL)が、前記データパケット(136)中の前記少なくと
も１つの宛先ポート値(149)を前記少なくとも１つの中間ノード(206)のソースポート値に
置換するロジックを更に備えている、前項２に記載のシステム。
６．ネットワーク(100)内でソースノード(203)から少なくとも１つの中間ノード(206)を
介して宛先ノード(209)へと送信するデータパケット(136)を生成し、
前記ソースノード(203)から前記少なくとも１つの中間ノード(206)を介して前記宛先ノー
ド(209)へのデータ経路を識別し、該データ経路が、前記ソースノード(203)から前記宛先
ノード(209)へと送信される前記データパケット(136)に付与される少なくとも１つの宛先
ポート値(149)とカレントホップカウント(146)とのシーケンスによって指定されるもので
あり、
前記少なくとも１つの中間ノード(206)で前記データ経路に沿って前記データパケット(13
6)をルーティングし、
前記宛先ノード(209)で該データパケット(136)の到着を検出する、
という各ステップを含む、データ通信方法。
７．前記データパケット(136)に合計ホップ値(143)を付与し、
前記少なくとも１つの中間ノード(206)において該少なくとも１つの中間ノード(206)の少
なくとも１つのソースポート値を前記データパケット(136)中に記録する、
という各ステップを更に含む、前項６に記載の方法。
８．前記ソースノード(203)から前記少なくとも１つの中間ノード(206)を介して前記宛先
ノード(209)へのデータ経路を識別する前記ステップが、前記ソースノード(203)内に配置
されたルーティングテーブル(RT0～6，RTa～RTh)を検査するステップ更に含み、該ルーテ
ィングテーブル(RT0～6，RTa～RTh)が、前記ソースノード(203)から前記宛先ノード(209)
への少なくとも１つのデータ経路を含む、前項６に記載の方法。
９．前記少なくとも１つの中間ノード(206)で前記データ経路に沿って前記データパケッ
ト(136)をルーティングする前記ステップが、前記カレントホップカウント(146)をデクリ
メントするステップを更に含む、前項６に記載の方法。
10．前記少なくとも１つの中間ノード(206)で該少なくとも１つの中間ノード(206)の少な
くとも１つのソースポート値を前記データパケット(136)中に記録する前記ステップが、
該データパケット(136)中の前記少なくとも１つの宛先ポート値(149)を前記少なくとも１
つの中間ノード(206)の少なくとも１つのソースポート値に置換するステップを更に含む
、前項７に記載の方法。
【図面の簡単な説明】
【図１】本発明の一実施形態によるマルチプロセッサ相互接続ネットワークの概要を示す
説明図である。
【図２】図１のマルチプロセッサ相互接続ネットワークの様々な要素で用いられるデータ
経路テーブルを示す説明図である。
【図３】図１のマルチプロセッサ相互接続ネットワークで用いられるデータパケットを示
すブロック図である。
【図４】図１のマルチプロセッサ相互接続ネットワークで用いられるデータ経路の概要を
示す説明図である。
【図５】図１のマルチプロセッサ相互接続ネットワークで用いられる応答パケットと比較
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して図３のデータパケットを示す説明図である。
【図６】図１のマルチプロセッサ相互接続ネットワークで用いられるソースロジックを示
すフローチャートである。
【図７】図１のマルチプロセッサ相互接続ネットワークで用いられるルーティングロジッ
クを示すフローチャートである。
【図８】図１のマルチプロセッサ相互接続ネットワークで用いられる戻りルーティングロ
ジックを示すフローチャートである。
【図９】図１のマルチプロセッサ相互接続ネットワークで用いられる宛先ロジックを示す
フローチャートである。
【図１０】図１のマルチプロセッサ相互接続ネットワークで用いられる戻り経路再構成ロ
ジックを示すフローチャートである。
【符号の説明】
100 　マルチプロセッサ相互接続ネットワーク
136 　データパケット
143 　合計ホップ値
146 　カレントホップカウント
149 　宛先ポート値
203 　ソースノード
206 　中間ノード
209 　宛先ノード
DL　　宛先ロジック
RL　　ルーティングロジック
RRL　 戻りルーティングロジック
SL　　ソースロジック
RT0～6,RTa～RTh　ルーティングテーブル
【図１】 【図２】

【図３】
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【図６】

【図７】 【図８】
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