DECODER AND METHOD FOR DECODING AN AUDIO SIGNAL, ENCODER AND METHOD FOR ENCODING AN AUDIO SIGNAL

FIG 53

Abstract: It is shown a decoder 110° for decoding an audio signal 32. The decoder 110° comprises a first target spectrum generator 65a for generating a target spectrum 85a° for a first time frame of a subband signal of the audio signal 32 using first correction data 295a. A first phase corrector 70a for corrects a phase 45 of the subband signal in the first time frame of the audio signal 32 determined with a phase correction algorithm, wherein the correction is performed by reducing a difference between a measure of the subband signal in the first time frame of the audio signal 32 and the target spectrum 85a°. An audio subband signal calculator 350 calculates the audio subband signal 355 for the first time frame using a corrected phase 91a for the time frame and for calculating audio subband signals 355 for a second time frame different from the first time frame using the measure of the subband signal 85a° in the second time frame or using a corrected phase calculation in accordance with a further phase correction algorithm different from the phase correction algorithm.
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Specification

The present invention relates to an audio processor and a method for processing an audio signal, a decoder and a method for decoding an audio signal, and an encoder and a method for encoding an audio signal. Furthermore, a calculator and a method for determining phase correction data, an audio signal, and a computer program for performing one of the previously mentioned methods are described. In other words, the present invention shows a phase derivative correction and bandwidth extension (BWE) for perceptual audio codecs or correcting the phase spectrum of bandwidth-extended signals in QMF domain based on perceptual importance.

Perceptual audio coding

The perceptual audio coding seen to date follows several common themes, including the use of time/frequency-domain processing, redundancy reduction (entropy coding), and irrelevancy removal through the pronounced exploitation of perceptual effects [1]. Typically, the input signal is analyzed by an analysis filter bank that converts the time domain signal into a spectral (time/frequency) representation. The conversion into spectral coefficients allows for selectively processing signal components depending on their frequency content (e.g. different instruments with their individual overtone structures).

In parallel, the input signal is analyzed with respect to its perceptual properties, i.e. specifically the time- and frequency-dependent masking threshold is computed. The time/frequency dependent masking threshold is delivered to the quantization unit through a target coding threshold in the form of an absolute energy value or a Mask-to-Signal-Ratio (MSR) for each frequency band and coding time frame.

The spectral coefficients delivered by the analysis filter bank are quantized to reduce the data rate needed for representing the signal. This step implies a loss of information and introduces a coding distortion (error, noise) into the signal. In order to minimize the audible impact of this coding noise, the quantizer step sizes are controlled according to the target coding thresholds for each frequency band and frame. Ideally, the coding noise injected into each frequency band is lower than the coding (masking) threshold and thus
no degradation in subjective audio is perceptible (removal of irrelevancy). This control of the quantization noise over frequency and time according to psychoacoustic requirements leads to a sophisticated noise shaping effect and is what makes a the coder a perceptual audio coder.

Subsequently, modern audio coders perform entropy coding (e.g. Huffman coding, arithmetic coding) on the quantized spectral data. Entropy coding is a lossless coding step, which further saves on bit rate.

Finally, all coded spectral data and relevant additional parameters (side information, like e.g. the quantizer settings for each frequency band) are packed together into a bitstream, which is the final coded representation intended for file storage or transmission.

Bandwidth extension

In perceptual audio coding based on filter banks, the main part of the consumed bit rate is usually spent on the quantized spectral coefficients. Thus, at very low bit rates, not enough bits may be available to represent all coefficients in the precision required to achieve perceptually unimpaired reproduction. Thereby, low bit rate requirements effectively set a limit to the audio bandwidth that can be obtained by perceptual audio coding. Bandwidth extension [2] removes this longstanding fundamental limitation. The central idea of bandwidth extension is to complement a band-limited perceptual codec by an additional high-frequency processor that transmits and restores the missing high-frequency content in a compact parametric form. The high frequency content can be generated based on single sideband modulation of the baseband signal, on copy-up techniques like used in Spectral Band Replication (SBR) [3] or on the application of pitch shifting techniques like e.g. the vocoder [4].

Digital audio effects

Time-stretching or pitch shifting effects are usually obtained by applying time domain techniques like synchronized overlap-add (SOLA) or frequency domain techniques (vocoder). Also, hybrid systems have been proposed which apply a SOLA processing in subbands. Vocoder and hybrid systems usually suffer from an artifact called phasiness [8] which can be attributed to the loss of vertical phase coherence. Some publications
relate improvements on the sound quality of time stretching algorithms by preserving vertical phase coherence where it is important \([6][7]\).

State-of-the-art audio coders [1] usually compromise the perceptual quality of audio signals by neglecting important phase properties of the signal to be coded. A general proposal of correcting phase coherence in perceptual audio coders is addressed in [9].

However, not all kinds of phase coherence errors can be corrected at the same time and not all phase coherence errors are perceptually important. For example, in audio bandwidth extension it is not clear from the state-of-the-art, which phase coherence related errors should be corrected with highest priority and which errors can remain only partly corrected or, with respect to their insignificant perceptual impact, be totally neglected.

Especially due to the application of audio bandwidth extension [2][3][4], the phase coherence over frequency and over time is often impaired. The result is a dull sound that exhibits auditory roughness and may contain additionally perceived tones that disintegrate from auditory objects in the original signal and hence being perceived as an auditory object on its own additionally to the original signal. Moreover, the sound may also appear to come from a far distance, being less "buzzy", and thus evoking little listener engagement [5].

Therefore, there is a need for an improved approach.

It is an object of the present invention to provide an improved concept for processing an audio signal. This object is solved by the subject matter of the independent claims.

The present invention is based on the finding that the phase of an audio signal can be corrected according to a target phase calculated by an audio processor or a decoder. The target phase can be seen as a representation of a phase of an unprocessed audio signal. Therefore, the phase of the processed audio signal is adjusted to better fit the phase of the unprocessed audio signal. Having a, e.g. time frequency representation of the audio signal, the phase of the audio signal may be adjusted for subsequent time frames in a subband, or the phase can be adjusted in a time frame for subsequent frequency subbands. Therefore, a calculator was found to automatically detect and choose the most
suitable correction method. The described findings may be implemented in different embodiments or jointly implemented in a decoder and/or encoder.

Embodiments show an audio processor for processing an audio signal comprising an audio signal phase measure calculator configured for calculating a phase measure of an audio signal for a time frame. Furthermore, the audio signal comprises a target phase measure determiner for determining a target phase measure for said time frame and a phase corrector configured for correcting phases of the audio signal for the time frame using the calculated phase measure and the target phase measure to obtain a processed audio signal.

According to further embodiments, the audio signal may comprise a plurality of subband signals for the time frame. The target phase measure determiner is configured for determining a first target phase measure for a first subband signal and a second target phase measure for a second subband signal. Furthermore, the audio signal phase measure calculator determines a first phase measure for the first subband signal and a second phase measure for the second subband signal. The phase corrector is configured for correcting the first phase of the first subband signal using the first phase measure of the audio signal and the first target phase measure and for correcting a second phase of the second subband signal using the second phase measure of the audio signal and the second target phase measure. Therefore, the audio processor may comprise an audio signal synthesizer for synthesizing a corrected audio signal using the corrected first subband signal and the corrected second subband signal.

In accordance with the present invention, the audio processor is configured for correcting the phase of the audio signal in horizontal direction, i.e. a correction over time. Therefore, the audio signal may be subdivided into a set of time frames, wherein the phase of each time frame can be adjusted according to the target phase. The target phase may be a representation of an original audio signal, wherein the audio processor may be part of a decoder for decoding the audio signal which is an encoded representation of the original audio signal. Optionally, the horizontal phase correction can be applied separately for a number of subbands of the audio signal, if the audio signal is available in a time-frequency representation. The correction of the phase of the audio signal may be performed by subtracting a deviation of a phase derivative over time of the target phase and the phase of the audio signal from the phase of the audio signal.
Therefore, since the phase derivative over time is a frequency \( \frac{d\phi}{dt} = f \), with \( \phi \) being a phase, the described phase correction performs a frequency adjustment for each subband of the audio signal. In other words, the difference of each subband of the audio signal to a target frequency can be reduced to obtain a better quality for the audio signal.

To determine the target phase, the target phase determiner is configured for obtaining a fundamental frequency estimate for a current time frame and for calculating a frequency estimate for each subband of the plurality of subbands of the time frame using the fundamental frequency estimate for the time frame. The frequency estimate can be converted into a phase derivative over time using a total number of subbands and a sampling frequency of the audio signal. In a further embodiment, the audio processor comprises a target phase measure determiner for determining a target phase measure for the audio signal in a time frame, a phase error calculator for calculating a phase error using a phase of the audio signal and the time frame of the target phase measure, and a phase corrector configured for correcting the phase of the audio signal and the time frame using the phase error.

According to further embodiments, the audio signal is available in a time frequency representation, wherein the audio signal comprises a plurality of subbands for the time frame. The target phase measure determiner determines a first target phase measure for a first subband signal and a second target phase measure for a second subband signal. Furthermore, the phase error calculator forms a vector of phase errors, wherein a first element of the vector refers to a first deviation of the phase of the first subband signal and the first target phase measure and wherein a second element of the vector refers to a second deviation of the phase of the second subband signal and the second target phase measure. Additionally, the audio processor of this embodiment comprises an audio signal synthesizer for synthesizing a corrected audio signal using the corrected first subband signal and the corrected second subband signal. This phase correction produces corrected phase values on average.

Additionally or alternatively, the plurality of subbands is grouped into a baseband and a set of frequency patches, wherein the baseband comprises one subband of the audio signal and the set of frequency patches comprises the at least one subband of the baseband at a frequency higher than the frequency of the at least one subband in the baseband.
Further embodiments show the phase error calculator configured for calculating a mean of elements of a vector of phase errors referring to a first patch of the second number of frequency patches to obtain an average phase error. The phase corrector is configured for correcting a phase of the subband signal in the first and subsequent frequency patches of the set of frequency patches of the patch signal using a weighted average phase error, wherein the average phase error is divided according to an index of the frequency patch to obtain a modified patch signal. This phase correction provides good quality at the crossover frequencies, which are the border frequencies between two subsequent frequency patches.

According to a further embodiment, the two previously described embodiments may be combined to obtain a corrected audio signal comprising phase corrected values which are good on average and at the crossover frequencies. Therefore, the audio signal phase derivative calculator is configured for calculating a mean of phase derivatives over frequency for a baseband. The phase corrector calculates a further modified patch signal with an optimized first frequency patch by adding the mean of the phase derivatives over frequency weighted by a current subband index to the phase of the subband signal with the highest subband index in a baseband of the audio signal. Furthermore, the phase corrector may be configured for calculating a weighted mean of the modified patch signal and the further modified patch signal to obtain a combined modified patch signal and for recursively updating, based on the frequency patches, the combined modified patch signal by adding the mean of the phase derivatives over frequency, weighted by the subband index of the current subband, to the phase of the subband signal with the highest subband index in the previous frequency patch of the combined modified patch signal.

To determine the target phase, the target phase measure determiner may comprise a data stream extractor configured for extracting a peak position and a fundamental frequency of peak positions in a current time frame of the audio signal from a data stream. Alternatively, the target phase measure determiner may comprise an audio signal analyzer configured for analyzing the current time frame to calculate a peak position and a fundamental frequency of peak positions in the current time frame. Furthermore, the target phase measure determiner comprises a target spectrum generator for estimating further peak positions in the current time frame using the peak position and the fundamental frequency of peak positions. In detail, the target spectrum generator may comprise a peak detector for generating a pulse train of a time, a signal former to adjust a frequency of the pulse train according to the fundamental frequency of peak positions, a pulse positioner to
adjust the phase of the pulse train according to the position, and a spectrum analyzer to generate a phase spectrum of the adjusted pulse train, wherein the phase spectrum of the time domain signal is the target phase measure. The described embodiment of the target phase measure determiner is advantageous for generating a target spectrum for an audio signal having a waveform with peaks.

The embodiments of the second audio processor describe a vertical phase correction. The vertical phase correction adjusts the phase of the audio signal in one time frame over all subbands. The adjustment of the phase of the audio signal, applied independently for each subband, results, after synthesizing the subbands of the audio signal, in a waveform of the audio signal different from the uncorrected audio signal. Therefore, it is e.g. possible to reshape a smeared peak or a transient.

According to a further embodiment, a calculator is shown for determining phase correction data for an audio signal with a variation determiner for determining a variation of the phase of the audio signal in a first and a second variation mode, a variation comparator for comparing a first variation determined using the phase variation mode and a second variation determined using the second variation mode, and a correction data calculator for calculating the phase correction in accordance with the first variation mode or the second variation mode based on a result of the comparing.

A further embodiment shows the variation determiner for determining a standard deviation measure of a phase derivative over time (PDT) for a plurality of time frames of the audio signal as the variation of the phase in the first variation mode or a standard deviation measure of a phase derivative over frequency (PDF) for a plurality of subbands as the variation of the phase in the second variation mode. The variation comparator compares the measure of the phase derivative over time as the first variation mode and the measure of the phase derivative over frequency as the second variation mode for time frames of the audio signal. According to a further embodiment, the variation determiner is configured for determining a variation of the phase of the audio signal in a third variation mode, wherein the third variation mode is a transient detection mode. Therefore, the variation comparator compares the three variation modes and the correction data calculator calculates the phase correction in accordance with the first variation mode, the second variation, or the third variation mode based on a result of the comparing.
The decision rules of the correction data calculator can be described as follows. If a transient is detected, the phase is corrected according to the phase correction for transients. If no transient is detected, the shape of the transient is restored. Otherwise, if the first variation is smaller or equal than the second variation, the phase correction of the first variation mode is applied or, if the second variation is larger than the first variation, the phase correction in accordance with the second variation mode is applied. If the absence of a transient is detected and if both the first and the second variation exceed a threshold value, none of the phase correction modes are applied.

The calculator may be configured for analyzing the audio signal, e.g. in an audio encoding stage, to determine the best phase correction mode and to calculate the relevant parameters for the determined phase correction mode. In a decoding stage, the parameters can be used to obtain a decoded audio signal which has a better quality compared to audio signals decoded using state of the art codecs. It has to be noted that the calculator autonomously detects the right correction mode for each time frame of the audio signal.

Embodiments show a decoder for decoding an audio signal with a first target spectrum generator for generating a target spectrum for a first time frame of a second signal of the audio signal using first correction data and a first phase corrector for correcting a phase of the subband signal in the first time frame of the audio signal determined with a phase correction algorithm, wherein the correction is performed by reducing a difference between a measure of the subband signal in the first time frame of the audio signal and the target spectrum. Additionally, the decoder comprises an audio subband signal calculator for calculating the audio subband signal for the first time frame using a corrected phase for the time frame and for calculating audio subband signal for a second time frame different from the first time frame using the measure of the subband signal in the second time frame or using a corrected phase calculation in accordance with a further phase correction algorithm different from the phase correction algorithm.

According to further embodiments, the decoder comprises a second and a third target spectrum generator equivalent to the first target spectrum generating and a second and a third phase corrector equivalent to the first phase corrector. Therefore, the first phase corrector can perform a horizontal phase correction, the second phase corrector may perform a vertical phase correction, and the third phase corrector can perform phase correction transients. According to a further embodiment the decoder comprises a core
decoder configured for decoding the audio signal in a time frame with a reduced number of subbands with respect to the audio signal. Furthermore, the decoder may comprise a patcher for patching a set of subbands of the core decoded audio signal with a reduced number of subbands, wherein the set of subbands forms a first patch, to further subbands in the time frame, adjacent to the reduced number of subbands, to obtain an audio signal with a regular number of subbands. Furthermore, the decoder can comprise a magnitude processor for processing magnitude values of the audio subband signal in the time frame and an audio signal synthesizer for synthesizing audio subband signals or a magnitude of processed audio subband signals to obtain a synthesized decoded audio signal. This embodiment can establish a decoder for bandwidth extension comprising a phase correction of the decoded audio signal.

Accordingly, an encoder for encoding an audio signal comprising a phase determiner for determining a phase of the audio signal, a calculator for determining phase correction data for an audio signal based on the determined phase of the audio signal, a core encoder configured for core encoding the audio signal to obtain a core encoded audio signal having a reduced number of subbands with respect to the audio signal, and a parameter extractor configured for extracting parameters of the audio signal for obtaining a low resolution parameter representation for a second set of subbands not included in the core encoded audio signal, and an audio signal former for forming an output signal comprising the parameters, the core encoded audio signal, and the phase correction data can form an encoder for bandwidth extension.

All of the previously described embodiments may be seen in total or in combination, for example in an encoder and/or a decoder for bandwidth extension with a phase correction of the decoded audio signal. Alternatively, it is also possible to view all of the described embodiments independently without respect to each other.

Embodiments of the present invention will be discussed subsequently referring to the enclosed drawings, wherein;

Fig. 1a shows the magnitude spectrum of a violin signal in a time frequency representation;

Fig. 1b shows the phase spectrum corresponding to the magnitude spectrum of Fig. 1a;
Fig. 1c shows the magnitude spectrum of a trombone signal in the QMF domain in a time frequency representation;

Fig. 1d shows the phase spectrum corresponding to the magnitude spectrum of Fig. 1c;

Fig. 2 shows a time frequency diagram comprising time frequency tiles (e.g. QMF bins, Quadrature Mirror Filter bank bins), defined by a time frame and a subband;

Fig. 3a shows an exemplary frequency diagram of an audio signal, wherein the magnitude of the frequency is depicted over ten different subbands;

Fig. 3b shows an exemplary frequency representation of the audio signal after reception, e.g. during a decoding process at an intermediate step;

Fig. 3c shows an exemplary frequency representation of the reconstructed audio signal $Z(k,n)$;

Fig. 4a shows a magnitude spectrum of the violin signal in the QMF domain using direct copy-up SBR in a time-frequency representation;

Fig. 4b shows a phase spectrum corresponding to the magnitude spectrum of Fig. 4a;

Fig. 4c shows a magnitude spectrum of a trombone signal in the QMF domain using direct copy-up SBR in a time-frequency representation;

Fig. 4d shows the phase spectrum corresponding to the magnitude spectrum of Fig. 4c;

Fig. 5 shows a time-domain representation of a single QMF bin with different phase values;
Fig. 6 shows a time-domain and frequency-domain presentation of a single, which has one non-zero frequency band and the phase changing with a fixed value, $\pi/4$ (upper) and $3\pi/4$ (lower);

Fig. 7 shows a time-domain and a frequency-domain presentation of a signal, which has one non-zero frequency band and the phase is changing randomly;

Fig. 8 shows the effect described regarding Fig. 6 in a time frequency representation of four time frames and four frequency subbands, where only the third subband comprises a frequency different from zero;

Fig. 9 shows a time-domain and a frequency-domain presentation of a signal, which has one non-zero temporal frame and the phase is changing with a fixed value, $\pi/4$ (upper) and $3\pi/4$ (lower);

Fig. 10 shows a time-domain and a frequency-domain presentation of a signal, which has one non-zero temporal frame and the phase is changing randomly;

Fig. 11 shows a time frequency diagram similar to the time frequency diagram shown in Fig. 8, where only the third time frame comprises a frequency different from zero;

Fig. 12a shows a phase derivative over time of the violin signal in the QMF domain in a time-frequency representation;

Fig. 12b shows the phase derivative frequency corresponding to the phase derivative over time shown in Fig. 12a;

Fig. 12c shows the phase derivative over time of the trombone signal in the QMF domain in a time-frequency representation;

Fig. 12d shows the phase derivative over frequency of the corresponding phase derivative over time of Fig. 12c;
Fig. 13a shows the phase derivative over time of the violin signal in the QMF domain using direct copy-up SBR in a time-frequency representation;

Fig. 13b shows the phase derivative over frequency corresponding to the phase derivative over time shown in Fig. 13a;

Fig. 13c shows the phase derivative over time of the trombone signal in the QMF domain using direct copy-up SBR in a time-frequency representation;

Fig. 13d shows the phase derivative over frequency corresponding to the phase derivative over time shown in Fig. 13c;

Fig. 14a shows schematically four phases of, e.g. subsequent time frames or frequency subbands, in a unit circle;

Fig. 14b shows the phases illustrated in Fig. 14a after SBR processing and, in dashed lines, the corrected phases;

Fig. 15 shows a schematic block diagram of an audio processor 50;

Fig. 16 shows the audio processor in a schematic block diagram according to a further embodiment;

Fig. 17 shows a smoothened error in the PDT of the violin signal in the QMF domain using direct copy-up SBR in a time-frequency representation;

Fig. 18a shows an error in the PDT of the violin signal in the QMF domain for the corrected SBR in a time-frequency representation;

Fig. 18b shows the phase derivative over time corresponding to the error shown in Fig. 18a;

Fig. 19 shows a schematic block diagram of a decoder;

Fig. 20 shows a schematic block diagram of an encoder;
Fig. 21 shows a schematic block diagram of a data stream which may be an audio signal;

Fig. 22 shows the data stream of Fig. 21 according to a further embodiment;

Fig. 23 shows a schematic block diagram of a method for processing an audio signal;

Fig. 24 shows a schematic block diagram of a method for decoding an audio signal;

Fig. 25 shows a schematic block diagram of a method for encoding an audio signal;

Fig. 26 shows a schematic block diagram of an audio processor according to a further embodiment;

Fig. 27 shows a schematic block diagram of the audio processor according to a preferred embodiment;

Fig. 28a shows a schematic block diagram of a phase corrector in the audio processor illustrating signal flow in more detail;

Fig. 28b shows the steps of the phase correction from another point of view compared to Figs. 26-28a;

Fig. 29 shows a schematic block diagram of a target phase measure determiner in the audio processor illustrating the target phase measure determiner in more detail;

Fig. 30 shows a schematic block diagram of a target spectrum generator in the audio processor illustrating the target spectrum generator in more detail;

Fig. 31 shows a schematic block diagram of a decoder;

Fig. 32 shows a schematic block diagram of an encoder;
Fig. 33 shows a schematic block diagram of a data stream which may be an audio signal;

Fig. 34 shows a schematic block diagram of a method for processing an audio signal;

Fig. 35 shows a schematic block diagram of a method for decoding an audio signal;

Fig. 36 shows a schematic block diagram of a method for decoding an audio signal;

Fig. 37 shows an error in the phase spectrum of the trombone signal in the QMF domain using direct copy-up SBR in a time-frequency representation;

Fig. 38a shows the error in the phase spectrum of the trombone signal in the QMF domain using corrected SBR in a time-frequency representation;

Fig. 38b shows the phase derivative over frequency corresponding to the error shown in Fig. 38a;

Fig. 39 shows a schematic block diagram of a calculator;

Fig. 40 shows a schematic block diagram of the calculator illustrating the signal flow in the variation determiner in more detail;

Fig. 41 shows a schematic block diagram of the calculator according to a further embodiment;

Fig. 42 shows a schematic block diagram of a method for determining phase correction data for an audio signal;

Fig. 43a shows a standard deviation of the phase derivative over time of the violin signal in the QMF domain in a time-frequency representation;
Fig. 43b shows the standard deviation of the phase derivative over frequency corresponding to the standard deviation of the phase derivative over time shown with respect to Fig. 43a;

Fig. 43c shows the standard deviation of the phase derivative over time of the trombone signal in the QMF domain in a time-frequency representation;

Fig. 43d shows the standard deviation of the phase derivative over frequency corresponding to the standard deviation of the phase derivative over time shown in Fig. 43c;

Fig. 44a shows the magnitude of a violin + clap signal in the QMF domain in a time-frequency representation;

Fig. 44b shows the phase spectrum corresponding to the magnitude spectrum shown in Fig. 44a;

Fig. 45a shows a phase derivative over time of the violin + clap signal in the QMF domain in a time-frequency representation;

Fig. 45b shows the phase derivative over frequency corresponding to the phase derivative over time shown in Fig. 45a;

Fig. 46a shows a phase derivative over time of the violin + clap signal in the QMF domain using corrected SBR in a time frequency representation;

Fig. 46b shows the phase derivative over frequency corresponding to the phase derivative over time shown in Fig. 48a;

Fig. 47 shows the frequencies of the QMF bands in a time-frequency representation;

Fig. 48a shows the frequencies of the QMF bands direct copy-up SBR compared to the original frequencies shown in a time-frequency representation;
Fig. 48b shows the frequencies of the QMF band using corrected SBR compared to the original frequencies in a time-frequency representation;

Fig. 49 shows estimated frequencies of the harmonics compared to the frequencies of the QMF bands of the original signal in a time-frequency representation;

Fig. 50a shows the error in the phase derivative over time of the violin signal in the QMF domain using corrected SBR with compressed correction data in a time-frequency representation;

Fig. 50b shows the phase derivative over time corresponding to the error of the phase derivative over time shown in Fig. 50a;

Fig. 51a shows the waveform of the trombone signal in a time diagram;

Fig. 51b shows the time domain signal corresponding to the trombone signal in Fig. 51a that contains only estimated peaks; wherein the positions of the peaks have been obtained using the transmitted metadata;

Fig. 52a shows the error in the phase spectrum of the trombone signal in the QMF domain using corrected SBR with compressed correction data in a time-frequency representation;

Fig. 52b shows the phase derivative over frequency corresponding to the error in the phase spectrum shown in Fig. 52a;

Fig. 53 shows a schematic block diagram of a decoder;

Fig. 54 shows a schematic block diagram according to a preferred embodiment;

Fig. 55 shows a schematic block diagram of the decoder according to a further embodiment;

Fig. 56 shows a schematic block diagram of an encoder;
Fig. 57 shows a block diagram of a calculator which may be used in the encoder shown in Fig. 56;

Fig. 58 shows a schematic block diagram of a method for decoding an audio signal; and

Fig. 59 shows a schematic block diagram of a method for encoding an audio signal.

In the following, embodiments of the invention will be described in further detail. Elements shown in the respective figures having the same or a similar functionality will have associated therewith the same reference signs.

Embodiments of the present invention will be described with regard to a specific signal processing. Therefore, Figs. 1-14 describe the signal processing applied to the audio signal. Even though the embodiments are described with respect to this special signal processing, the present invention is not limited to this processing and can be further applied to many other processing schemes as well. Furthermore, Figs. 15-25 show embodiments of an audio processor which may be used for horizontal phase correction of the audio signal. Figs. 26-38 show embodiments of an audio processor which may be used for vertical phase correction of the audio signal. Moreover, Figs. 39-52 show embodiments of a calculator for determining phase correction data for an audio signal. The calculator may analyze the audio signal and determine which of the previously mentioned audio processors are applied or, if none of the audio processors is suitable for the audio signal, to apply none of the audio processors to the audio signal. Figs. 53-59 show embodiments of a decoder and an encoder which may comprise the second processor and the calculator.

1 Introduction

Perceptual audio coding has proliferated as mainstream enabling digital technology for all types of applications that provide audio and multimedia to consumers using transmission or storage channels with limited capacity. Modern perceptual audio codecs are required to deliver satisfactory audio quality at increasingly low bit rates. In turn, one has to put up with certain coding artifacts that are most tolerable by the majority of listeners. Audio
Bandwidth Extension (BWE) is a technique to artificially extend the frequency range of an audio coder by spectral translation or transposition of transmitted lowband signal parts into the highband at the price of introducing certain artifacts.

The finding is that some of these artifacts are related to the change of the phase derivative within the artificially extended highband. One of these artifacts is the alteration of phase derivative over frequency (see also "vertical" phase coherence) [8]. Preservation of said phase derivative is perceptually important for tonal signals having a pulse-train like time domain waveform and a rather low fundamental frequency. Artifacts related to a change of the vertical phase derivative correspond to a local dispersion of energy in time and are often found in audio signals which have been processed by BWE techniques. Another artifact is the alteration of the phase derivative over time (see also "horizontal" phase coherence) which is perceptually important for overtone-rich tonal signals of any fundamental frequency. Artifacts related to an alteration of the horizontal phase derivative correspond to a local frequency offset in pitch and are often found in audio signals which have been processed by BWE techniques.

The present invention presents means for readjusting either the vertical or horizontal phase derivative of such signals when this property has been compromised by application of so-called audio bandwidth extension (BWE). Further means are provided to decide if a restoration of the phase derivative is perceptually beneficial and whether adjusting the vertical or horizontal phase derivative is perceptually preferable.

Bandwidth-extension methods, such as spectral band replication (SBR) [9], are often used in low-bit-rate codecs. They allow transmitting only a relatively narrow low-frequency region alongside with parametric information about the higher bands. Since the bit rate of the parametric information is small, significant improvement in the coding efficiency can be obtained.

Typically the signal for the higher bands is obtained by simply copying it from the transmitted low-frequency region. The processing is usually performed in the complex-modulated quadrature-mirror-filter-bank (QMF) [10] domain, which is assumed also in the following. The copied-up signal is processed by multiplying the magnitude spectrum of it with suitable gains based on the transmitted parameters. The aim is to obtain a similar magnitude spectrum as that of the original signal. On the contrary, the phase spectrum of the copied-up signal is typically not processed at all, but, instead, the
copied-up phase spectrum is directly used.

The perceptual consequences of using directly the copied-up phase spectrum is investigated in the following. Based on the observed effects, two metrics for detecting the perceptually most significant effects are suggested. Moreover, methods how to correct the phase spectrum based on them are suggested. Finally, strategies for minimizing the amount of transmitted parameter values for performing the correction are suggested.

The present invention is related to the finding that preservation or restoration of the phase derivative is able to remedy prominent artifacts induced by audio bandwidth extension (BWE) techniques. For instance, typical signals, where the preservation of the phase derivative is important, are tones with rich harmonic overtone content, such as voiced speech, brass instruments or bowed strings.

The present invention further provides means to decide if - for a given signal frame - a restoration of the phase derivative is perceptually beneficial and whether adjusting the vertical or horizontal phase derivative is perceptually preferable.

The invention teaches an apparatus and a method for phase derivative correction in audio codecs using BWE techniques with the following aspects:

1. Quantification of the "importance" of phase derivative correction
2. Signal dependent prioritization of either vertical ("frequency") phase derivative correction or horizontal ("time") phase derivative correction
3. Signal dependent switching of correction direction ("frequency" or "time")
4. Dedicated vertical phase derivative correction mode for transients
5. Obtaining stable parameters for a smooth correction
6. Compact side information transmission format of correction parameters

Presentation of signals in the QMF domain

A time-domain signal \( x(m) \), where \( m \) is discrete time, can be presented in the time-frequency domain, e.g. using a complex-modulated Quadrature Mirror Filter bank (QMF). The resulting signal is \( X(k,n) \), where \( k \) is the frequency band index and \( n \) the temporal frame index. The QMF of 64 bands and the sampling frequency \( f_s \) of 48 kHz are assumed for visualizations and embodiments. Thus, the bandwidth \( f_{BW} \) of each frequency band is
875 Hz and the temporal hop size \( t_{\text{hop}} \) (17 in Fig. 2) is 1.33 ms. However, the processing is not limited to such a transform. Alternatively, an MDCT (Modified Discrete Cosine Transform) or a DFT (Discrete Fourier Transform) may be used instead.

The resulting signal is \( X(k, n) \), where \( k \) is the frequency band index and \( n \) the temporal frame index. \( X(k, n) \) is a complex signal. Thus, it can also be presented using the magnitude \( X^{\text{mag}}(k, n) \) and the phase components \( X^{\text{pha}}(k, n) \) with \( j \) being the complex number

\[
X(k, n) = X^{\text{mag}}(k, n) e^{jX^{\text{pha}}(k, n)}, \tag{1}
\]

The audio signals are presented mostly using \( X^{\text{mag}}(k, n) \) and \( X^{\text{pha}}(k, n) \) (see Fig. 1 for two examples).

Fig. 1a shows a magnitude spectrum \( X^{\text{mag}}(k, n) \) of a violin signal, wherein Fig. 1b shows the corresponding phase spectrum \( X^{\text{pha}}(k, n) \), both in the QMF domain. Furthermore, Fig. 1c shows a magnitude spectrum \( X^{\text{mag}}(k, n) \) of a trombone signal, wherein Fig. 1d shows the corresponding phase spectrum again in the corresponding QMF domain. With regard to the magnitude spectra in Figs. 1a and 1c, the color gradient indicates a magnitude from red = 0 dB to blue = -80 dB. Furthermore, for the phase spectra in Figs. 1b and 1d, the color gradient indicates phases from red = \( \pi \) to blue = \( -\pi \).

3 Audio data

The audio data used to show an effect of a described audio processing are named 'trombone' for an audio signal of a trombone, 'violin' for an audio signal of a violin, and 'violin+clap' for the violin signal with a hand clap added in the middle.

4 Basic operation of SBR

Fig. 2 shows a time frequency diagram 5 comprising time frequency tiles 10 (e.g. QMF bins, Quadrature Mirror Filter bank bins), defined by a time frame 15 and a subband 20. An audio signal may be transformed into such a time frequency representation using a QMF (Quadrature Mirror Filter bank) transform, an MDCT (Modified Discrete Cosine Transform), or a DFT (Discrete Fourier Transform). The division of the audio signal in time
frames may comprise overlapping parts of the audio signal. In the lower part of Fig. 1, a single overlap of time frames \( t_5 \) is shown, where at maximum two time frames overlap at the same time. Furthermore, i.e. if more redundancy is needed, the audio signal can be divided using multiple overlap as well. In a multiple overlap algorithm three or more time frames may comprise the same part of the audio signal at a certain point of time. The duration of an overlap is the hop size \( t_{hop} \).

Assuming a signal \( X(k, n) \), the bandwidth-extended (BWE) signal \( Z(k, n) \) is obtained from the input signal \( X(k, n) \) by copying up certain parts of the transmitted low-frequency band. An SBR algorithm starts by selecting a frequency region to be transmitted. In this example, the bands from 1 to 7 are selected:

\[
V_1 \leq k \leq 7 : X^{\text{trans}}(k, n) = X(k, n).
\]  

The amount of frequency bands to be transmitted depends on the desired bit rate. The figures and the equations are produced using 7 bands, and from 5 to 11 bands are used for the corresponding audio data. Thus, the cross-over frequencies between the transmitted frequency region and the higher bands are from 1875 to 4125 Hz, respectively. The frequency bands above this region are not transmitted at all, but instead, parametric metadata is created for describing them. \( X^{\text{trans}}(k, \cdot) \) is coded and transmitted. For the sake of simplicity, it is assumed that the coding does not modify the signal in any way, even though it has to be seen that the further processing is not limited to the assumed case.

In the receiving end, the transmitted frequency region is directly used for the corresponding frequencies.

For the higher bands, the signal may be created somehow using the transmitted signal. One approach is simply to copy the transmitted signal to higher frequencies. A slightly modified version is used here. First, a baseband signal is selected. It could be the whole transmitted signal, but in this embodiment the first frequency band is omitted. The reason for this is that the phase spectrum was noticed to be irregular for the first band in many cases. Thus, the baseband to be copied up is defined as

\[
V_1 \leq k \leq 6 : X^{\text{base}}(k, n) = X^{\text{trans}}(k + 1, n).
\]
Other bandwidths can also be used for the transmitted and the baseband signals. Using the baseband signal, raw signals for the higher frequencies are created

\[ y_{\text{raw}}(k,n,i) = A_{\text{base}}(l, n), \quad (4) \]

where \( y_{\text{raw}}(k,n,i) \) is the complex QMF signal for the frequency patch \( i \). The raw frequency-patch signals are manipulated according to the transmitted metadata by multiplying them with gains \( g(k,n,i) \)

\[ y(k,n,i) = v_{\text{raw}}(k, n, i) g(k, n, i). \quad (5) \]

It should be noted that the gains are real valued, and thus, only the magnitude spectrum is affected and thereby adapted to a desired target value. Known approaches show how the gains are obtained. The target phase remains non-corrected in said known approaches.

The final signal to be reproduced is obtained by concatenating the transmitted and the patch signals for seamlessly extending the bandwidth to obtain a BWE signal of the desired bandwidth. In this embodiment, \( i = 7 \) is assumed.

\[ z(k,n) = x_{\text{trans}}(k,n), \]
\[ z(k + 6i + 1, n) = y(k,n,i). \quad (6) \]

Fig. 3 shows the described signals in a graphical representation. Fig. 3a shows an exemplary frequency diagram of an audio signal, wherein the magnitude of the frequency is depicted over ten different subbands. The first seven subbands reflect the transmitted frequency bands \( x_{\text{trans}}(l, n) \) 25. The baseband \( x_{\text{base}}(l, n) \) 30 is derived therefrom by choosing the second to the seventh subbands. Fig. 3a shows the original audio signal, i.e., the audio signal before transmission or encoding. Fig. 3b shows an exemplary frequency representation of the audio signal after reception, e.g., during a decoding process at an intermediate step. The frequency spectrum of the audio signal comprises the transmitted frequency bands 25 and seven baseband signals 30 copied to higher subbands of the frequency spectrum forming an audio signal 32 comprising frequencies higher than the frequencies in the baseband. The complete baseband signal is also referred to as a frequency patch. Fig. 3c shows a reconstructed audio signal \( z(k,n) \) 35. Compared to Fig. 3b, the patches of baseband signals are multiplied individually by a gain factor. Therefore, the frequency spectrum of the audio signal comprises the main frequency spectrum 25.
and a number of magnitude corrected patches $Y(k, n, 1)$ 40. This patching method is referred to as direct copy-up patching. Direct copy-up patching is exemplarily used to describe the present invention, even though the invention is not limited to such a patching algorithm. A further patching algorithm which may be used is, e.g. a harmonic patching algorithm.

It is assumed that the parametric representation of the higher bands is perfect, i.e., the magnitude spectrum of the reconstructed signal is identical to that of the original signal

$$Z^\text{mag} (k, n) = X^\text{mag} (k, n).$$

However, it should be noted that the phase spectrum is not corrected in any way by the algorithm, so it is not correct even if the algorithm worked perfectly. Therefore, embodiments show how to additionally adapt and correct the phase spectrum of $Z(k, n)$ to a target value such that an improvement of the perceptual quality is obtained. In embodiments, the correction can be performed using three different processing modes, "horizontal", "vertical" and "transient". These modes are separately discussed in the following.

$Z^\text{mag} (k, n)$ and $Z^\text{pha} (k, n)$ are depicted in Fig. 4 for the violin and the trombone signals. Fig. 4 shows exemplary spectra of the reconstructed audio signal 35 using spectral bandwidth replication (SBR) with direct copy-up patching. The magnitude spectrum $Z^\text{mag} (k, n)$ of a violin signal is shown in Fig. 4a, wherein Fig. 4b shows the corresponding phase spectrum $Z^\text{pha} (k, n)$. Figs. 4c and 4d show the corresponding spectra for a trombone signal. All of the signals are presented in the QMF domain. As already seen in Fig. 1, the color gradient indicates a magnitude from red = 0 dB to blue = -80 dB, and a phase from red = $\pi$ to blue = $-\pi$. It can be seen that their phase spectra are different than the spectra of the original signals (see Fig. 1). Due to SBR, the violin is perceived to contain inharmonicity and the trombone to contain modulating noises at the cross-over frequencies. However, the phase plots look quite random, and it is really difficult to say how different they are, and what the perceptual effects of the differences are. Moreover, sending correction data for this kind of random data is not feasible in coding applications that require low bit rate. Thus, understanding the perceptual effects of the phase spectrum and finding metrics for describing them are needed. These topics are discussed in the following sections.
5 Meaning of the phase spectrum in the QMF domain

Often it is thought that the index of the frequency band defines the frequency of a single tonal component, the magnitude defines the level of it, and the phase defines the ‘timing’ of it. However, the bandwidth of a QMF band is relatively large, and the data is oversampled. Thus, the interaction between the time-frequency tiles (i.e., QMF bins) actually defines all of these properties.

A time-domain presentation of a single QMF bin with three different phase values, i.e., \( \chi^{\text{mag}}(3,l) = 1 \) and \( \chi^{\text{pha}}(3,l) \sim 0, \pi/2, \pi \) is depicted in Fig. 5. The result is a sinc-like function with the length of 13.3 ms. The exact shape of the function is defined by the phase parameter.

Considering a case where only one frequency band is non-zero for all temporal frames, i.e.,

\[
\forall n \in \mathbb{N} : \chi^{\text{mag}}(3,n) = 1 ,
\]

(8)

By changing the phase between the temporal frames with a fixed value \( a \), i.e.,

\[
\chi^{\text{pha}}(k,n) = \chi^{\text{pha}}(k,n - 1) + a ,
\]

(9)

a sinusoid is created. The resulting signal (i.e., the time-domain signal after inverse QMF transform) is presented in Fig. 6 with the values of \( a = \pi/4 \) (top) and \( 3\pi/4 \) (bottom). It can be seen that the frequency of the sinusoid is affected by the phase change. The frequency domain is shown on the right, wherein the time domain of the signal is shown on the left of Fig. 6.

Correspondingly, if the phase is selected randomly, the result is narrow-band noise (see Fig. 7). Thus, it can be said that the phase of a QMF bin is controlling the frequency content inside the corresponding frequency band.

Fig. 8 shows the effect described regarding Fig. 6 in a time frequency representation of four time frames and four frequency subbands, where only the third subband comprises a frequency different from zero. This results in the frequency domain signal from Fig. 6,
presented schematically on the right of Fig. 8, and in the time domain representation of Fig. 8 presented schematically at the bottom of Fig. 8.

Considering a case where only one temporal frame is non-zero for all frequency bands, i.e.,

$$\forall k \in \mathbb{N} : X^m_{n+}(k, 3) = 1.$$  \hspace{1cm} (10)

By changing the phase between the frequency bands with a fixed value $\alpha$, i.e.,

$$X^p\beta_{n}(k, n) = X^p\beta_{n+1}(k - l, n) + \alpha,$$ \hspace{1cm} (11)

a transient is created. The resulting signal (i.e., the time-domain signal after inverse QMF transform) is presented in Fig. 9 with the values of $\alpha = \pi/4$ (top) and $3\pi/4$ (bottom). It can be seen that the temporal position of the transient is affected by the phase change. The frequency domain is shown on the right of Fig. 9, wherein the time domain of the signal is shown on the left of Fig. 9.

Correspondingly, if the phase is selected randomly, the result is a short noise burst (see Fig. 10). Thus, it can be said that the phase of a QMF bin is also controlling the temporal positions of the harmonics inside the corresponding temporal frame.

Fig. 11 shows a time frequency diagram similar to the time frequency diagram shown in Fig. 8. In Fig. 11, only the third time frame comprises values different from zero having a time shift of $\pi/4$ from one subband to another. Transformed into a frequency domain, the frequency domain signal from the right side of Fig. 9 is obtained, schematically presented on the right side of Fig. 11. A schematic of a time domain representation of the left part of Fig. 9 is shown at the bottom of Fig. 11. This signal results by transforming the time frequency domain into a time domain signal.

6 Measures for describing perceptually relevant properties of the phase spectrum

As discussed in Section 4, the phase spectrum in itself looks quite messy, and it is difficult to see directly what its effect on perception is. Section 5 presented two effects that can be caused by manipulating the phase spectrum in the QMF domain: (a) constant phase change over time produces a sinusoid and the amount of phase change controls the
frequency of the sinusoid, and (b) constant phase change over frequency produces a transient and the amount of phase change controls the temporal position of the transient.

The frequency and the temporal position of a partial are obviously significant to human perception, so detecting these properties is potentially useful. They can be estimated by computing the phase derivative over time (PDT)

\[ X^{pt}(k, n) = X^{ph}(k, n + 1) - X^{ph}(k, n) \]  

(12)

and by computing the phase derivative over frequency (PDF)

\[ X^{pf}(k, n) = X^{ph}(k + 1, n) - X^{ph}(k, n). \]  

(13)

\( X^{pt}(k, n) \) is related to the frequency and \( X^{pf}(k, n) \) to the temporal position of a partial. Due to the properties of the QMF analysis (how the phases of the modulators of the adjacent temporal frames match at the position of a transient), \( \pi \) is added to the even temporal frames of \( X^{pf}(k, n) \) in the figures for visualization purposes in order to produce smooth curves.

Next it is inspected how these measures look like for our example signals. Fig. 12 shows the derivatives for the violin and the trombone signals. More specifically, Fig. 12a shows a phase derivative over time \( X^{pt}(k, n) \) of the original, i.e. non-processed, violin audio signal in the QMF domain. Fig. 12b shows a corresponding phase derivative over frequency \( X^{pf}(k, n) \). Figs. 12c and 12d show the phase derivative over time and the phase derivative over frequency for a trombone signal, respectively. The color gradient indicates phase values from red = \( \pi \) to blue = - \( \pi \). For the violin, the magnitude spectrum is basically noise until about 0.13 seconds (see Fig. 1) and hence the derivatives are also noisy. Starting from about 0.13 seconds \( X^{pt} \) appears to have relatively stable values over time. This would mean that the signal contains strong, relatively stable, sinusoids. The frequencies of these sinusoids are determined by the \( X^{pf} \) values. On the contrary, the \( X^{pf} \) plot appears to be relatively noisy, so no relevant data is found for the violin using it.

For the trombone, \( X^{pt} \) is relatively noisy. On the contrary, the \( X^{pf} \) appears to have about the same value at all frequencies. In practice, this means that all the harmonic
components are aligned in time producing a transient-like signal. The temporal locations of the transients are determined by the $X^{\rho_{df}}$ values.

The same derivatives can also be computed for the SBR-processed signals $Z_{f(k, n)}$ (see Fig. 13). Figs. 13a to 13d are directly related to Figs. 12a to 12d, derived by using the direct copy-up SBR algorithm described previously. As the phase spectrum is simply copied from the baseband to the higher patches, PDTs of the frequency patches are identical to that of the baseband. Thus, for the violin, PDT is relatively smooth over time producing stable sinusoids, as in the case of the original signal. However, the values of $Z^{\rho_{d}}$ are different than those with the original signal $X^{\rho_{d}}$, which causes that the produced sinusoids have different frequencies than in the original signal. The perceptual effect of this is discussed in Section 7.

Correspondingly, PDF of the frequency patches is otherwise identical to that of the baseband, but at the cross-over frequencies the PDF is, in practice, random. At the cross-over, the PDF is actually computed between the last and the first phase value of the frequency patch, i.e.,

$$Z^{\rho_{d}t}(7, n) = Z^{\rho_{a}}(8, n) - Z^{\rho_{a}}(7, n) = Y^{\rho_{a}}(1, n, i) - Y^{\rho_{a}}(6, n, i)$$ (14)

These values depend on the actual PDF and the cross-over frequency, and they do not match with the values of the original signal.

For the trombone, the PDF values of the copied-up signal are correct apart from the cross-over frequencies. Thus, the temporal locations of the most of the harmonics are in the correct places, but the harmonics at the cross-over frequencies are practically at random locations. The perceptual effect of this is discussed in Section 7.

7 Human perception of phase errors

Sounds can roughly be divided into two categories: harmonic and noise-like signals. The noise-like signals have, already by definition, noisy phase properties. Thus, the phase errors caused by SBR are assumed not to be perceptually significant with them. Instead, it is concentrated on harmonic signals. Most of the musical instruments, and also speech, produce harmonic structure to the signal, i.e., the tone contains strong sinusoidal components spaced in frequency by the fundamental frequency.
Human hearing is often assumed to behave as if it contained a bank of overlapping band-pass filters, referred to as the auditory filters. Thus, the hearing can be assumed to handle complex sounds so that the partial sounds inside the auditory filter are analyzed as one entity. The width of these filters can be approximated to follow the equivalent rectangular bandwidth (ERB) [11], which can be determined according to

$$\text{ERB} = 24.7(4.37 f_c + 1),$$  \hspace{1cm} (15)

where $f_c$ is the center frequency of the band (in kHz). As discussed in Section 4, the cross-over frequency between the baseband and the SBR patches is around 3 kHz. At these frequencies the ERB is about 350 Hz. The bandwidth of a QMF frequency band is actually relatively close to this, 375 Hz. Hence, the bandwidth of the QMF frequency bands can be assumed to follow ERB at the frequencies of interest.

Two properties of a sound that can go wrong due to erroneous phase spectrum were observed in Section 6: the frequency and the timing of a partial component. Concentrate on the frequency, the question is, can human hearing perceive the frequencies of individual harmonics? If it can, then the frequency offset caused by SBR should be corrected, and if not, then correction is not required.

The concept of resolved and unresolved harmonics [12] can be used to clarify this topic. If there is only one harmonic inside the ERB, the harmonic is called resolved. It is typically assumed that the human hearing processes resolved harmonics individually and, thus, is sensitive to the frequency of them. In practice, changing the frequency of resolved harmonics is perceived to cause inharmonicity.

Correspondingly, if there are multiple harmonics inside the ERB, the harmonics are called unresolved. The human hearing is assumed not to process these harmonics individually, but instead, their joint effect is seen by the auditory system. The result is a periodic signal and the length of the period is determined by the spacing of the harmonics. The pitch perception is related to the length of the period, so human hearing is assumed to be sensitive to it. Nevertheless, if all harmonics inside the frequency patch in SBR are shifted by the same amount, the spacing between the harmonics, and thus the perceived pitch, remains the same. Hence, in the case of unresolved harmonics, human hearing does not perceive frequency offsets as inharmonicity.
Timing-related errors caused by SBR are considered next. By timing the temporal position, or the phase, of a harmonic component is meant. This should not be confused with the phase of a QMF bin. The perception of timing-related errors was studied in detail in [13]. It was observed that for the most of the signals human hearing is not sensitive to the timing, or the phase, of the harmonic components. However, there are certain signals with which the human hearing is very sensitive to the timing of the partials. The signals include, for example, trombone and trumpet sounds and speech. With these signals, a certain phase angle takes place at the same time instant with all harmonics. Neural firing rate of different auditory bands were simulated in [13], it was found out that with these phase-sensitive signals the produced neural firing rate is peaky at all auditory bands and that the peaks are aligned in time. Changing the phase of even a single harmonic can change the peakedness of the neural firing rate with these signals. According to the results of the formal listening test, human hearing is sensitive to this [13]. The produced effects are the perception of an added sinusoidal component or a narrowband noise at the frequencies where the phase was modified.

In addition, it was found out that the sensitivity to the timing-related effects depends on the fundamental frequency of the harmonic tone [13]. The lower the fundamental frequency, the larger are the perceived effects. If the fundamental frequency is above about 800 Hz, the auditory system is not sensitive at all to the timing-related effects.

Thus, if the fundamental frequency is low and if the phase of the harmonics is aligned over frequency (which means that the temporal positions of the harmonics are aligned), changes in the timing, or in other words the phase, of the harmonics can be perceived by the human hearing. If the fundamental frequency is high and/or the phase of the harmonics is not aligned over frequency, the human hearing is not sensitive to changes in the timing of the harmonics.

8 Correction methods

In Section 7, it was noted that humans are sensitive to errors in the frequencies of resolved harmonics. In addition, humans are sensitive to errors in the temporal positions of the harmonics if the fundamental frequency is low and if the harmonics are aligned over frequency. SBR can cause both of these errors, as discussed in Section 6, so the
perceived quality can be improved by correcting them. Methods for doing so are suggested in this section.

Fig. 14 schematically illustrates the basic idea of the correction methods. Fig. 14a shows schematically four phases 45a-d of, e.g. subsequent time frames or frequency subbands, in a unit circle. The phases 45a-d are spaced equally by 90°. Fig. 14b shows the phases after SBR processing and, in dashed lines, the corrected phases. The phase 45a before processing may be shifted to the phase angle 45a'. The same applies to the phases 45b to 45d. It is shown that the difference between the phases after processing, i.e. the phase derivative, may be corrupted after SBR processing. For example, the difference between the phases 45a' and 45b' is 110° after SBR processing, which was 90° before processing. The correction methods will change the phase values 45b' to the new phase value 45b* to retrieve the old phase derivative of 90°. The same correction is applied to the phases of 45d* and 45d''.

8.1 Correcting frequency errors - Horizontal phase derivative correction

As discussed in Section 7, humans can perceive an error in the frequency of a harmonic mostly when there is only one harmonic inside one ERB. Furthermore, the bandwidth of a QMF frequency band can be used to estimate ERB at the first cross over. Hence, the frequency has to be corrected only when there is one harmonic inside one frequency band. This is very convenient, since Section 5 showed that, if there is one harmonic per band, the produced PDT values are stable, or slowly changing over time, and can potentially be corrected using low bit rate.

Fig. 15 shows an audio processor 50 for processing an audio signal 55. The audio processor 50 comprises an audio signal phase measure calculator 60, a target phase measure determiner 65 and a phase corrector 70. The audio signal phase measure calculator 60 is configured for calculating a phase measure 80 of the audio signal 55 for a time frame 75. The target phase measure determiner 65 is configured for determining a target phase measure 85 for said time frame 75. Furthermore, the phase corrector is configured for correcting phases 45 of the audio signal 55 for the time frame 75 using the calculated phase measure 80 and the target phase measure 85 to obtain a processed audio signal 90. Optionally, the audio signal 55 comprises a plurality of subband signals 95 for the time frame 75. Further embodiments of the audio processor 50 are described with respect to Fig. 16. According to an embodiment, the target phase measure
determiner 65 is configured for determining a first target phase measure 85a and a second target phase measure 85b for a second subband signal 95b. Accordingly, the audio signal phase measure calculator 60 is configured for determining a first phase measure 80a for the first subband signal 95a and a second phase measure 80b for the second subband signal 95b. The phase corrector is configured for correcting a phase 45a of the first subband signal 95a using the first phase measure 80a of the audio signal 55 and the first target phase measure 85a and to correct a second phase 45b of the second subband signal 95b using the second phase measure 80b of the audio signal 55 and the second target phase measure 85b. Furthermore, the audio processor 50 comprises an audio signal synthesizer 100 for synthesizing the processed audio signal 90 using the processed first subband signal 95a and the processed second subband signal 95b. According to further embodiments, the phase measure 80 is a phase derivative over time. Therefore, the audio signal phase measure calculator 60 may calculate, for each subband 95 of a plurality of subbands, the phase derivative of a phase value 45 of a current time frame 75b and a phase value of a future time frame 75c. Accordingly, the phase corrector 70 can calculate, for each subband 95 of the plurality of subbands of the current time frame 75b, a deviation between the target phase derivative 85 and the phase derivative over time 80, wherein a correction performed by the phase corrector 70 is performed using the deviation.

Embodiments show the phase corrector 70 being configured for correcting subband signals 95 of different subbands of the audio signal 55 within the time frame 75, so that frequencies of corrected subband signals 95 have frequency values being harmonically allocated to a fundamental frequency of the audio signal 55. The fundamental frequency is the lowest frequency occurring in the audio signal 55, or in other words, the first harmonics of the audio signal 55.

Furthermore, the phase corrector 70 is configured for smoothing the deviation 105 for each subband 95 of the plurality of subbands over a previous time frame, the current time frame, and a future time frame 75a to 75c and is configured for reducing rapid changes of the deviation 105 within a subband 95. According to further embodiments, the smoothing is a weighted mean, wherein the phase corrector 70 is configured for calculating the weighted mean over the previous, the current and the future time frames 75a to 75c, weighted by a magnitude of the audio signal 55 in the previous, the current and the future time frame 75a to 75c.
Embodiments show the previously described processing steps vector based. Therefore, the phase corrector 70 is configured for forming a vector of deviations 105, wherein a first element of the vector refers to a first deviation 105a for the first subband 95a of the plurality of subbands and a second element of the vector refers to a second deviation 105b for the second subband 95b of the plurality of subbands from a previous time frame 75a to a current time frame 75b. Furthermore, the phase corrector 70 can apply the vector of deviations 105b the phases 45 of the audio signal 55, wherein the first element of the vector is applied to a phase 45a of the audio signal 55 in a first subband 95a of a plurality of subbands of the audio signal 55 and the second element of the vector is applied to a phase 45b of the audio signal 55 in a second subband 95b of the plurality of subbands of the audio signal 55.

From another point of view, it can be stated that the whole processing in the audio processor 50 is vector-based, wherein each vector represents a time frame 75, wherein each subband 95 of the plurality of subband comprises an element of the vector. Further embodiments focus on the target phase measure determiner which is configured for obtaining a fundamental frequency estimate 85b for a current time frame 75b, wherein the target phase measure determiner 85 is configured for calculating a frequency estimate 85 for each subband of the plurality of subbands for the time frame 75 using the fundamental frequency estimate 85 for the time frame 75. Furthermore, the target phase measure determiner 65 may convert the frequency estimates 85 for each subband 95 of the plurality of subbands into a phase derivative over time using a total number of subbands 95 and a sampling frequency of the audio signal 55. For clarification it has to be noted that the output 85 of the target phase measure determiner 65 may be either the frequency estimate or the phase derivative over time, depending on the embodiment. Therefore, in one embodiment the frequency estimate already comprises the right format for further processing in the phase corrector 70, wherein in another embodiment the frequency estimate has to be converted into a suitable format, which may be a phase derivative over time.

Accordingly, the target phase measure determiner 65 may be seen as vector based as well. Therefore, the target phase measure determiner 65 can form a vector of frequency estimates 85 for each subband 95 of the plurality of subbands, wherein the first element of the vector refers to a frequency estimate 85a for a first subband 95a and a second element of the vector refers to a frequency estimate 85b for a second subband 95b. Additionally, the target phase measure determiner 65 can calculate the frequency...
estimate 85 using multiples of the fundamental frequency, wherein the frequency estimate 85 of the current subband 95 is that multiple of the fundamental frequency which is closest to the center of the subband 95, or wherein the frequency estimate 85 of the current subband is a border frequency of the current subband 95 if none of the multiples of the fundamental frequency are within the current subband 95.

In other words, the suggested algorithm for correcting the errors in the frequencies of the harmonics using the audio processor 50 functions as follows. First, the PDT is computed and the SBR processed signal $Z^{\text{pdt}}$. $Z^{\text{pdt}}(k, n) = Z^{\text{pha}}(k, n + 1) - Z^{\text{pha}}(k, n)$. The difference between it and a target PDT for the horizontal correction is computed next:

$$D^{\text{pdt}}(k, n) = Z^{\text{vdt}}(k, n) - Z^{\text{pdt}}(k, n).$$

At this point the target PDT can be assumed to be equal to the PDT of the input of the input signal

$$Z^{\text{l-dt}}(k, n) = X^{\text{pdt}}(k, n),$$

Later it will be presented how the target PDT can be obtained with a low bit rate.

This value (i.e. the error value 105) is smoothened over time using a Hann window $W(\text{f})$. Suitable length is, for example, 41 samples in the QMF domain (corresponding to an interval of 55 ms). The smoothing is weighted by the magnitude of the corresponding time-frequency tiles

$$D^{\text{pdt}}(k, n) = \text{circmean}(D^{\text{pdt}}(t_c, n + l), W(\text{f})|Z^{\text{mag}}(k, n + l)|), -20 \leq l \leq 20,$$

where $\text{circmean} \{a, b\}$ denotes computing the circular mean for angular values $a$ weighted by values $b$. The smoothened error in the PDT $D^{\text{pdt}}(k, n)$ is depicted in Fig. 17 for the violin signal in the QMF domain using direct copy-up SBR. The color gradient indicates phase values from red $= \pi$ to blue $= -\pi$.

Next, a modulator matrix is created for modifying the phase spectrum in order to obtain the desired PDT
\[ Q^{\text{ha}}(k, n + 1) = Q^{\text{ha}}(k, n) - D^{\text{pdt}}_{\text{sm}}(k, n). \]  

(18)

The phase spectrum is processed using this matrix

\[ z^{\text{pha}}(k, n) = z^{\text{pha}}(k, n) + P^{\text{fe}}(k, n). \]

(19)

Fig. 18a shows the error in the phase derivative over time (PDT) \( D^{\text{pdt}}_{\text{sm}}(k, n) \) of the violin signal in the QMF domain for the corrected SBR. Fig. 18b shows the corresponding phase derivative over time \( Z^{\text{ha}}(k, n) \), wherein the error in the PDT shown in Fig. 18a was derived by comparing the results presented in Fig. 12a with the results presented in Fig. 18b. Again, the color gradient indicates phase values from red = π to blue = -π. The PDT is computed for the corrected phase spectrum \( Z^{\text{ha}}_{\text{ch}}(k, n) \) (see Fig. 18b). It can be seen that the PDT of the corrected phase spectrum reminds the PDT of the original signal well (see Fig. 12), and the error is small for time-frequency tiles containing significant energy (see Fig. 18a). It can be noticed that the inharmonicity of the non-corrected SBR data is largely gone. Furthermore, the algorithm does not seem to cause significant artifacts. Using \( X^d(k, n) \) as a target PDT, it is likely to transmit the PDT-error values \( D^{\text{dt}}_{\text{sm}}(k, n) \) for each time-frequency tile. A further approach calculating the target PDT such that the bandwidth for transmission is reduced is shown in section 9.

In further embodiments, the audio processor 50 may be part of a decoder 110. Therefore, the decoder 110 for decoding an audio signal 55 may comprise the audio processor 50, a core decoder 115, and a patcher 120. The core decoder 115 is configured for core decoding an audio signal 25 in a time frame 75 with a reduced number of subbands with respect to the audio signal 55. The patcher patches a set of subbands 95 of the core decoded audio signal 25 with a reduced number of subbands, wherein the set of subbands forms a first patch 30a, to further subbands in the time frame 75, adjacent b the reduced number of subbands, to obtain an audio signal 55 with a regular number of subbands. Additionally, the audio processor 50 is configured for correcting the phases 45 within the subbands of the first patch 30a according to a target function 85. The audio processor 50 and the audio signal 55 have been described with respect to Figs. 15 and 16, where the reference signs not depicted in Fig. 19 are explained. The audio processor according to the embodiments performs the phase correction. Depending on the embodiments, the audio processor may further comprise a magnitude correction of the
audio signal by a bandwidth extension parameter applicator 125 applying BWE or SBR parameters to the patches. Furthermore, the audio processor may comprise the synthesizer 100, e.g. a synthesis filter bank, for combining, i.e. synthesizing, the subbands of the audio signal to obtain a regular audio file.

According to further embodiments, the patcher 120 is configured for patching a set of subbands 95 of the audio signal 25, wherein the set of subbands forms a second patch, b further subbands of the time frame, adjacent to the first patch and wherein the audio processor 50 is configured for correcting the phase 45 within the subbands of the second patch. Alternatively, the patcher 120 is configured for patching the corrected first patch to further subbands of the time frame, adjacent to the first patch.

In other words, in the first option the patcher builds an audio signal with a regular number of subbands from the transmitted part of the audio signal and thereafter the phases of each patch of the audio signal are corrected. The second option first corrects the phases of the first patch with respect to the transmitted part of the audio signal and thereafter builds the audio signal with the regular number of subbands with the already corrected first patch.

Further embodiments show the decoder 110 comprising a data stream extractor 130 configured for extracting a fundamental frequency 114 of the current time frame 75 of the audio signal 55 from a data stream 135, wherein the data stream further comprises the encoded audio signal 145 with a reduced number of subbands. Alternatively, the decoder may comprise a fundamental frequency analyzer 150 configured for analyzing the core decoded audio signal 25 in order to calculate the fundamental frequency 140. In other words, options for deriving the fundamental frequency 140 are for example an analysis of the audio signal in the decoder or in the encoder, wherein in the latter case the fundamental frequency may be more accurate at the cost of a higher data rate, since the value has to be transmitted from the encoder to the decoder.

Fig. 20 shows an encoder 155 for encoding the audio signal 55. The encoder comprises a core encoder 160 for core encoding the audio signal 55 to obtain a core encoded audio signal 145 having a reduced number of subbands with respect to the audio signal and the encoder comprises a fundamental frequency analyzer 175 for analyzing the audio signal 55 or a low pass filtered version of the audio signal 55 for obtaining a fundamental frequency estimate of the audio signal. Furthermore, the encoder comprises a parameter
extractor 165 for extracting parameters of subbands of the audio signal 55 not included in
the core encoded audio signal 145 and the encoder comprises an output signal former
170 for forming an output signal 135 comprising the core encoded audio signal 145, the
parameters and the fundamental frequency estimate. In this embodiment, the encoder
155 may comprise a low pass filter in front of the core decoder 160 and a high pass filter
185 in front of the parameter extractor 185. According to further embodiments, the output
signal former 170 is configured for forming the output the signal 135 into a sequence of
frames, wherein each frame comprises the core encoded signal 145, the parameters 190,
and wherein only each n-th frame comprising the fundamental frequency estimate 140,
wherein n > 2. In embodiments, the core encoder 160 may be, for example an AAC
(Advanced Audio Coding) encoder.

In an alternative embodiment an intelligent gap filling encoder may be used for encoding
the audio signal 55. Therefore, the core encoder encodes a full bandwidth audio signal,
wherein at least one subband of the audio signal is left out. Therefore, the parameter
extractor 165 extracts parameters for reconstructing the subbands being left out from the
encoding process of the core encoder 160.

Fig. 21 shows a schematic illustration of the output signal 135. The output signal is an
audio signal comprising a core encoded audio signal 145 having a reduced number of
subbands with respect to the original audio signal 55, a parameter 190 representing
subbands of the audio signal not included in the core encoded audio signal 145, and a
fundamental frequency estimate 140 of the audio signal 135 or the original audio signal
55.

Fig. 22 shows an embodiment of the audio signal 135, wherein the audio signal is formed
into a sequence of frames 195, wherein each frame 195 comprises the core encoded
audio signal 145, the parameters 190, and wherein only each n-th frame 195 comprises
the fundamental frequency estimate 140, wherein n ≥ 2. This may describe an equally
spaced fundamental frequency estimate transmission for e.g. every 20th frame, or wherein
the fundamental frequency estimate is transmitted irregularly, e.g. on demand or on
purpose.

Fig. 23 shows a method 2300 for processing an audio signal with a step 2305 "calculating
a phase measure of an audio signal for a time frame with an audio signal phase derivative
calculator", a step 2310 "determining a target phase measure for said time frame with a
target phase derivative determiner", and a step 2315 "correcting phases of the audio signal for the time frame with a phase corrector using the calculating phase measure and the target phase measure to obtain a processed audio signal".

Fig. 24 shows a method 2400 for decoding an audio signal with a step 2405 "decoding an audio signal in a time frame with the reduced number of subbands with respect to the audio signal", a step 2410 "patching a set of subbands of the decoded audio signal with the reduced number of subbands, wherein the set of subbands forms a first patch, to further subbands in the time frame, adjacent to the reduced number of subbands, to obtain an audio signal with a regular number of subbands", and a step 2415 "correcting the phases within the subbands of the first patch according to a target function with the audio process".

Fig. 25 shows a method 2500 for encoding an audio signal with a step 2505 "core encoding the audio signal with a core encoder to obtain a core encoded audio signal having a reduced number of subbands with respect to the audio signal", a step 2510 "analyzing the audio signal or a low pass filtered version of the audio signal with a fundamental frequency analyzer for obtaining a fundamental frequency estimate for the audio signal", a step 2515 "extracting parameters of subbands of the audio signal not included in the core encoded audio signal with a parameter extractor", and a step 2520 "forming an output signal comprising the core encoded audio signal, the parameters, and the fundamental frequency estimate with an output signal former".

The described methods 2300, 2400 and 2500 may be implemented in a program code of a computer program for performing the methods when the computer program runs on a computer.

8.2 Correcting temporal errors – Vertical phase derivative correction

As discussed previously, humans can perceive an error in the temporal position of a harmonic if the harmonics are synced over frequency and if the fundamental frequency is low. In Section 5 it was shown that the harmonics are synced if the phase derivative over frequency is constant in the QMF domain. Therefore, it is advantageous to have at least one harmonic in each frequency band. Otherwise the ‘empty’ frequency bands would have random phases and would disturb this measure. Luckily, humans are sensitive to the temporal location of the harmonics only when the fundamental frequency is low (see
Section 7). Thus, the phase derivate over frequency can be used as a measure for determining perceptually significant effects due to temporal movements of the harmonics.

Fig. 26 shows a schematic block diagram of an audio processor 50' for processing an audio signal 55, wherein the audio processor 50' comprises a target phase measure determiner 65', a phase error calculator 200, and a phase corrector 70'. The target phase measure determiner 65' determines a target phase measure 85' for the audio signal 55 in the time frame 75. The phase error calculator 200 calculates a phase error 105' using a phase of the audio signal 55 in the time frame 75 and the target phase measure 85'. The phase corrector 70' corrects the phase of the audio signal 55 in the time frame using the phase error 105' forming the processed audio signal 90'.

Fig. 27 shows a schematic block diagram of the audio processor 50' according to a further embodiment. Therefore, the audio signal 55 comprises a plurality of subbands 95 for the time frame 75. Accordingly, the target phase measure determiner 65' is configured for determining a first target phase measure 85a' for a first subband signal 95a and a second target phase measure 85b' for a second subband signal 95b. The phase error calculator 200 forms a vector of phase errors 105', wherein a first element of the vector refers to a first deviation 105a' of the phase of the first subband signal 95 and the first target phase measure 85a' and wherein a second element of the vector refers to a second deviation 105b' of the phase of the second subband signal 95b and the second target phase measure 85b'. Furthermore, the audio processor 50' comprises an audio signal synthesizer 100 for synthesizing a corrected audio signal 90' using a corrected first subband signal 90a' and a corrected second subband signal 90b'.

Regarding further embodiments, the plurality of subbands 95 is grouped into a baseband 30 and a set of frequency patches 40, the baseband 30 comprising one subband 95 of the audio signal 55 and the set of frequency patches 40 comprises the at least one subband 95 of the baseband 30 at a frequency higher than the frequency of the at least one subband in the baseband. It has to be noted that the patching of the audio signal has already been described with respect to Fig. 3 and will therefore not be described in detail in this part of the description. As just has been mentioned that the frequency patches 40 may be the raw baseband signal copied to higher frequencies multiplied by a gain factor wherein the phase correction can be applied. Furthermore, according to a preferred embodiment the multiplication of the gain and the phase correction can be switched such that the phases of the raw baseband signal are copied to higher frequencies before being
multiplied by the gain factor. The embodiment further shows the phase error calculator 200 calculating a mean of elements of a vector of phase errors 105' referring to a first patch 40a of the set of frequency patches 40 to obtain an average phase error 105". Furthermore, an audio signal phase derivative calculator 210 is shown for calculating a mean of phase derivatives over frequency 215 for the baseband 30.

Fig. 28a shows a more detailed description of the phase corrector 70' in a block diagram. The phase corrector 70' at the top of Fig. 28a is configured for correcting a phase of the subband signals 95 in the first and subsequent frequency patches 40 of the set of frequency patches. In the embodiment of Fig. 28a it is illustrated that the subbands 95c and 95d belong to patch 40a and subbands 95e and 95f belong to frequency patch 40b. The phases are corrected using a weighted average phase error, wherein the average phase error 105 is weighting according to an index of the frequency patch 40 b, obtain a modified patch signal 40'.

A further embodiment is depicted at the bottom of Fig. 28a. In the top left corner of the phase corrector 70' the already described embodiment is shown for obtaining the modified patch signal 40' from the patches 40 and the average phase error 105". Moreover, the phase corrector 70' calculates in an initialization step a further modified patch signal 40" with an optimized first frequency patch by adding the mean of the phase derivatives over frequency 215, weighted by a current subband index, to the phase of the subband signal with a highest subband index in the baseband 30 of the audio signal 55. For this initialization step, the switch 220a is in its left position. For any further processing step, the switch will be in the other position forming a vertically directed connection.

In a further embodiment, the audio signal phase derivative calculator 210 is configured for calculating a mean of phase derivatives over frequency 215 for a plurality of subband signals comprising higher frequencies than the baseband signal 30 b detect transients in the subband signal 95. It has to be noted that the transient correction is similar to the vertical phase correction of the audio processor 50' with the difference that the frequencies in the baseband 30 do not reflect the higher frequencies of a transient. Therefore, these frequencies have to be taken into consideration for the phase correction of a transient.

After the initialization step, the phase correct 70' is configured for recursively updating, based on the frequency patches 40, the further modified patch signal 40" by adding the
mean of the phase derivatives over frequency 215, weighted by the subband index of the
current subband 95, to the phase of the subband signal with the highest subband index in
the previous frequency patch. The preferred embodiment is a combination of the
previously described embodiments, where the phase corrector 70' calculates a weighted
mean of the modified patch signal 40' and the further modified patch signal 40" to obtain a
combined modified patch signal 40"'. Therefore, the phase corrector 70' recursively
updates, based on the frequency patches 40, a combined modified patch signal 40'' by
adding the mean of the phase derivatives over frequency 215, weighted by the subband
index of the current subband 95 to the phase of the subband signal with the highest
subband index in the previous frequency patch of the combined modified patch signal
40''. To obtain the combined modified patches 40a'', 40b'', etc., the switch 220b is
shifted b the next position after each recursion, starting at the combined modified 48'' for
the initialization step, switching to the combined modified patch 40b''' after the first
recursion and so on.

Furthermore, the phase corrector 70' may calculate a weighted mean of a patch signal 40'
and the modified patch signal 40'' using a circular mean of the patch signal 40' in the
current frequency patch weighted with a first specific weighting function and the modified
patch signal 40'' in the current frequency patch weighted with a second specific weighting
function.

In order to provide an interoperability between the audio processor 50 and the audio
processor 50', the phase corrector 70' may form a vector of phase deviations, wherein the
phase deviations are calculated using a combined modified patch signal 40'' and the
audio signal 55.

Fig. 28b illustrates the steps of the phase correction from another point of view. For a first
time frame 75a, the patch signal 40' is derived by applying the first phase correction mode
on the patches of the audio signal 55. The patch signal 40' is used in the initialization step
of the second correction mode to obtain the modified patch signal 40''. A combination of
the patch signal 40' and the modified patch signal 40'' results in a combined modified
patch signal 40'''.

The second correction mode is therefore applied on the combined modified patch signal
40''' to obtain the modified patch signal 40'' for the second time frame 75b. Additionally,
the first correction mode is applied on the patches of the audio signal 55 in the second
time frame 75b to obtain the patch signal 40'. Again, a combination of the patch signal 40' and the modified patch signal 40" results in the combined modified patch signal 40"'. The processing scheme described for the second time frame is applied to the third time frame 75c and any further time frame of the audio signal 55 accordingly.

Fig. 29 shows a detailed block diagram of the target phase measure determiner 65'. According to an embodiment, the target phase measure determiner 65' comprises a data stream extractor 130' for extracting a peak position 230 and a fundamental frequency of peak positions 235 in a current time frame of the audio signal 55 from a data stream 135. Alternatively, the target phase measure determiner 65' comprises an audio signal analyzer 225 for analyzing the audio signal 55 in the current time frame to calculate a peak position 230 and a fundamental frequency of peak positions 235 in the current time frame. Additionally, the target phase measure determiner comprises a target spectrum generator 240 for estimating further peak positions in the current time frame using the peak position 230 and the fundamental frequency of peak positions 235.

Fig. 30 illustrates a detailed block diagram of the target spectrum generator 240 described in Fig. 29. The target spectrum generator 240 comprises a peak generator 245 for generating a pulse train 265 over time. A signal former 250 adjusts a frequency of the pulse train according to the fundamental frequency of peak positions 235. Furthermore, a pulse positioner 255 adjusts the phase of the pulse train 265 according to the peak position 230. In other words, the signal former 250 changes the form of a random frequency of the pulse train 265 such that the frequency of the pulse train is equal to the fundamental frequency of the peak positions of the audio signal 55. Furthermore, the pulse positioner 255 shifts the phase of the pulse train such that one of the peaks of the pulse train is equal to the peak position 230. Thereafter, a spectrum analyzer 260 generates a phase spectrum of the adjusted pulse train, wherein the phase spectrum of the time domain signal is the target phase measure 85'.

Fig. 31 shows a schematic block diagram of a decoder 110' for decoding an audio signal 55. The decoder 110 comprises a core decoding 115 configured for decoding an audio signal 25 in a time frame of the baseband, and a patcher 120 for patching a set of subbands 95 of the decoded baseband, wherein the set of subbands forms a patch, to further subbands in the time frame, adjacent to the baseband, to obtain an audio signal 32 comprising frequencies higher than the frequencies in the baseband. Furthermore, the
decoder 110' comprises an audio processor 50' for correcting phases of the subbands of
the patch according to a target phase measure.

According to a further embodiment, the patcher 120 is configured for patching the set of
subbands 95 of the audio signal 25, wherein the set of subbands forms a further patch, to
further subbands of the time frame, adjacent to the patch, and wherein the audio
processor 50' is configured for correcting the phases within the subbands of the further
patch. Alternatively, the patcher 120 is configured for patching the corrected patch to
further subbands of the time frame adjacent to the patch.

A further embodiment is related to a decoder for decoding an audio signal comprising a
transient, wherein the audio processor 50' is configured to correct the phase of the
transient. The transient handling is described in other words in section 8.4. Therefore, the
decoder 110 comprises a further audio processor 50' for receiving a further phase
derivative of a frequency and to correct transients in the audio signal 32 using the
received phase derivative or frequency. Furthermore, it has to be noted that the decoder
110' of Fig. 31 is similar to the decoder 110 of Fig. 19, such that the description
concerning the main elements is mutually exchangeable in those cases not related to the
difference in the audio processors 50 and 50'.

Fig. 32 shows an encoder 155' for encoding an audio signal 55. The encoder 155'
comprises a core encoder 160, a fundamental frequency analyzer 175', a parameter
extractor 165, and an output signal former 170. The core encoder 180 is configured for
core encoding the audio signal 55 to obtain a core encoded audio signal 145 having a
reduced number of subbands with respect to the audio signal 55. The fundamental
frequency analyzer 175' analyzes peak positions 230 in the audio signal 55 or a low pass
filtered version of the audio signal for obtaining a fundamental frequency estimate of peak
positions 235 in the audio signal. Furthermore, the parameter extractor 185 extracts
parameters 190 of subbands of the audio signal 55 not included in the core encoded
audio signal 145 and the output signal former 170 forms an output signal 135 comprising
the core encoded audio signal 145, the parameters 190, the fundamental frequency of
peak positions 235, and one of the peak positions 230. According to embodiments, the
output signal former 170 is configured to form the output signal 135 into a sequence of
frames, wherein each frame comprises the core encoded audio signal 145, the
parameters 190, and wherein only each n-th frame comprises the fundamental frequency
estimate of peak positions 235 and the peak position 230, wherein n ≥ 2.
Fig. 33 shows an embodiment of the audio signal 135 comprising a core encoded audio signal 145 comprising a reduced number of subbands with respect to the original audio signal 55, the parameter 190 representing subbands of the audio signal not included in the core encoded audio signal, a fundamental frequency estimate of peak positions 235, and a peak position estimate 230 of the audio signal 55. Alternatively, the audio signal 135 is formed into a sequence of frames, wherein each frame comprises the core encoded audio signal 145, the parameters 190, and wherein only each n-th frame comprises the fundamental frequency estimate of peak positions 235 and the peak position 230, wherein n ≥ 2. The idea has already been described with respect to Fig. 22.

Fig. 34 shows a method 3400 for processing an audio signal with an audio processor. The method 3400 comprises a step 3405 "determining a target phase measure for the audio signal in a time frame with a target phase measure", a step 3410 "calculating a phase error with a phase error calculator using the phase of the audio signal in the time frame and the target phase measure", and a step 3415 "correcting the phase of the audio signal in the time frame with a phase corrected using the phase error".

Fig. 35 shows a method 3500 for decoding an audio signal with a decoder. The method 3500 comprises a step 3505 "decoding an audio signal in a time frame of the baseband with a core decoder", a step 3510 "patching a set of subbands of the decoded baseband with a patcher, wherein the set of subbands forms a patch, to further subbands in the time frame, adjacent to the baseband, to obtain an audio signal comprising frequencies higher than the frequencies in the baseband", and a step 3515 "correcting phases with the subbands of the first patch with an audio processor according to a target phase measure".

Fig. 38 shows a method 3600 for encoding an audio signal with an encoder. The method 3600 comprises a step 3605 "core encoding the audio signal with a core encoder to obtain a core encoded audio signal having a reduced number of subbands with respect to the audio signal", a step 3610 "analyzing the audio signal or a low-pass filtered version of the audio signal with a fundamental frequency analyzer for obtaining a fundamental frequency estimate of peak positions in the audio signal", a step 3615 "extracting parameters of subbands of the audio signal not included in the core encoded audio signal with a parameter extractor", and a step 3620 "forming an output signal with an output signal former comprising the core encoded audio signal, the parameters, the fundamental frequency of peak positions, and the peak position".
In other words, the suggested algorithm for correcting the errors in the temporal positions of the harmonics functions as follows. First, a difference between the phase spectra of the target signal and the SBR-processed signal \( Z_{ph}^h(\kappa, n) \) and \( Z_{pha}^h \) is computed

\[
Z_{ph}^h(\kappa, n) = Z_{pha}^h(\kappa, \gamma) - Z_{pha}^h(\kappa, \gamma),
\]

which is depicted in Fig. 37. Fig. 37 shows the error in the phase spectrum \( D_{pha}^h(k, n) \) of the trombone signal in the QMF domain using direct copy-up SBR. At this point the target phase spectrum can be assumed to be equal to that of the input signal

\[
Z_{ph}^h(\kappa, n) = X_{pha}^h(\kappa, n)
\]

Later it will be presented how the target phase spectrum can be obtained with a low bit rate.

The vertical phase derivative correction is performed using two methods, and the final corrected phase spectrum is obtained as a mix of them.

First, it can be seen that the error is relatively constant inside the frequency patch, and the error jumps to a new value when entering a new frequency patch. This makes sense, since the phase is changing with a constant value over frequency at all frequencies in the original signal. The error is formed at the cross-over and the error remains constant inside the patch. Thus, a single value is enough for correcting the phase error for the whole frequency patch. Furthermore, the phase error of the higher frequency patches can be corrected using this same error value after multiplication with the index number of the frequency patch.

Therefore, circular mean of the phase error is computed for the first frequency patch

\[
D_{pha}^a(\kappa) = \text{circmean}\{D_{pha}^h(\kappa, n)\}, 8 \leq k < 13.
\]

The phase spectrum can be corrected using it

\[
Y_{pha}^h(k, n, i) = Y_{pha}^h(k, n, i) - i \cdot D_{pha}^{h}(n)
\]
This raw correction produces an accurate result if the target PDF, e.g. the phase derivative over frequency \( \times_{pdf}(k, n) \), is exactly constant at all frequencies. However, as can be seen in Fig. 12, often there is slight fluctuation over frequency in the value. Thus, better results can be obtained by using enhanced processing at the cross-overs in order to avoid any discontinuities in the produced PDF. In other words, this correction produces correct values for the PDF on average, but there might be slight discontinuities at the cross-over frequencies of the frequency patches. In order to avoid them, the correction method is applied. The final corrected phase spectrum \( Y_{cv}^{ph}(k, n, i) \) is obtained as a mix of two correction methods.

The other correction method begins by computing a mean of the PDF in the baseband

\[
X_{an}^{34n} = \text{circmean}\{X_{p2e}^{pdf}(k, n)\}. \quad (23)
\]

The phase spectrum can be corrected using this measure by assuming that the phase is changing with this average value, i.e.,

\[
Y_{cv2}^{ph}(k, n, 1) = X_{\text{base}}^{ph}(6, n) + k \cdot X_{\text{avg}}^{pdf}(n),
Y_{cv2}^{ph}(k, n, l) = Y_{cv}^{ph}(6, n, i - 1) + k \cdot X_{a}^{ph}(n), \quad (24)
\]

wherein \( Y_{cv}^{ph} \) is the combined patch signal of the two correction methods.

This correction provides good quality at the cross-overs, but can cause a drift in the PDF towards higher frequencies. In order to avoid this, the two correction methods are combined by computing a weighted circular mean of them

\[
Y_{cv}^{ph}(k, n, i) = \text{circmean}\{Y_{cv1}^{ph}(k, n, i, c), W_{c}(k, c)\}, \quad (25)
\]

where \( c \) denotes the correction method \( Y_{cv1}^{ph} \) or \( Y_{cv2}^{ph} \) and \( W_{c}(k, c) \) is the weighting function

\[
W_{c}(k, 1) = [0.2, 0.45, 0.7, 1, 1, 1],
W_{c}(k, 2) = [0.8, 0.55, 0.3, 0, 0, 0].
\]
The resulting phase spectrum $Y_{cv}^{\text{pha}}(k,n,i)$ suffers neither from discontinuities nor drifting. The error compared to the original spectrum and the PDF of the corrected phase spectrum are depicted in Fig. 38. Fig. 38a shows the error in the phase spectrum $D_{cv}^{\text{pha}}(k,n)$ of the trombone signal in the QMF domain using the phase corrected SBR signal, wherein Fig. 38b shows the corresponding phase derivative over frequency $Z_{cv}^{\text{pdf}}(k,n)$. It can be seen that the error is significantly smaller than without the correction, and the PDF does not suffer from major discontinuities. There are significant errors at certain temporal frames, but these frames have low energy (see Fig. 4), so they have insignificant perceptual effect. The temporal frames with significant energy are relatively well corrected. It can be noticed that the artifacts of the non-corrected SBR are significantly mitigated.

The corrected phase spectrum $Z_{cv}^{\text{pha}}(k,n)$ is obtained by concatenating the corrected frequency patches $Y_{cv}^{\text{pha}}(k,n,i)$. To be compatible with the horizontal-correction mode, the vertical phase correction can be presented also using a modulator matrix (see Eq. 18)

$$o^{\text{pha}}(k,n) = Z_{cv}^{\text{pha}}(k,n) - Z_{cv}^{\text{pha}}(k,n),$$  \hspace{1cm} (26b)

8.3 Switching between different phase-correction methods

Sections 8.1 and 8.2 showed that SBR-induced phase errors can be corrected by applying PDT correction to the violin and PDF correction to the trombone. However, it was not considered how to know which one of the corrections should be applied to an unknown signal, or if any of them should be applied. This section proposes a method for automatically selecting the correction direction. The correction direction (horizontal/vertical) is decided based on the variation of the phase derivatives of the input signal.

Therefore, in Fig. 39, a calculator for determining phase correction data for an audio signal 55 is shown. The variation determiner 275 determines the variation of a phase 45 of the audio signal 55 in a first and a second variation mode. The variation comparator 280 compares a first variation 290a determined using the first variation mode and a second variation 290b determined using the second variation mode and a correction data
calculator calculates the phase correction data 2.95 in accordance with the first variation mode or the second variation mode based on a result of the comparer.

Furthermore, the variation determiner 275 may be configured for determining a standard deviation measure of a phase derivative over time (PDT) for a plurality of time frames of the audio signal 55 as the variation 290a of the phase in the first variation mode and for determining a standard deviation measure of a phase derivative over frequency (PDF) for a plurality of subbands of the audio signal 55 as the variation 290b of the phase in the second variation mode. Therefore, the variation comparator 280 compares the measure of the phase derivative over time as the first variation 290a and the measure of the phase derivative over frequency as a second variation 290b for time frames of the audio signal.

Embodiments show the variation determiner 275 for determining a circular standard deviation of a phase derivative over time of a current and a plurality of previous frames of the audio signal 55 as the standard deviation measure and for determining a circular standard deviation of a phase derivative over time of a current and a plurality of future frames of the audio signal 55 for a current time frame as the standard deviation measure. Furthermore, the variation determiner 275 calculates, when determining the first variation 290a, a minimum of both circular standard deviations. In a further embodiment, the variation determiner 275 calculates the variation 290a in the first variation mode as a combination of a standard deviation measure for a plurality of subbands 95 in a time frame 75 to form an averaged standard deviation measure of a frequency. The variation comparator 280 is configured for performing the combination of the standard deviation measures by calculating an energy-weighted mean of the standard deviation measures of the plurality of subbands using magnitude values of the subband signal 95 in the current time frame 75 as an energy measure.

In a preferred embodiment, the variation determiner 275 smoothens the averaged standard deviation measure, when determining the first variation 290a, over the current, a plurality of previous and a plurality of future time frames. The smoothing as weighted according to an energy calculated using corresponding time frames and a windowing function. Furthermore, the variation determiner 275 is configured for smoothing the standard deviation measure, when determining the second variation 290b over the current, a plurality of previous, and a plurality of future time frames 75, wherein the smoothing is weighted according to the energy calculated using corresponding time frames 75 and a windowing function. Therefore, the variation comparator 280 compares...
the smoothened average standard deviation measure as the first variation 290a determined using the first variation mode and compares the smoothened standard deviation measure as the second variation 290b determined using the second variation mode.

A preferred embodiment is depicted in Fig. 40. According to this embodiment, the variation determiner 275 comprises two processing paths for calculating the first and the second variation. A first processing patch comprises a PDT calculator 300a, for calculating the standard deviation measure of the phase derivative over time 305a from the audio signal 55 or the phase of the audio signal. A circular standard deviation calculator 310a determines a first circular standard deviation 315a and a second circular standard deviation 315b from the standard deviation measure of a phase derivative over time 305a. The first and the second circular standard deviations 315a and 315b are compared by a comparator 320. The comparator 320 calculates the minimum 325 of the two circular standard deviation measures 315a and 315b. A combiner combines the minimum 325 over frequency to form an average standard deviation measure 335a. A smoother 340a smoothenes the average standard deviation measurer 335a to form a smooth average standard deviation measure 345a.

The second processing path comprises a PDF calculator 300b for calculating a phase derivative over frequency 305b from the audio signal 55 or a phase of the audio signal. A circular standard deviation calculator 310b forms a standard deviation measures 335b of the phase derivative over frequency 305. The standard deviation measure 305 is smoothened by a smoother 340b to form a smooth standard deviation measure 345b. The smoothened average standard deviation measures 345a and the smoothened standard deviation measure 345b are the first and the second variation, respectively. The variation comparator 280 compares the first and the second variation and the correction data calculator 285 calculates the phase correction data 295 based on the comparing of the first and the second variation.

Further embodiments show the calculator 270 handling three different phase correction modes. A figurative block diagram is shown in Fig. 41. Fig. 41 shows the variation determiner 275 further determining a third variation 290c of the phase of the audio signal 55 in a third variation mode, wherein the third variation mode is a transient detection mode. The variation comparator 280 compares the first variation 290a, determined using the first variation mode, the second variation 290b, determined using the second variation mode.
mode, and the third variation 290c, determined using the third variation. Therefore, the correction data calculator 285 calculates the phase correction data 295 in accordance with the first correction mode, the second correction mode, or the third correction mode, based on a result of the comparing. For calculating the third variation 290c in the third variation mode, the variation comparator 280 may be configured for calculating an instant energy estimate of the current time frame and a time-averaged energy estimate of a plurality of time frames 75. Therefore, the variation comparator 280 is configured for calculating a ratio of the instant energy estimate and the time-averaged energy estimate and is configured for comparing the ratio with a defined threshold to detect transients in a time frame 75.

The variation comparator 280 has to determine a suitable correction mode based on three variations. Based on this decision, the correction data calculator 285 calculates the phase correction data 295 in accordance with a third variation mode if a transient is detected. Furthermore, the correction data calculator 285 calculates the phase correction data 295 in accordance with a first variation mode, if an absence of a transient is detected and if the first variation 290a, determined in the first variation mode, is smaller or equal than the second variation 290b, determined in the second variation mode. Accordingly, the phase correction data 295 is calculated in accordance with the second variation mode, if an absence of a transient is detected and if the second variation 290b, determined in the second variation mode, is smaller than the first variation 290a, determined in the first variation mode.

The correction data calculator is further configured for calculating the phase correction data 295 for the third variation 290c for a current, one or more previous and one or more future time frames. Accordingly, the correction data calculator 285 is configured for calculating the phase correction data 295 for the second variation mode 290b for a current, one or more previous and one or more future time frames. Furthermore, the correction data calculator 285 is configured for calculating correction data 295 for a horizontal phase correction and the first variation mode, calculating correction data 295 for a vertical phase correction in the second variation mode, and calculating correction data 295 for a transient correction in the third variation mode.

Fig. 42 shows a method 4200 for determining phase correction data from an audio signal. The method 4200 comprises a step 4205 “determining a variation of a phase of the audio signal with a variation determiner in a first and a second variation mode”, a step 4210
"comparing the variation determined using the first and the second variation mode with a
variation comparator", and a step 4215 "calculating the phase correction with a correction
data calculator in accordance with the first variation mode or the second variation mode
based on a result of the comparing".

In other words, the PDT of the violin is smooth over time whereas the PDF of the trombone is smooth over frequency. Hence, the standard deviation (STD) of these measures as a measure of the variation can be used to select the appropriate correction method. The STD of the phase derivative over time can be computed as

\[
\begin{align*}
X^{\text{stdt}}_{1}(k, n) &= \text{circstd}(X^{\text{pd}}_{1}(k, n + i)), -73 \leq i \leq 0, \\
X^{\text{stdt}}_{2}(k, n) &= \text{circstd}(X^{\text{pd}}_{2}(k, n + i)), 0 \leq i \leq 23, \\
X^{\text{stdt}}(k, n) &= \min\{X^{\text{stdt}}_{1}(k, n), X^{\text{stdt}}_{2}(k, n)\},
\end{align*}
\]

and the STD of the phase derivative over frequency as

\[
X^{\text{stdf}}(n) = \text{circstd}(X^{\text{pdf}}(k, n)), 2 \leq k \leq 13,
\]

where \(\text{circstd}\{\}\) denotes computing circular STD (the angle values could potentially be weighted by energy in order to avoid high STD due to noisy low-energy bins, or the STD computation could be restricted to bins with sufficient energy). The STDs for the violin and the trombone are shown in Figs. 43a, 43b and Figs. 43c, 43d, respectively. Figs. 43a and c show the standard deviation of the phase derivative over time \(X^{\text{stdt}}(k, n)\) in the QMF domain, wherein Figs. 43b and 43d show the corresponding standard deviation over frequency \(X^{\text{stdf}}(n)\) without phase correction. The color gradient indicates values from red = 1 to blue = 0. It can be seen that the STD of PDT is lower for the violin whereas the STD of PDF is lower for the trombone (especially for time-frequency tiles which have high energy).

The used correction method for each temporal frame is selected based on which of the STDs is lower. For that, \(X^{\text{stdt}}(k, n)\) values have to be combined over frequency. The merging is performed by computing an energy-weighted mean for a predefined frequency range
\[ x_{\mathrm{std}}^\text{ref}(k, n) = \frac{\sum_{k=2}^{19} x_{\mathrm{std}}^\text{ref}(k, n) x_{\mathrm{mag}}(k, n)}{\sum_{k=2}^{19} x_{\mathrm{mag}}(k, n)}. \] (29)

The deviation estimates are smoothened over time in order to have smooth switching, and thus to avoid potential artifacts. The smoothing is performed using a Hann window and it is weighted by the energy of the temporal frame

\[ x_{\mathrm{std}}^\text{ref}(n) = \frac{\sum_{l=-10}^{10} x_{\mathrm{std}}^\text{ref}(n + l) x_{\mathrm{mag}}(n + l) W(l)}{\sum_{l=-10}^{10} x_{\mathrm{mag}}(n + l) W(l)}, \] (30)

where \( W(l) \) is the window function and \( x_{\mathrm{mag}}(n) = \sum_{k=1}^{64} x_{\mathrm{mag}}(k, n) \) is the sum of \( x_{\mathrm{mag}}(k, n) \) over frequency. A corresponding equation is used for smoothing \( x_{\mathrm{std}}^\text{ref}(n) \).

The phase-correction method is determined by comparing \( x_{\mathrm{std}}^\text{ref}(n) \) and \( x_{\mathrm{std}}^\text{ref}(\eta) \). The default method is PDT (horizontal) correction, and if \( x_{\mathrm{std}}^\text{ref}(\eta) < x_{\mathrm{std}}^\text{ref}(n) \), PDF (vertical) correction is applied for the interval \([n - 5, n + 5] \). If both of the deviations are large, e.g. larger than a predefined threshold value, neither of the correction methods is applied, and bit-rate savings could be made.

8.4 Transient handling - Phase derivative correction for transients

The violin signal with a hand clap added in the middle is presented Fig. 44. The magnitude \( x_{\mathrm{mag}}(k, n) \) of a violin + clap signal in the QMF domain is shown in Fig. 44a, and the corresponding phase spectrum \( x_{\mathrm{phas}}(k, n) \) in Fig. 44b. Regarding Fig. 44a, the color gradient indicates magnitude values from red = 0 dB to blue = -80 dB. Accordingly, for Fig. 44b, the phase gradient indicates phase values from red = \( \pi \) to blue = -\( \pi \). The phase derivatives over time and over frequency are presented in Fig. 45. The phase derivative over time \( x_{\mathrm{pdf}}(k, n) \) of the violin + clap signal in the QMF domain is shown in Fig. 45a, and the corresponding phase derivative over frequency \( x_{\mathrm{pdf}}(k, n) \) in Fig. 45b. The color gradient indicates phase values from red = \( \pi \) to blue = -\( \pi \). It can be seen that the PDT is noisy for the clap, but the PDF is somewhat smooth, at least at high frequencies. Thus, PDF correction should be applied for the clap in order to maintain the sharpness of it. However, the correction method suggested in Section 8.2 might not work properly with this signal, because the violin sound is disturbing the derivatives at low
frequencies. As a result, the phase spectrum of the baseband does not reflect the high frequencies, and thus the phase correction of the frequency patches using a single value may not work. Furthermore, detecting the transients based on the variation of the PDF value (see Section 8.3) would be difficult due to noisy PDF values at low frequencies.

The solution to the problem is straightforward. First, the transients are detected using a simple energy-based method. The instant energy of mid/high frequencies is compared to a smoothened energy estimate. The instant energy of mid/high frequencies is computed as

\[ X_{\text{magh}}^n(n) = \sum_{k=6}^{64} X_{\text{mag}}^k(n). \]  

(31)

The smoothing is performed using a first-order IIR filter

\[ X_{\text{magh}}^n(n) = 0.1 \cdot X_{\text{magh}}^n(n) + 0.9 \cdot X_{\text{magh}}^{n-1}(n). \]  

(32)

If \( X_{\text{magh}}^n(n) / X_{\text{magh}}^n(n) > 0 \), a transient has been detected. The threshold \( \Theta \) can be fine-tuned to detect the desired amount of transients. For example, \( \Theta = 2 \) can be used. The detected frame is not directly selected to be the transient frame. Instead, the local energy maximum is searched from the surrounding of it. In the current implementation the selected interval is \([n-2, n+7]\). The temporal frame with the maximum energy inside this interval is selected to be the transient.

In theory, the vertical correction mode could also be applied for transients. However, in the case of transients, the phase spectrum of the baseband often does not reflect the high frequencies. This can lead to pre- and post-echoes in the processed signal. Thus, slightly modified processing is suggested for the transients.

The average PDF of the transient at high frequencies is computed

\[ X_{\text{pdf}}^{\text{vthi}}(n) = \text{circmean}[A^i \cdot \chi^j(k, n)], -11 \leq k \leq 36. \]  

(33)
The phase spectrum for the transient frame is synthesized using this constant phase change as in Eq. 24, but $\chi_{avg}(n)$ is replaced by $\chi_{avg}(n)$. The same correction is applied to the temporal frames within the interval $[n-2, n+2]$ ($\pi$ is added to the PDF of the frames $n-1$ and $n+1$ due to the properties of the QMF, see Section 6). This correction already produces a transient to a suitable position, but the shape of the transient is not necessarily as desired, and significant side lobes (i.e., additional transients) can be present due to the considerable temporal overlap of the QMF frames. Hence, the absolute phase angle has been corrected, too. The absolute angle is corrected by computing the mean error between the synthesized and the original phase spectrum. The correction is performed separately for each temporal frame of the transient.

The result of the transient correction is presented in Fig. 46. A phase derivative over time $\chi_{ed}(k, n)$ of the violin + clap signal in the QMF domain using the phase corrected SBR is shown. Fig. 47b shows the corresponding phase derivative over frequency $\chi_{ef}(k, n)$. Again, the color gradient indicates phase values from red = $\pi$ to blue = $-\pi$. It can be perceived that the phase-corrected clap has the same sharpness as the original signal, although the difference compared to the direct copy-up is not large. Hence, the transient correction is not necessarily required in all cases when only the direct copy-up is enabled. On the contrary, if the PDT correction is enabled, it is important to have transient handling, as the PDT correction would otherwise severely smear the transients.

9 Compression of the correction data

Section 8 showed that the phase errors can be corrected, but the adequate bit rate for the correction was not considered at all. This section suggests methods how to represent the correction data with low bit rate.

9.1 Compression of the PDT correction data - Creating the target spectrum for the horizontal correction

There are many possible parameters that could be transmitted to enable the PDT correction. However, since $D_{sm}(k, n)$ is smoothed over time, it is a potential candidate for low-bit-rate transmission.
First, an adequate update rate for the parameters is discussed. The value was updated only for every N frames and linearly interpolated in between. The update interval for good quality is about 40 ms. For certain signals a bit less is advantageous and for others a bit more. Formal listening tests would be useful for assessing an optimal update rate. Nevertheless, a relatively long update interval appear to be acceptable.

An adequate angular accuracy for $D_{\text{cm}}^\text{nlt}(k,n)$ was also studied. 6 bits (64 possible angle values) is enough for perceptually good quality. Furthermore, transmitting only the change in the value was tested. Often the values appear to change only a little, so uneven quantization can be applied to have more accuracy for small changes. Using this approach, 4 bits (16 possible angle values) was found to provide good quality.

The last thing to consider is an adequate spectral accuracy. As can be seen in Fig. 17, many frequency bands seem to share roughly the same value. Thus, one value could probably be used to represent several frequency bands. In addition, at high frequencies there are multiple harmonics inside one frequency band, so less accuracy is probably needed. Nevertheless, another, potentially better, approach was found, so these options were not thoroughly investigated. The suggested, more effective, approach is discussed in the following.

9.1.1 Using frequency estimation for compressing PDT correction data

As discussed in Section 5, the phase derivative over time basically means the frequency of the produced sinusoid. The PDTs of the applied 64-band complex QMF can be transformed to frequencies using the following equation

$$X^{\text{freq}}(k,n) = f_{64} \left( \frac{(k-1.5)}{2} + \left( \left( \left( \left( \frac{1}{4} \cdot \frac{(n)}{\text{mod} 1} \right) \cdot \frac{(-1)^{k}}{4} \cdot \frac{1}{\text{mod} 1} \right) \right) \right) \right),$$  \hspace{1cm} (34)

The produced frequencies are inside the interval $f_{\text{inter}}(k) = [f_c(k) - f_{BW} - f_{BW}]$ where $f_c(k)$ is the center frequency of the frequency band $k$ and $f_{BW}$ is 375 Hz. The result is shown in Fig. 47 in a time-frequency representation of the frequencies of the QMF bands $X^{\text{freq}}(k,n)$ for the violin signal. It can be seen that the frequencies seem to follow the multiples of the fundamental frequency of the tone and the harmonics are thus spaced in frequency by the fundamental frequency. In addition, vibrato seems to cause frequency modulation.
The same plot can be applied to the direct copy-up $Z^{r\text{eq}}(k,n)$ and the corrected $Z_{ch}^{r\text{eq}}(k,n)$ SBR (see Fig. 48a and Fig. 48b, respectively). Fig. 48a shows a time-frequency representation of the frequencies of the OMF bands of the direct copy-up SBR signal $Z^{r\text{eq}}(k,n)$ compared to the original signal $X^{r\text{eq}}(k,n)$, shown in Fig. 47. Fig. 48b shows the corresponding plot for the corrected SBR signal $Z_{ch}^{r\text{eq}}(k,n)$. In the plots of Fig. 48a and Fig. 48b, the original signal is drawn in a blue color, whereas the direct copy-up SBR and the corrected SBR signals are drawn in red. The inharmonicity of the direct copy-up SBR can be seen in the figure, especially in the beginning and the end of the sample. In addition, it can be seen that the frequency-modulation depth is clearly smaller than that of the original signal. On the contrary, in the case of the corrected SBR, the frequencies of the harmonics seem to follow the frequencies of the original signal. In addition, the modulation depth appears to be correct. Thus, this plot seems to confirm the validity of the suggested correction method. Therefore, it is concentrated on the actual compression of the correction data next.

Since the frequencies of $X^{r\text{eq}}(k,n)$ are spaced by the same amount, the frequencies of all frequency bands can be approximated if the spacing between the frequencies is estimated and transmitted. In the case of harmonic signals, the spacing should be equal to the fundamental frequency of the tone. Thus, only a single value has to be transmitted for representing all frequency bands. In the case of more irregular signals, more values are needed for describing the harmonic behavior. For example, the spacing of the harmonics slightly increases in the case of a piano tone [14]. For simplicity, it is assumed in the following that the harmonics are spaced by the same amount. Nonetheless, this does not limit the generality of the described audio processing.

Thus, the fundamental frequency of the tone is estimated for estimating the frequencies of the harmonics. The estimation of fundamental frequency is a widely studied topic (e.g., see [14]). Therefore, a simple estimation method was implemented to generate data used for further processing steps. The method basically computes the spacings of the harmonics, and combines the result according to some heuristics (how much energy, how stable is the value over frequency and time, etc.). In any case, the result is a fundamental-frequency estimate for each temporal frame $X^{f\text{eq}}(n)$. In other words, the phase derivative over time relates to the frequency of the corresponding QMF bin. In addition, the artifacts related to errors in the PDT are perceivable mostly with harmonic signals. Thus, it is
suggested that the target PDT (see Eq. 16a) can be estimated using the estimation of the fundamental frequency $f_0$. The estimation of a fundamental frequency is a widely studied topic, and there are many robust methods available for obtaining reliable estimates of the fundamental frequency.

Here, the fundamental frequency $X_f^o(n)$, as known to the decoder prior to performing BWE and employing the inventive phase correction within BWE, is assumed. Therefore, it is advantageous that the encoding stage transmits the estimated fundamental frequency $X_f^o(n)$. In addition, for improved coding efficiency, the value can be updated only for, e.g., every 20th temporal frame (corresponding to an interval of 27 ms), and interpolated in between.

Alternatively, the fundamental frequency could be estimated in the decoding stage, and no information has to be transmitted. However, better estimates can be expected if the estimation is performed with the original signal in the encoding stage.

The decoder processing begins by obtaining a fundamental-frequency estimate $X_f^o(n)$ for each temporal frame.

The frequencies of the harmonics can be obtained by multiplying it with an index vector

$$\forall k \in \mathbb{N} : X_f^\text{har}(k, n) = k \cdot X_f^o(n)$$

(35)

The result is depicted in Fig. 49. Fig. 49 shows a time frequency representation of the estimated frequencies of the harmonics $X_f^\text{har}(k, n)$ compared to the frequencies of the QMF bands of the original signal $X_f^\text{freq}(k, n)$. Again, blue indicates the original signal and red the estimated signal. The frequencies of the estimated harmonics match the original signal quite well. These frequencies can be thought as the 'allowed' frequencies. If the algorithm produces these frequencies, inharmonicity-related artifacts should be avoided.

The transmitted parameter of the algorithm is the fundamental frequency $X_f^o(n)$. For improved coding efficiency, the value is updated only for every 20th temporal frame (i.e., every 27 ms). This value appears to provide good perceptual quality based on informal listening. However, formal listening tests are useful for assessing a more optimal value for the update rate.
The next step of the algorithm is to find a suitable value for each frequency band. This is performed by selecting the value of \( X_{\text{freq}}^{\text{freq}}( \omega, n) \) which is closest to the center frequency of each band \( f_c(k) \) to reflect that band. If the closest value is outside the possible values of the frequency band \( \{ f_{n,j}^{n}(k) \} \), the border value of the band is used. The resulting matrix \( X_{\text{eh}}^{\text{freq}}(k,n) \) contains a frequency for each time-frequency tile.

The final step of the correction-data compression algorithm is to convert the frequency data back to the PDT
data
\[
X_{\text{eh}}^{\text{pdt}}(k,n) = 2\pi \cdot \left( \frac{64 \cdot X_{\text{estim}}^{\text{freq}}(k,n)}{f_s} \right) \mod 1, \tag{36}
\]
where \( \mod() \) denotes the modulo operator. The actual correction algorithm works as presented in Section 8.1. \( Z_{\text{ht}}^{\text{pdt}}(k,n) \) in Eq. 16a is replaced by \( X_{\text{eh}}^{\text{pdt}}(k,n) \) as the target PDT, and Eqs. 17-19 are used as in Section 8.1. The result of the correction algorithm with compressed correction data is shown in Fig 50. Fig. 50 shows the error in the PDT \( D_{\text{sm}}^{\text{pdt}}(k,n) \) of the violin signal in the QMF domain of the corrected SBR with compressed correction data. Fig. 50b shows the corresponding phase derivative over time \( Z_{\text{ht}}^{\text{pdt}}(k,n) \). The color gradients indicates values from red = \( \pi \) to blue = \(- \pi \). The PDT values follow the PDT values of the original signal with similar accuracy as the correction method without the data compression (see Fig. 18). Thus, the compression algorithm is valid. The perceived quality with and without the compression of the correction data is similar.

Embodiments use more accuracy for low frequencies and less for high frequencies, using the total of 12 bits for each value. The resulting bit rate is about 0.5 kbps (without any compression, such as entropy coding). This accuracy produces equal perceived quality as no quantization. However, significantly lower bit rate can probably be used in many cases producing good enough perceived quality.

One option for low-bit-rate schemes is to estimate the fundamental frequency in the decoding phase using the transmitted signal. In this case no values have to be transmitted. Another option is to estimate the fundamental frequency using the transmitted signal, compare it to the estimate obtained using the broadband signal, and to transmit only the difference. It can be assumed that this difference could be represented using very low bit rate.
9.2 Compression of the PDF correction data

As discussed in Section 8.2, the adequate data for the PDF correction is the average phase error of the first frequency patch $D_{\text{phi}}^{\text{avg}}(n)$. The correction can be performed for all frequency patches with the knowledge of this value, so the transmission of only one value for each temporal frame is required. However, transmitting even a single value for each temporal frame can yield too high a bit rate.

Inspecting Fig. 12 for the trombone, it can be seen that the PDF has a relatively constant value over frequency, and the same value is present for a few temporal frames. The value is constant over time as long as the same transient is dominating the energy of the QMF analysis window. When a new transient starts to be dominant, a new value is present. The angle change between these PDF values appears to be the same from one transient to another. This makes sense, since the PDF is controlling the temporal location of the transient, and if the signal has a constant fundamental frequency, the spacing between the transients should be constant.

Hence, the PDF (or the location of a transient) can be transmitted only sparsely in time, and the PDF behavior in between these time instants could be estimated using the knowledge of the fundamental frequency. The PDF correction can be performed using this information. This idea is actually dual to the PDT correction, where the frequencies of the harmonics are assumed to be equally spaced. Here, the same idea is used, but instead, the temporal locations of the transients are assumed to be equally spaced. A method is suggested in the following that is based on detecting the positions of the peaks in the waveform, and using this information, a reference spectrum is created for phase correction.

9.2.1 Using peak detection for compressing PDF correction data – Creating the target spectrum for the vertical correction

The positions of the peaks have to be estimated for performing successful PDF correction. One solution would be to compute the positions of the peaks using the PDF value, similarly as in Eq. 34, and to estimate the positions of the peaks in between using the estimated fundamental frequency. However, this approach would require a relatively
stable fundamental-frequency estimation. Embodiments show a simple, fast to implement, alternative method, which shows that the suggested compression approach is possible.

A time-domain representation of the trombone signal is shown in Fig. 51. Fig. 51a shows the waveform of the trombone signal in a time domain representation. Fig. 51b shows a corresponding time domain signal that contains only the estimated peaks, wherein the positions of the peaks have been obtained using the transmitted metadata. The signal in Fig. 51b is the pulse train 285 described, e.g. with respect to Fig. 30. The algorithm starts by analyzing the positions of the peaks in the waveform. This is performed by searching for local maxima. For each 27 ms (i.e., for each 20 QMF frames), the location of the peak closest to the center point of the frame is transmitted. In between the transmitted peak locations, the peaks are assumed to be evenly spaced in time. Thus, by knowing the fundamental frequency, the locations of the peaks can be estimated. In this embodiment, the number of the detected peaks is transmitted (it should be noted that this requires successful detection of all peaks; fundamental-frequency based estimation would probably yield more robust results). The resulting bit rate is about 0.5 kbps (without any compression, such as entropy coding), which consists of transmitting the location of the peak for every 27 ms using 9 bits and transmitting the number of transients in between using 4 bits. This accuracy was found to produce equal perceived quality as no quantization. However, a significantly lower bit rate can probably be used in many cases producing good enough perceived quality.

Using the transmitted metadata, a time-domain signal is created, which consists of impulses in the positions of the estimated peaks (see Fig. 51b). QMF analysis is performed for this signal, and the phase spectrum $X_{ev}^{pha}(k,n)$ is computed. The actual PDF correction is performed otherwise as suggested in Section 8.2, but $Z_{ph}^{ha}(k,n)$ in Eq. 20a is replaced by $X_{ev}^{pha}(k,n)$.

The waveform of signals having vertical phase coherence is typically peaky and reminiscent of a pulse train. Thus, it is suggested that the target phase spectrum for the vertical correction can be estimated by modeling it as the phase spectrum of a pulse train that has peaks at corresponding positions and a corresponding fundamental frequency.

The position closest to the center of the temporal frame is transmitted for, e.g., every 20th temporal frame (corresponding to an interval of -27 ms). The estimated fundamental
frequency, which is transmitted with equal rate, is used to interpolate the peak positions in between the transmitted positions.

Alternatively, the fundamental frequency and the peak positions could be estimated in the decoding stage, and no information has to be transmitted. However, better estimates can be expected if the estimation is performed with the original signal in the encoding stage.

The decoder processing begins by obtaining a fundamental-frequency estimate \( X^f(n) \) for each temporal frame and, in addition, the peak positions in the waveform are estimated.

The peak positions are used to create a time-domain signal that consists of impulses at these positions. QMF analysis is used to create the corresponding phase spectrum \( X_{cv}^{pha}(k,n) \). This estimated phase spectrum can be used in Eq. 20a as the target phase spectrum

\[
Z_{cv}^{pha}(k,n) = X_{cv}^{pla}(k,n). \tag{37}
\]

The suggested method uses the encoding stage to transmit only the estimated peak positions and the fundamental frequencies with the update rate of, e.g., 27 ms. In addition, it should be noted that errors in the vertical phase derivate are perceivable only when the fundamental frequency is relatively low. Thus, the fundamental frequency can be transmitted with a relatively low bit rate.

The result of the correction algorithm with compressed correction data is shown in Fig 52. Fig. 52a shows the error in the phase spectrum \( D_{cv}^{pha}(k,n) \) of the trombone signal in the QMF domain with corrected SBR and compressed correction data. Accordingly, Fig. 52b shows the corresponding phase derivative over frequency \( Z_{cv}^{pdf}(k,n) \). The color gradient indicates values from red = \( \pi \) to blue = \(-\pi\). The PDF values follow the PDF values of the original signal with similar accuracy as the correction method without the data compression (see Fig. 13). Thus, the compression algorithm is valid. The perceived quality with and without the compression of the correction data is similar.

9.3 Compression of the transient handling data

As transients can be assumed to be relatively sparse, it can be assumed that this data could be directly transmitted. Embodiments show transmitting six values per transient: one
value for the average PDF, and five values for the errors in the absolute phase angle (one value for each temporal frame inside the interval \([n - 2, n + 2]\)). An alternative is to transmit the position of the transient (i.e., one value) and to estimate the target phase spectrum \(X_{et}^{\text{pdf}}(k, n)\) as in the case of the vertical correction.

if the bit rate needed to be compressed for the transients, similar approach could be used as for the PDF correction (see Section 9.2). Simply the position of the transient could be transmitted, i.e., a single value. The target phase spectrum and the target PDF could be obtained using this location value as in Section 9.2.

Alternatively, the transient position could be estimated in the decoding stage and no information has to be transmitted. However, better estimates can be expected if the estimation is performed with the original signal in the encoding stage.

All of the previously described embodiments may be seen separately from the other embodiments or in a combination of embodiments. Therefore, Figs. 53 to 57 present an encoder and a decoder combining some of the earlier described embodiments.

Fig. 53 shows an decoder 110" for decoding an audio signal. The decoder 110" comprises a first target spectrum generator 65a, a first phase corrector 70a and an audio subband signal calculator 350. The first target spectrum generator 65a, also referred to as a target phase measure determiner, generates a target spectrum 85a" for a first time frame of a subband signal of the audio signal 32 using first correction data 295a. The first phase corrector 70a corrects a phase 45 of the subband signal in the first time frame of the audio signal 32 determined with a phase correction algorithm, wherein the correction is performed by reducing a difference between a measure of the subband signal in the first time frame of the audio signal 32 and the target spectrum 85". The audio subband signal calculator 350 calculates the audio subband signal 355 for the first time frame using a corrected phase 91a for the time frame. Alternatively, the audio subband signal calculator 350 calculates audio subband signal 355 for a second time frame different from the first time frame using the measure of the subband signal 85a" in the second time frame or using a corrected phase calculation in accordance with a further phase correction algorithm different from the phase correction algorithm. Fig. 53 further shows an analyzer 360 which optionally analyzes the audio signal 32 with respect to a magnitude 47 and a phase 45. The further phase correction algorithm may be performed in a second phase corrector 70b or a third phase corrector 70c. These further phase correctors will be
illustrated with respect to Fig. 54. The audio subband signal calculator 250 calculates the audio subband signal for the first time frame using the corrected phase 91 for the first time frame and the magnitude value 47 of the audio subband signal of the first time frame, wherein the magnitude value 47 is a magnitude of the audio signal 32, in the first time frame or a processed magnitude of the audio signal 35 in the first time frame.

Fig. 54 shows a further embodiment of the decoder 110". Therefore, the decoder 110" comprises a second target spectrum generator 65b, wherein the second target spectrum generator 65b generates a target spectrum 85b" for the second time frame of the subband of the audio signal 32 using second correction data 295b. The detector 110" additionally comprises a second phase corrector 70b for correcting a phase 45 of the subband in the time frame of the audio signal 32 determined with a second phase correction algorithm, wherein the correction is performed by reducing a difference between a measure of the time frame of the subband of the audio signal and the target spectrum 85b".

Accordingly, the decoder 110" comprises a third target spectrum generator 65c, wherein the third target spectrum generator 65c generates a target spectrum for a third time frame of the subband of the audio signal 32 using third correction data 295c. Furthermore, the decoder 110" comprises a third phase corrector 70c for correcting a phase 45 of the subband signal and the time frame of the audio signal 32 determined with a third phase correction algorithm, wherein the correction is performed by reducing a difference between a measure of the time frame of the subband of the audio signal and the target spectrum 85c. The audio subband signal calculator 350 can calculate the audio subband signal for a third time frame different from the first and the second time frames using the phase correction of the third phase corrector.

According to an embodiment, the first phase corrector 70a is configured for storing a phase corrected subband signal 91a of a previous time frame of the audio signal or for receiving a phase corrected subband signal of the previous time frame 375 of the audio signal from a second phase corrector 70b of the third phase corrector 70c. Furthermore, the first phase corrector 70a corrects the phase 45 of the audio signal 32 in a current time frame of the audio subband signal based on the stored or the received phase corrected subband signal of the previous time frame 91a, 375.
Further embodiments show the first phase corrector 70a performing a horizontal phase correction, the second phase corrector 70b performing a vertical phase correction, and the third phase corrector 70c performing a phase correction for transients.

From another point of view, Fig. 54 shows a block diagram of the decoding stage in the phase correction algorithm. The input to the processing is the BWE signal in the time-frequency domain and the metadata. Again, in practical applications the inventive phase-derivative correction is preferred to co-use the filter bank or transform of an existing BWE scheme. In the current example this is a QMF domain as used in SBR. A first demultiplexer (not depicted) extracts the phase-derivative correction data from the bitstream of the BWE equipped perceptual codec that is being enhanced by the inventive correction.

A second demultiplexer 130 (DEMUX) first divides the received metadata 135 into activation data 365 and correction data 295a-c for the different correction modes. Based on the activation data, the computation of the target spectrum is activated for the right correction mode (others can be idle). Using the target spectrum, the phase correction is performed to the received BWE signal using the desired correction mode. It should be noted that as the horizontal correction 70a is performed recursively (in other words: dependent on previous signal frames), it receives the previous correction matrices also from other correction modes 70b, c. Finally, the corrected signal, or the unprocessed one, is set to the output based on the activation data.

After having corrected the phase data, the underlying BWE synthesis further downstream is continued, in the case of the current example the SBR synthesis. Variations might exist where exactly the phase correction is inserted into the BWE synthesis signal flow. Preferably, the phase-derivative correction is done as an initial adjustment on the raw spectral patches having phases $Z^\text{pha}(k, n)$ and all additional BWE processing or adjustment steps (in SBR this can be noise addition, inverse filtering, missing sinusoids, etc.) are executed further downstream on the corrected phases $Z^\text{pha}_{o}(t, c, n)$.

Fig. 55 shows a further embodiment of the decoder 110°. According to this embodiment, the decoder 110° comprises a core decoder 115, a patcher 120, a synthesizer 100 and the block A, which is the decoder 110° according to the previous embodiments shown in Fig. 54. The core decoder 115 is configured for decoding the audio signal 25 in a time frame with a reduced number of subbands with respect to the audio signal 55. The
patcher 120 patches a set of subbands of the core decoded audio signal 25 with a reduced number of subbands, wherein the set of subbands forms a first patch, to further subbands in the time frame, adjacent to the reduced number of subbands, to obtain an audio signal 32 with a regular number of subbands. The magnitude processor 125' processes magnitude values of the audio subband signal 355 in the time frame. According to the previous decoders 110 and 110', the magnitude processor may be the bandwidth extension parameter applicator 125.

Many other embodiments can be thought of where the signal processor blocks are switched. For example, the magnitude processor 125' and the block A may be swapped. Therefore, the block A works on the reconstructed audio signal 35, where the magnitude values of the patches have already been corrected. Alternatively, the audio subband signal calculator 350 may be located after the magnitude processor 125' in order to form the corrected audio signal 355 from the phase corrected and the magnitude corrected part of the audio signal.

Furthermore, the decoder 110" comprises a synthesizer 100 for synthesizing the phase and magnitude corrected audio signal to obtain the frequency combined processed audio signal 90. Optionally, since neither the magnitude nor the phase correction is applied on the core decoded audio signal 25, said audio signal may be transmitted directly by the synthesizer 100. Any optional processing block applied in one of the previously described decoders 110 or 110' may be applied in the decoder 110" as well.

Fig. 56 shows an encoder 155" for encoding an audio signal 55. The encoder 155" comprises a phase determiner 380 connected to a calculator 270, a core encoder 160, a parameter extractor 165, and an output signal former 170. The phase determiner 380 determines a phase 45 of the audio signal 55 wherein the calculator 270 determines phase correction data 295 for the audio signal 55 based on the determined phase 45 of the audio signal 55. The core encoder 160 core encodes the audio signal 55 to obtain a core encoded audio signal 145 having a reduced number of subbands with respect to the audio signal 55. The parameter extractor 165 extracts parameters 190 from the audio signal 55 for obtaining a low resolution parameter representation for a second set of subbands not included in the core encoded audio signal. The output signal former 170 forms the output signal 135 comprising the parameters 190, the core encoded audio signal 145 and the phase correction data 295'. Optionally, the encoder 155" comprises a low pass filter 180 before core encoding the audio signal 55 and a high pass filter 185.
before extracting the parameters 190 from the audio signal 55. Alternatively, instead of low or high pass filtering the audio signal 55, a gap filling algorithm may be used, wherein the core encoder 160 core encodes a reduced number of subbands, wherein at least one subband within the set of subbands is not core encoded. Furthermore, the parameter extractor extracts parameters 190 from the at least one subband not encoded with the core encoder 160.

According to embodiments, the calculator 270 comprises a set of correction data calculators 285a-c for correcting the phase correction in accordance with a first variation mode, a second variation mode, or a third variation mode. Furthermore, the calculator 270 determines activation data 365 for activating one correction data calculator of the set of correction data calculators 285a-c. The output signal former 170 forms the output signal comprising the activation data, the parameters, the core encoded audio signal, and the phase correction data.

Fig. 57 shows an alternative implementation of the calculator 270 which may be used in the encoder 155" shown in Fig. 56. The correction mode calculator 385 comprises the variation determiner 275 and the variation comparator 280. The activation data 365 is the result of comparing different variations. Furthermore, the activation data 365 activates one of the correction data calculators 185a-c according to the determined variation. The calculated correction data 295a, 295b, or 295c may be the input of the output signal former 170 of the encoder 155" and therefore part of the output signal 135.

Embodiments show the calculator 270 comprising a metadata former 390, which forms a metadata stream 295' comprising the calculated correction data 295a, 295b, or 295c and the activation data 365. The activation data 365 may be transmitted to the decoder if the correction data itself does not comprise sufficient information of the current correction mode. Sufficient information may be for example a number of bits used to represent the correction data, which is different for the correction data 295a, the correction data 295b, and the correction data 295c. Furthermore, the output signal former 170 may additionally use the activation data 365, such that the metadata former 390 can be neglected.

From another point of view, the block diagram of Fig. 57 shows the encoding stage in the phase correction algorithm. The input to the processing is the original audio signal 55 and the time-frequency domain. In practical applications, the inventive phase-derivative
correction is preferred to co-use the filter bank or transform of an existing BWE scheme. In the current example, this is a QMF domain used in SBR.

The correction-mode-computation block first computes the correction mode that is applied for each temporal frame. Based on the activation data 365, correction-data 295a-c computation is activated in the right correction mode (others can be idle). Finally, multiplexer (MUX) combines the activation data and the correction data from the different correction modes.

A further multiplexer (not depicted) merges the phase-derivative correction data into the bit stream of the BWE and the perceptual encoder that is being enhanced by the inventive correction.

Fig. 58 shows a method 5800 for decoding an audio signal. The method 5800 comprises a step 5805 "generating a target spectrum for a first time frame of a subband signal of the audio signal with a first target spectrum generator using first correction data", a step 5810 "correcting a phase of the subband signal in the first time frame of the audio signal with a first phase corrector determined with a phase correction algorithm, wherein the correction is performed by reducing a difference between a measure of the subband signal in the first time frame of the audio signal and the target spectrum, and a step 5815 "calculating the audio subband signal for the first time frame with an audio subband signal calculator using a corrected phase of the time frame and for calculating audio subband signals for a second time frame different from the first time frame using the measure of the subband signal in the second time frame or using a corrected phase calculation in accordance with a further phase correction algorithm different from the phase correction algorithm".

Fig. 59 shows a method 5900 for encoding an audio signal. The method 5900 comprises a step 5905 "determining a phase of the audio signal with a phase determiner", a step 5910 "determining phase correction data for an audio signal with a calculator based on the determined phase of the audio signal", a step 5915 "core encoding the audio signal with a core encoder b obtain a core encoded audio signal having a reduced number of subbands with respect b the audio signal", a step 5920 "extracting parameters from the audio signal with a parameter extractor for obtaining a low resolution parameter representation for a second set of subbands not included in the core encoded audio signal", and a step 5925 "forming an output signal with an output signal former comprising the parameters, the core encoded audio signal, and the phase correction data".
The methods 5800 and 5900 as well as the previously described methods 2300, 2400, 2500, 3400, 3500, 3600 and 4200, may be implemented in a computer program to be performed on a computer.

It has to be noted that the audio signal 55 is used as a general term for an audio signal, especially for the original i.e. unprocessed audio signal, the transmitted part of the audio signal $x_{\text{trans}}(k,n)$ 25, the baseband signal $x_{\text{base}}(k,n)$ 30, the processed audio signal comprising higher frequencies 32 when compared to the original audio signal, the reconstructed audio signal 35, the magnitude corrected frequency patch $y(k,n,i)$ 40, the phase 45 of the audio signal, or the magnitude 47 of the audio signal. Therefore, the different audio signals may be mutually exchanged due to the context of the embodiment.

Alternative embodiments relate to different filter bank or transform domains used for the inventive time-frequency processing, for example the short time Fourier transform (STFT) a Complex Modified Discrete Cosine Transform (CMDCT), or a Discrete Fourier Transform (DFT) domain. Therefore, specific phase properties related to the transform may be taken into consideration. In detail, if e.g. copy-up coefficients are copied from an even number to an odd number or vice versa, i.e. the second subband of the original audio signal is copied to the ninth subband instead of the eighth subband as described in the embodiments, the conjugate complex of the patch may be used for the processing. The same applies to a mirroring of the patches instead of using e.g. the copy-up algorithm, to overcome the reversed order of the phase angles within a patch.

Other embodiments might resign side information from the encoder and estimate some or all necessary correction parameters on decoder site. Further embodiments might have other underlying BWE patching schemes that for example use different baseband portions, a different number or size of patches or different transposition techniques, for example spectral mirroring or single side band modulation (SSB). Variations might also exist where exactly the phase correction is concerted into the BWE synthesis signal flow. Furthermore, the smoothing is performed using a sliding Hann window, which may be replaced for better computational efficiency by, e.g. a first-order IIR.

The use of state of the art perceptual audio codecs often impairs the phase coherence of the spectral components of an audio signal, especially at low bit rates, where parametric coding techniques like bandwidth extension are applied. This leads to an alteration of the
phase derivative of the audio signal. However, in certain signal types the preservation of the phase derivative is important. As a result, the perceptual quality of such sounds is impaired. The present invention readjusts the phase derivative either over frequency ("vertical") or over time ("horizontal") of such signals if a restoration of the phase derivative is perceptually beneficial. Further, a decision is made whether adjusting the vertical or horizontal phase derivative is perceptually preferable. The transmission of only very compact side information is needed to control the phase derivative correction processing. Therefore, the invention improves sound quality of perceptual audio coders at moderate side information costs.

In other words, spectral band replication (SBR) can cause errors in the phase spectrum. The human perception of these errors was studied revealing two perceptually significant effects: differences in the frequencies and the temporal positions of the harmonics. The frequency errors appear to be perceivable only when the fundamental frequency is high enough that there is only one harmonic inside an ERB band. Correspondingly, the temporal-position errors appear to be perceivable only if the fundamental frequency is low and if the phases of the harmonics are aligned over frequency.

The frequency errors can be detected by computing the phase derivative over time (PDT). If the PDT values are stable over time, differences in them between the SBR-processed and the original signals should be corrected. This effectively corrects the frequencies of the harmonics, and thus, the perception of inharmonicity is avoided.

The temporal-position errors can be detected by computing the phase derivative over frequency (PDF). If the PDF values are stable over frequency, differences in them between the SBR-processed and the original signals should be corrected. This effectively corrects the temporal positions of the harmonics, and thus, the perception of modulating noises at the cross-over frequencies is avoided.

Although the present invention has been described in the context of block diagrams where the blocks represent actual or logical hardware components, the present invention can also be implemented by a computer-implemented method. In the latter case, the blocks represent corresponding method steps where these steps stand for the functionalities performed by corresponding logical or physical hardware blocks.
Although some aspects have been described in the context of an apparatus, it is clear that these aspects also represent a description of the corresponding method, where a block or device corresponds to a method step or a feature of a method step. Analogously, aspects described in the context of a method step also represent a description of a corresponding block or item or feature of a corresponding apparatus. Some or all of the method steps may be executed by (or using) a hardware apparatus, like for example, a microprocessor, a programmable computer or an electronic circuit. In some embodiments, some one or more of the most important method steps may be executed by such an apparatus.

The inventive transmitted or encoded signal can be stored on a digital storage medium or can be transmitted on a transmission medium such as a wireless transmission medium or a wired transmission medium such as the Internet.

Depending on certain implementation requirements, embodiments of the invention can be implemented in hardware or in software. The implementation can be performed using a digital storage medium, for example a floppy disc, a DVD, a Blu-Ray, a CD, a ROM, a PROM, and EPROM, an EEPROM or a FLASH memory, having electronically readable control signals stored thereon, which cooperate (or are capable of cooperating) with a programmable computer system such that the respective method is performed. Therefore, the digital storage medium may be computer readable.

Some embodiments according to the invention comprise a data carrier having electronically readable control signals, which are capable of cooperating with a programmable computer system, such that one of the methods described herein is performed.

Generally, embodiments of the present invention can be implemented as a computer program product with a program code, the program code being operative for performing one of the methods when the computer program product runs on a computer. The program code may, for example, be stored on a machine readable carrier.

Other embodiments comprise the computer program for performing one of the methods described herein, stored on a machine readable carrier.
In other words, an embodiment of the inventive method is, therefore, a computer program having a program code for performing one of the methods described herein, when the computer program runs on a computer.

A further embodiment of the inventive method is, therefore, a data carrier (or a non-transitory storage medium such as a digital storage medium, or a computer-readable medium) comprising, recorded thereon, the computer program for performing one of the methods described herein. The data carrier, the digital storage medium or the recorded medium are typically tangible and/or non-transitory.

A further embodiment of the invention method is, therefore, a data stream or a sequence of signals representing the computer program for performing one of the methods described herein. The data stream or the sequence of signals may, for example, be configured to be transferred via a data communication connection, for example, via the internet.

A further embodiment comprises a processing means, for example, a computer or a programmable logic device, configured to, or adapted to, perform one of the methods described herein.

A further embodiment comprises a computer having installed thereon the computer program for performing one of the methods described herein.

A further embodiment according to the invention comprises an apparatus or a system configured to transfer (for example, electronically or optically) a computer program for performing one of the methods described herein to a receiver. The receiver may, for example, be a computer, a mobile device, a memory device or the like. The apparatus or system may, for example, comprise a file server for transferring the computer program to the receiver.

In some embodiments, a programmable logic device (for example, a field programmable gate array) may be used to perform some or all of the functionalities of the methods described herein. In some embodiments, a field programmable gate array may cooperate with a microprocessor in order to perform one of the methods described herein. Generally, the methods are preferably performed by any hardware apparatus.
The above described embodiments are merely illustrative for the principles of the present invention. It is understood that modifications and variations of the arrangements and the details described herein will be apparent to others skilled in the art. It is the intent, therefore, to be limited only by the scope of the impending patent claims and not by the specific details presented by way of description and explanation of the embodiments herein.
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Claims

1. A decoder (110") for decoding an audio signal (32), the decoder (110")
comprising:
   a first target spectrum generator (65a) for generating a target spectrum (85a") for a
   first time frame of a subband signal of the audio signal (32) using first correction data (295a);
   a first phase corrector (70a) for correcting a phase (45) of the subband signal in
   the first time frame of the audio signal (32) determined with a phase correction
   algorithm, wherein the correction is performed by reducing a difference between a
   measure of the subband signal in the first time frame of the audio signal (32) and
   the target spectrum (85a");
   an audio subband signal calculator (350) for calculating the audio subband signal
   (355) for the first time frame using a corrected phase (91a) for the time frame and
   for calculating audio subband signals (355) for a second time frame different from
   the first time frame using the measure of the subband signal (85a") in the second
   time frame or using a corrected phase calculation in accordance with a further
   phase correction algorithm different from the phase correction algorithm.

2. The decoder (110") according to claim 1, the decoder (110") comprising:
   a second target spectrum generator (65b), wherein the second target spectrum
   generator (85b) is configured for generating a target spectrum (85b") for the
   second time frame of the subband of the audio signal (32) using second correction
   data (295b);
   a second phase corrector (70b) for correcting a phase (45) of the subband signal
   in the time frame of the audio signal (32) determined with a second phase
   correction algorithm, wherein the correction is performed by reducing a difference
   between a measure of the time frame of the subband of the audio signal and the
   target spectrum (85b").

3. The decoder (110") according to claim 1 or 2, the decoder comprising:
a third target spectrum generator (85c), wherein the third target spectrum generator (65c) is configured for generating a target spectrum for a third time frame of the subband of the audio signal (32) using third correction data (295c);  

a third phase corrector (70c) for correcting a phase (45) of the subband signal in the time frame of the audio signal (32) determined with a third phase correction algorithm, wherein the correction is performed by reducing a difference between a measure of the time frame of the subband of the audio signal and the target spectrum (85c);  

the audio subband signal calculator (350) for further calculating the audio subband signal for a third time frame different from the first and the second time frame using the phase correction of the third phase corrector.

4. The decoder (110") according to one of claims 1 - 3, wherein the first phase corrector (70a) is configured for storing a phase-corrected subband signal (91a) of a previous time frame of the audio signal or for receiving a phase-corrected subband signal of the previous time frame (375) of the audio signal from a second phase corrector (70b) or a third phase corrector (70c);  

wherein the first phase corrector (70a) is configured for correcting the phase (45) of the audio signal (32) in a current time frame of the audio subband signal based on the stored or the received phase-corrected subband signal of the previous time frame (91a, 375).

5. The decoder (110") according to one of claims 1 - 4, wherein the first phase corrector (70a) performs a horizontal phase correction.

6. The decoder (110") according to one of claims 1 - 5, wherein a second phase corrector (70b) performs a vertical phase correction.

7. The decoder (110") according to one of claims 1 - 6, wherein a third phase corrector (70c) performs a phase correction for transients.
8. The decoder (110") according to one of claims 1 - 7, wherein the audio subband signal calculator (350) is configured for calculating the audio subband signal for the first time frame using the corrected phase (91) for a first time frame and a magnitude value (47) of the audio subband signal of the first time frame, wherein the magnitude value (47) is a magnitude of the audio signal (32) in the first time frame or a processed magnitude of the audio signal (35) in the first time frame.

9. The decoder (110") according to one of claims 1 - 8, comprising:

- a core decoder (115) configured for decoding an audio signal (25) in a time frame with a reduced number of subbands with respect to the audio signal (55);
- a patcher (120) configured for patching a set of subbands of the core decoded audio signal (25) with the reduced number of subbands, wherein the set of subbands forms a first patch, to further subbands in the time frame, adjacent to the reduced number of subbands, to obtain an audio signal (32) with a regular number of subbands;
- a magnitude processor (125') for processing magnitude values of the audio subband signal (355) in the time frame;
- an audio signal synthesizer (100) for synthesizing audio subband signals to obtain a synthesized decoded audio signal.

10. The decoder (110") according to one of claims 1 - 9, wherein a plurality of target spectrum generators (65) comprising the first target spectrum generator (65a), a second target spectrum generator (65b), or a third target spectrum generator (65c), is configured for receiving and evaluating activation data (365) and one target spectrum generator of the plurality of target spectrum generators (65) is activated for further calculating the target spectrum based on the evaluation of the activation data (365).

11. An encoder (155") for encoding an audio signal, the encoder (155") comprising:

- a phase determiner (380) for determining a phase (45) of the audio signal (55);
a calculator (270) for determining phase correction data (255') for an audio signal (55) based on the determined phase (45) of the audio signal (55);

a core encoder (160) configured for core encoding the audio signal (55) to obtain a core encoded audio signal (145) having a reduced number of subbands with respect to the audio signal (55);

a parameter extractor (165) configured for extracting parameters (190) from the audio signal (55) for obtaining a low resolution parameter representation for a second set of subbands not included in the core encoded audio signal (145);

an output signal former (120) for forming an output signal (135) comprising the parameters (190), the core encoded audio signal (145), and the phase correction data (295').

12. The encoder (155") according to claim 11, wherein the output signal former (170) is configured to form the output signal (135) into a sequence of frames, wherein each frame comprising the parameters (190), the core encoded audio signal (145), and wherein only each Nth frame comprising the phase correction data (295'), wherein N is greater or equal than 2.

13. The encoder (155") according to claim 11 or 12,

wherein the calculator (270) comprises a set of correction data calculators (285a-c) for calculating the phase correction in accordance with a first variation mode, a second variation mode, or a third variation mode;

wherein the calculator (270) is configured for determining activation data (365) for activating one correction data calculator of the set of correction data calculators (285a-c);

the output signal former (170) configured for forming the output signal comprising the activation data, the parameters, the core encoded audio signal, and the phase correction data.
14. Method (5800) for decoding an audio signal (32) with a decoder (110"), the method (5800) comprising the following steps:

generating a target spectrum (85a") for a first time frame of a subband signal of the audio signal with a first target spectrum generator (65a) using first correction data (295a);

correcting a phase of the subband signal in the first time frame of the audio signal (32) with a first phase corrector (70a) determined with a phase correction algorithm, wherein the correction is performed by reducing a difference between a measure of the subband signal in the first time frame of the audio signal and the target spectrum (85a");

calculating the audio subband signal for the first time frame with an audio subband signal calculator (350) using a corrected phase (91a) for the time frame and for calculating audio subband signals for a second time frame different from the first time frame using the measure of the subband signal (85a") in the second time frame or using a corrected phase calculation in accordance with a further phase correction algorithm different from the phase correction algorithm.

15. Method (5900) for encoding an audio signal with an encoder (155"), the method (5900) comprising the following steps:

determining a phase (45) of the audio signal (55) with a phase determiner (380);

determining phase correction data (295) for an audio signal (55) with a calculator (270) based on the determined phase (45) of the audio signal (55);

core encoding the audio signal (55) with a core encoder (160) to obtain a core encoded audio signal (145) having a reduced number of subbands with respect to the audio signal (55);

extracting parameters (190) from the audio signal (55) with a parameter extractor (165) for obtaining a low resolution parameter representation for a second set of subbands not included in the core encoded audio signal (145);
forming an output signal with an output signal former (170) comprising the
parameters (190), the core encoded audio signal (145), and the phase correction
data (295').

16. Computer program having a program code for performing the method according to
claim 14 or 15 when the computer program runs on a computer.
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Calculating a phase measure of an audio signal for a time frame with an audio signal phase measure calculator

Determining a target phase measure for said time frame with a target phase measure determiner

Correcting phases of the audio signal for the time frame with a phase corrector using the calculated phase measure and the target phase measure to obtain a processed audio signal

FIG 23
Decoding an audio signal in a time frame with a reduced number of subbands with respect to the audio signal;

Patching a set of subbands of the decoded audio signal with the reduced number of subbands, wherein the set of subbands forms a first patch, to further subbands in the time frame, adjacent to the reduced number of subbands, to obtain an audio signal with a regular number of subbands.

Correcting the phases within the subbands of the first patch according to a target function with the audio processor.

FIG 24
2500

Core encoding the audio signal with a core encoder to obtain a core encoded audio signal having a reduced number of subbands with respect to the audio signal

2505

Analyzing the audio signal or a low pass filtered version of the audio signal with a fundamental frequency analyzer for obtaining a fundamental frequency estimate of the audio signal

2510

Extracting parameters of subbands of the audio signal not included in the core encoded audio signal with a parameter extractor

2515

Forming an output signal comprising the core encoded audio signal, the parameters, and the fundamental frequency estimate with an output signal former

2520

FIG 25
FIG 33

<table>
<thead>
<tr>
<th>135</th>
<th>145</th>
<th>190</th>
<th>235</th>
<th>230</th>
</tr>
</thead>
<tbody>
<tr>
<td>core encoded audio signal</td>
<td>parameter</td>
<td>fundamental frequency estimate of peak positions</td>
<td>peak position estimate</td>
<td></td>
</tr>
</tbody>
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FIG 34

Percentage of the audio signal in a time frame with a target phase measure

Calculating a phase error with a phase error calculator using the phase of the audio signal in the time frame and the target phase measure

Correcting the phase of the audio signal in the time frame with a phase corrector using the phase error
Decoding an audio signal in a time frame of the baseband with a core decoder

Patching a set of subbands of the decoded baseband with a patcher, wherein the set of subbands forms a patch, to further subbands in the time frame, adjacent to the baseband, to obtain an audio signal comprising frequencies higher than the frequencies in the baseband

Correcting phases within the subbands of the first patch with an audio processor according to a target phase measure

FIG 35
Core encoding the audio signal with a core encoder to obtain a core encoded audio signal having a reduced number of subbands with respect to the audio signal

Analyzing the audio signal or a low pass filtered version of the audio signal with a fundamental frequency analyzer for obtaining a fundamental frequency estimate of peak positions in the audio signal

Extracting parameters of subbands of the audio signal not included in the core encoded audio signal with a parameter extractor

Forming an output signal with an output signal former comprising the core encoded audio signal, the parameters, the fundamental frequency of peak positions, and the peak position

FIG 36
Determining a variation of a phase of the audio signal with a variation determiner in a first and a second variation mode

Comparing the variation determined using the first and the second variation mode with a variation comparator

Calculating the phase correction with a correction data calculator in accordance with the first variation mode or the second variation mode based on a result of the comparing.
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corrected: phase derivative over time (radians)

FIG 46A

corrected: phase derivative over frequency (radians)

FIG 46B
corrected: error in phase spectrum (radians)

FIG 52A

corrected: phase derivative over frequency (radians)
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FIG 57
Generating a target spectrum for a first time frame of a subband signal of the audio signal with a first target spectrum generator using first correction data

Correcting a phase of the subband signal in the first time frame of the audio signal with a first phase corrector determined with a phase correction algorithm, wherein the correction is performed by reducing a difference between a measure of the subband signal in the first time frame of the audio signal and the target spectrum

Calculating the audio subband signal for the first time frame with an audio subband signal calculator using a corrected phase for the time frame and for calculating audio subband signals for a second time frame different from the first time frame using the measure of the subband signal in the second time frame or using a corrected phase calculation in accordance with a further phase correction algorithm different from the phase correction algorithm

FIG 58
Determining a phase of the audio signal with a phase determiner

Determining phase correction data for an audio signal with a calculator based on the determined phase of the audio signal

Core encoding the audio signal with a core encoder to obtain a core encoded audio signal having a reduced number of subbands with respect to the audio signal

Extracting parameters from the audio signal with a parameter extractor for obtaining a low resolution parameter representation for a second set of subbands not included in the core encoded audio signal

Forming an output signal with an output signal former comprising the parameters, the core encoded audio signal, and the phase correction data.
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