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(57) Abstract: A method includes configuring a human-capital-management (HCM) master taxonomy and a HCM language li-
brary. The HCM master taxonomy includes a plurality of levels that range from more general to more specific, each level of the
plurality of levels comprising a plurality of nodes. The plurality of levels include a job-species level and a job- family level, the
job-species level including a level of greatest specificity in the plurality of levels, the job-family level including a level of speci-
ficity immediately above the job-species level. In addition, the method includes transforming human-capital information via the
HCM language library. Further, the method includes classifying the transformed human-capital information into a job-family node
selected from the plurality of nodes at the job-family level.
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SYSTEM AND METHOD FOR PRODUCTIZING HUMAN CAPITAL LABOR
EMPLOYMENT POSITIONS/JOBS

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This Application claims priority from, and incorporates by reference the

entire disclosure of, U.S. Provisional Application No. 61/233,199 filed on August 12, 2009.

BACKGROUND

Technical Field

[0002] This invention relates generally to electronic classification of data and more
particularly, but not by way of limitation, to a system and method for classifying human-resource

information into a master taxonomy.

History Of Related Art

[0003] Human-capital management (HCM) business entities have for decades
unsuccessfully endeavored to establish an industry-standard job-classification taxonomy and
data-management solution that adequately enables productizing of human-capital resources.
Although a variety of widely-recognized taxonomic solutions (e.g., Standard Occupational
Classification and Major Occupational Groups) have been developed and implemented, these
solutions have proven to be significantly deficient in facilitating rudimentary HCM data-

management requirements.

[0004] For example, existing taxonomic structures/solutions do not logically relate
to how HCM business entities manage, deploy and analyze human-capital resources. The
existing taxonomic structures/solutions were developed external to a HCM market segment and
therefore are not sufficiently granular to support human-resource productizing. By way of
further example, fine-grain attributes applicable to jobs, even when combined with traditional
clustering methods, are not categorized, prioritized, contextualized or applied so as to drive

accurate classification necessary to support the HCM market segment.
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[0005] Because of these deficiencies, it has become standard practice within the
HCM market segment for HCM business entities to develop custom job-classification constructs.
Additionally, these deficiencies have in many cases forced customers (e.g., those that consume
large numbers of personnel, temporary staffing) to also develop custom job-classification
constructs. A result is an industry in which hundreds and perhaps thousands of disparate job-

classification schemas are utilized.

SUMMARY OF THE INVENTION

[0006] In one embodiment, a method includes configuring a human-capital-
management (HCM) master taxonomy and a HCM language library. The HCM master
taxonomy includes a plurality of levels that range from more general to more specific, each level
of the plurality of levels comprising a plurality of nodes. The plurality of levels include a job-
species level and a job-family level, the job-species level including a level of greatest specificity
in the plurality of levels, the job-family level including a level of specificity immediately above
the job-species level. In addition, the method includes transforming human-capital information
via the HCM language library. Further, the method includes classifying the transformed human-
capital information into a job-family node selected from the plurality of nodes at the job-family

level.

[0007] In another embodiment, a computer-program product includes a computer-
usable medium having computer-readable program code embodied therein, the computer-
readable program code adapted to be executed to implement a method. The method includes
configuring a human-capital-management (HCM) master taxonomy and a HCM language
library. The HCM master taxonomy includes a plurality of levels that range from more general
to more specific, each level of the plurality of levels comprising a plurality of nodes. The
plurality of levels include a job-species level and a job-family level, the job-species level
including a level of greatest specificity in the plurality of levels, the job-family level including a
level of specificity immediately above the job-species level. In addition, the method includes

transforming human-capital information via the HCM language library. Further, the method
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includes classifying the transformed human-capital information into a job-family node selected

from the plurality of nodes at the job-family level.

[0008] The above summary of the invention is not intended to represent each

embodiment or every aspect of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] A more complete understanding of the method and apparatus of the present
invention may be obtained by reference to the following Detailed Description when taken in

conjunction with the accompanying Drawings wherein:

[00010] FIG. 1A illustrates a system that may be used to ingest, classify and leverage

information for a subject-matter domain;

[00011] FIG. 1B illustrates various hardware or software components that may be

resident and executed on a subject-matter-domain server;

[00012] FIG. 2 illustrates a flow that may be used to ingest, classify and leverage

information for the subject-matter domain;
[00013] FIG. 3 illustrates an exemplary HCM language library;
[00014] FIG. 4 illustrates an exemplary HCM master taxonomy;
[00015] FIG. 5 illustrates exemplary database tables for a HCM master taxonomy;

[00016] FIG. 6 illustrates a raw-data data structure that may encapsulate raw data

from an input record;
[00017] FIG. 7 illustrates an exemplary process for a parsing-and-mapping engine;

[00018] FIG. 8A illustrates an exemplary parsing flow that may be performed by a

parsing-and-mapping engine;

[00019] FIG. 8B illustrates an exemplary parsed data record;
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[00020] FIG. 9 illustrates a spell-check flow that may be performed by a parsing-

and-mapping engine;

[00021] FIG. 10 illustrates an abbreviation flow that may be performed by a parsing-

and-mapping engine;

[00022] FIG. 11A illustrates an inference flow that may be performed by a parsing-

and-mapping engine;
[00023] FIG. 11B illustrates a graph that may utilized in various embodiments;
[00024] FIG. 12 illustrates an exemplary multidimensional vector;

[00025] FIG. 13 illustrates an exemplary process that may be performed by a

similarity-and-relevancy engine; and

[00026] FIG. 14 illustrates an exemplary process that may be performed by an

attribute-differential engine.

DETAILED DESCRIPTION OF ILLUSTRATIVE
EMBODIMENTS OF THE INVENTION

[00027] Various embodiments of the present invention will now be described more
fully with reference to the accompanying drawings. The invention may, however, be embodied
in many different forms and should not be constructed as limited to the embodiments set forth
herein; rather, the embodiments are provided so that this disclosure will be thorough and

complete, and will fully convey the scope of the invention to those skilled in the art.

[00028] FIG. 1A illustrates a system 100 that may be used to ingest, classify and
leverage information for a subject-matter domain. The system 100 may include, for example, a
subject-matter-domain server 10, a data steward 102, a web server 104, a network switch 106, a
sitc administrator 108, a web browser 110, a web-service consumer 112 and a network 114, In
various embodiments, the web server 104 may provide web services over the network 114, for
example, to a user of the web browser 110 or the web-service consumer 112. In a typical

embodiment, the provided web services are enabled by the subject-matter-domain server 10.
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The web server 104 and the subject-matter-domain server are typically communicably coupled
via, for example, the network switch 106. The data steward 102 may maintain and provide
subject-matter-expertise resident on the subject-matter-domain server 10. In a typical
embodiment, the site administrator may, for example, define and implement security policies that
control access to the subject-matter-domain server 10. Exemplary functionality of the web
server 104 and the subject-matter-domain server 10 will be described in more detail with respect

to the ensuing FIGURES.

[00029] FIG. 1B illustrates various hardware or software components that may be
resident and executed on a subject-matter-domain server 10a. In various embodiments, the
subject-matter-domain server 10a may be similar to the subject-matter-domain server 10 of FIG.
1A. In atypical embodiment, the subject-matter-domain server 10a may include a parsing-and-
mapping engine 14, a similarity-and-relevancy engine 16, an attribute-differential engine 11 and
a language library 18. Exemplary embodiments of the parsing-and-mapping engine 14, the
similarity-and-relevancy engine 16, the attribute-differential engine 11 and the language library

18 will be discussed with respect to FIG. 2 and the ensuing Figures.

[00030] FIG. 2 illustrates a flow 200 that may be used to ingest, classify and leverage
information for the subject-matter domain. As will be described in more detail in the foregoing,
in a typical embodiment, a language library 28 enables numerous aspects of the flow 200. In a
typical embodiment, the language library 28 is similar to the language library 18 of FIG. 1B.

The language library 28, in a typical embodiment, includes a collection of dictionaries selected
and enriched via expertise in the subject-matter domain. In some embodiments, for example, the
subject-matter domain may be human-capital management (HCM). In a typical embodiment, a
set of subject dictionaries within the collection of dictionaries collectively define a vector space
for the subject-matter domain. Other dictionaries may also be included within the collection of
dictionaries in order to facilitate the flow 200. For example, one or more contextual dictionaries
may provide context across the set of subject dictionaries. In various embodiments, the language
library 28, via the collection of dictionaries, is operable to encapsulate and provide access to
knowledge, skill and know-how concerning, for example, what words and phrases of the input

record 22 may mean in the subject-matter domain.
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[00031] The flow 200 typically begins with an input record 22 for ingestion and
classification. In various embodiments, the input record 22 may be either a structured record or
an unstructured record. As used herein, a structured record is a record with pre-defined data
elements and known mappings to the vector space for the subject-matter domain. Conversely, as
used herein, an unstructured record is a record that lacks pre-defined data elements and/or known
mappings to the vector space. Thus, the input record 22 may be, for example, a database, a text
document, a spreadsheet or any other means of conveying or storing information. Substantively,
the input record 22 typically contains information that it is desirable to classify, in whole or in
part, into a master taxonomy 218. In one embodiment, for example, résumés, job descriptions
and other human-capital information may be classified into a human-capital-management (HCM)

master taxonomy.

[00032] A parsing-and-mapping engine 24 typically receives the input record 22 and
operates to transform the input record 22 via the language library 28. The parsing-and-mapping
engine 24 is typically similar to the parsing-and-mapping engine 14 of FIG. 1B. In a typical
embodiment, the parsing-and-mapping engine 24 may parse the input record 22 into linguistic
units. Depending on, inter alia, whether the input record 22 is a structured record or an
unstructured record, various methodologies may be utilized in order to obtain the linguistic units.
The linguistic units may be, for example, words, phrases, sentences or any other meaningful
subset of the input record 22. In a typical embodiment, the parsing-and-mapping engine 24
projects each linguistic unit onto the vector space. The projection is typically informed by the
language library 28, which is accessed either directly or via a dictionary-stewardship tool 210.
Although illustrated separately in FIG. 2, in various embodiments, the dictionary-stewardship

tool 210 and the language quarantine 212 may be part of the language library 28.

[00033] The dictionary-stewardship tool 210 generally operates to identify and flag
"noise words" in the input record 22 so that the noise words may be ignored. Noise words may
be considered words that have been predetermined to be relatively insignificant such as, for
example, by inclusion in a noise-words dictionary. For example, in some embodiments, articles

such as 'a' and 'the’ may be considered noise words. In a typical embodiment, noise words are
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not removed from the input record 22 but instead are placed in a language quarantine 212 and

ignored for the remainder of the flow 200.

[00034] The dictionary-stewardship tool 210 also is typically operable to place into
the language quarantine 212 linguistic units that are not able to be enriched by the language
library 28. In some embodiments, these linguistic units are not able to be enriched because no
pertinent information concerning the linguistic units is able to be obtained from the language
library 28. In a typical embodiment, the dictionary-stewardship tool 210 may track the linguistic
units that are not able to be enriched and a frequency with which the linguistic units appear. As
the frequency becomes statistically significant, the dictionary-stewardship tool 210 may flag

such linguistic units for possible future inclusion in the language library 28.

[00035] The parsing-and-mapping engine 24 generally projects the linguistic unit
onto the vector space to produce a multidimensional vector 206. Each dimension of the
multidimensional vector 206 generally corresponds to a subject dictionary from the set of subject
dictionaries in the language library 28. In that way, each dimension of the multidimensional
vector 206 may reflect one or more possible meanings of the linguistic unit and a level of

confidence in those possible meanings.

[00036] A similarity-and-relevancy engine 26, in a typical embodiment, is operable
to receive the multidimensional vector 206, reduce the number of possible meanings for the
linguistic units and begin classification of the linguistic units in the master taxonomy 218. The
similarity-and-relevancy engine is typically similar to the similarity-and-relevancy engine 16 of
FIG. 1B. The master taxonomy 218 includes a plurality of nodes 216 that, in various
embodiments, may number, for example, in the hundreds, thousands or millions. The master
taxonomy 218 is typically a hierarchy that spans a plurality of levels that, from top to bottom,
range from more general to more specific. The plurality of levels may include, for example, a
domain level 220, a category level 222, a subcategory level 224, a class level 226, a family level
228 and a species level 238. Each node in the plurality of nodes 216 is typically positioned at

one of the plurality of levels of the master taxonomy 218.
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[00037] Additionally, each node in the plurality of nodes 216 may generally be
measured as a vector in the vector space of the subject-matter domain. In various embodiments,
the vector may have direction and magnitude in the vector space based on a set of master data.
The set of master data, in various embodiments, may be data that has been reliably matched to
ones of the plurality of nodes 216 in the master taxonomy 218 by experts in the subject-matter
domain. One of ordinary skill in the art will appreciate that, optimally, the set of master data is
large, diverse and statistically normalized. Furthermore, as indicated by a node construct 230,
cach node in the plurality of nodes 216 may have a label 232, a hierarchy placement 234 that
represents a position of the node in the master taxonomy 218 and attributes 236 that are relevant
to the subject-matter domain. The attributes 236 generally include linguistic units from data in

the set of master data that have been reliably matched to a particular node in the plurality of

nodes 216.

[00038] The similarity-and-relevancy engine 26 typically uses a series of vector-
based computations to identify a node in the plurality of nodes 216 that is a best-match node for
the multidimensional vector 206. In addition to being a best match based on the series of vector-
based computations, in a typical embodiment, the best-match node must also meet certain pre-
defined criteria. The pre-defined criteria may specify, for example, a quantitative threshold for

accuracy or confidence in the best-match node.

[00039] In a typical embodiment, the similarity-and-relevancy engine 26 first
attempts to identify the best-match node at the family level 228. If none of the nodes in the
plurality of nodes 216 positioned at the family level 228 meets the predetermined criteria, the
similarity-and-relevancy engine 26 may move up to the class level 226 and again attempt to
identify the best-match node. The similarity-and-relevancy engine 26 may continue to move up
one level in the master taxonomy 218 until the best-match node is identified. As will be
described in more detail below, when the master taxonomy is based on a large and diverse set of
master data, it is generally a good assumption that the similarity-and relevancy engine 26 will be
able to identify the best-match node at the family level 228. In that way, the similarity-and-
relevancy engine 26 typically produces, as the best-match node, a node in the plurality of nodes

216 that comprises a collection of similar species at the species level 238 of the master taxonomy
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218. In a typical embodiment, the collection of similar species may then be processed by an

attribute-differential engine 21.

[00040] In a typical embodiment, each node at the species level 238 may have a
product key 248 that defines the node relative to a spotlight attribute. The product key 248 may
include, for example, a set of core attributes 250, a set of modifying attributes 252 and a set of
key performance indicators (KPIs) 254. The spotlight attribute, in a typical embodiment, is an
attribute in the set of core attributes 250 that is of particular interest for purposes of
distinguishing one species from another species. For example, in a human-capital-management
master taxonomy for a human-capital-management subject-matter domain, the spotlight attribute
may be a pay rate for a human resource. By way of further example, in a life-insurance master
taxonomy for a life- insurance subject-matter domain, the spotlight attribute may be a person's

life expectancy.

[00041] The core attributes 250 generally define a node at the species level 238. The
modifying attributes 252 are generally ones of the core attributes that differentiate one species
from another. The KPIs 254 are generally ones of the modifying attributes that significantly
affect the spotlight attribute and therefore may be considered to statistically drive the spotlight
attribute. In a typical embodiment, the attribute-differential engine 21 is operable to leverage the
KPIs 254 in order to compare an unclassified vector 242 with each species in the collection of
similar species. The unclassified vector 242, in a typical embodiment, is the multidimensional

vector 206 as modified and optimized by the similarity-and-relevancy engine 26.

[00042] In a typical embodiment, the attribute-differential engine 21 is operable to
determine whether the unclassified vector 242 may be considered a new species 244 or an
existing species 246 (i.e., a species from the collection of similar species). If the unclassified
vector 242 is determined to be the existing species 244, the unclassified vector 242 may be so
classified and may be considered to have the spotlight attribute for the existing species 244. If
the unclassified vector 242 is determined to be the new species 246, the new species 244 may be
defined using the attributes of the unclassified vector 242. A spotlight attribute for the new

species 244 may be defined, for example, as a function of a degree of similarity, or distance,
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from a most-similar one of the collection of similar species, the distance being calculated via the

KPIs 254.

[00043] FIGS. 3-14 illustrate exemplary embodiments that utilize a human-capital
management (HCM) vector space and leverage expertise in a HCM subject-matter domain. As
one of ordinary skill in the art will appreciate, HCM may involve, for example, the employment
of human capital, the development of human capital and the utilization and compensation of
human capital. One of ordinary skill in the art will appreciate that these exemplary embodiments
with respect to HCM are presented solely to provide examples as to how various principles of the

invention may be applied and should not be construed as limiting.

[00044] As one of ordinary skill in the art will appreciate, HCM may involve, for
example, the development of labor-related issues that impact a business's strategic and
operational objectives. Human-capital management may include, for example, the employment
of human resource and the development of human resources; and the utilization, maintenance,

and compensation human resources.

[00045] FIG. 3 illustrates a HCM language library 38. In various embodiments, the
HCM language library 38 may be similar to the language library 28 of FIG. 2 and the language
library 18 of FIG. 1B. The HCM language library 38 typically includes a HCM master
dictionary 356, an abbreviation dictionary 362, an inference dictionary 360 and a plurality of
subject dictionaries 358 that, in a typical embodiment, collectively define the HCM vector space.
The plurality of subject dictionaries 358 may include a place dictionary 358(1), an organization
dictionary 358(2), a product dictionary 358(3), a job dictionary 358(4), a calendar dictionary
358(5) and a person dictionary 358(6). For example, the plurality of subject dictionaries 358
may include, respectively, names of places (e.g., “California”), names of organizations or
business that may employ human capital (e.g., “Johnson, Inc,.””), names of products (e.g.,
“Microsoft Windows”), job positions (e.g., “database administrator”), terms relating to calendar
dates (e.g., “November”) and human names (e.g., “Jane” or “Smith™). In a typical embodiment,

the abbreviation dictionary 362, the inference dictionary 360 and, for example, a noise words

10
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dictionary may be considered HCM-contextual dictionaries because each such dictionary

provides additional context across the plurality of subject dictionaries.

[00046] In a typical embodiment, the HCM master dictionary 356 is a superset of the
abbreviation dictionary 362, the inference dictionary 360 and the plurality of subject dictionaries
358. In that way, the HCM master dictionary 356 generally at least includes each entry present
in the abbreviation dictionary 362, the inference dictionary 360 and the plurality of subject
dictionaries 358. The HCM master dictionary 356 may, in a typical embodiment, include a
plurality of Boolean attributes 356a that indicate parts of speech for a linguistic unit. The
plurality of Boolean attributes 356a may indicate, for example, whether a linguistic unit is a
noun, verb, adjective, pronoun, preposition, article, conjunction or abbreviation. As illustrated in
FIG. 3, each of the plurality of subject dictionaries 358 may also include relevant Boolean

attributes.

[00047] In a typical embodiment, the HCM master dictionary 356, the abbreviation
dictionary 362, the inference dictionary 360 and the plurality of subject dictionaries 358 may be
created and populated, for example, via a set of HCM master data. The set of HCM master data,
in various embodiments, may be data that has been input into the HCM language library 38, for
example, by experts in the HCM subject-matter domain. In some embodiments, standard
dictionary words and terms from various external dictionaries may be integrated into, for

example, the plurality of subject dictionaries 358.

[00048] FIG. 4 illustrates a HCM master taxonomy 418 that may be used, for
example, to classify human-capital information such as, for example, résumés, job descriptions
and the like. In various embodiments, the HCM master taxonomy 418 may be similar to the
master taxonomy 218 of FIG. 2. The HCM master taxonomy 418 typically includes a job-
domain level 420, a job-category level 422, a job-subcategory level 424, a job-class level 426, a
job-family level 428 and a job-species level 438.

[00049] In various embodiments, the HCM master taxonomy 418 and the HCM
language library 38 are configured and pre-calibrated, via HCM subject-matter expertise, to a set

of HCM master data in manner similar to that described with respect to the language library 28

11



WO 2011/019934 PCT/US2010/045349

and the master taxonomy 218 of FIG. 2. More particularly, the set of HCM master data may
include a series of records such as, for example, job descriptions, job titles, résumé segments,
and the like. As described with respect to the master taxonomy 218 of FIG. 2, each node in the
HCM master taxonomy 418 may be measured as a vector in the HCM vector space of the HCM
subject-matter domain. Therefore, each node in the HCM master taxonomy 418 may have
direction and magnitude in the HCM vector space based on the set of HCM master data. The set
of HCM master data, in various embodiments, may be data that has been reliably matched to
nodes of the HCM master taxonomy 418 by experts in the HCM subject-matter domain. One of
ordinary skill in the art will appreciate that, optimally, the set of HCM master data is large,

diverse and statistically normalized.

[00050] FIG. 5 illustrates exemplary database tables for a HCM master taxonomy
518. In atypical embodiment, a job hierarchy 502 may include one or more job nodes 508.
Each of the one or more job nodes 508 may typically have a job-node type 514. The job-node
type 514 may be, for example, one of the following described with respect to FIG. 4: the job-
domain level 420, the job-category level 422, the job-subcategory level 424, the job-class level
426, the job-family level 428 and the job-species level 438. Each of the one or more job nodes
508 may have one or more job-node attributes 506. In a typical embodiment, one or more of the
job-node attributes 506 may be KPIs for a spotlight attribute of the one or more job nodes 508.
In a typical embodiment, each of the job-node attributes 506 may have a job-node-attribute type
512. A job-node alternate 510 may, in a typical embodiment, provide an alternate means of

identifying the job node 508.

[00051] FIG. 6 illustrates a raw-data data structure 62 that may encapsulate raw data
from an input record such as, for example, the input record 22 of FIG. 2. The raw data may be
converted and conformed to the raw-data data structure 62 so that the raw data is usable by a
parsing-and-mapping engine such as, for example, the parsing-and-mapping engine 24 of FIG. 2.
In a typical embodiment, the raw-data data structure 62 may include, for example, a job-title
attribute 604, a skills-list attribute 606, a product attribute 608, an organization-information
attribute 610, a date-range attribute 612, a job-place attribute 614 and a job-description attribute

616. Various known technologies such as, for example, optical character recognition (OCR) and

12
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intelligent character recognition (ICR) may be utilized to convert the raw data into the raw-data
data structure 62. One of ordinary skill in the art will recognize that various known technologies

and third-party solutions may be utilized to convert the raw data into the raw-data data structure

702 of FIG. 7.

[00052] FIG. 7 illustrates an exemplary process 700 for a parsing-and-mapping
engine 74. In various embodiments, the parsing-and-mapping engine 74 may be similar to the
parsing-and-mapping engine 24 of FIG. 2 and the parsing-and-mapping engine 14 of FIG. 1B. In
a typical embodiment, the process 700 is operable to transform an input record such as, for
example, the input record 22 of FIG. 2 via, for example the HCM language library 38 of FIG. 3.
At a parsing step 702, the parsing-and-mapping engine 74 parses raw data such as, for example,
an instance of the raw-data data structure 62 of FIG. 6, into linguistic units. In a typical
embodiment, steps 704, 706, 708 and 710 proceed individually with respect to each linguistic
unit of the linguistic units parsed at the step 702.

[00053] At spell-check step 704, the parsing-and-mapping engine 74 may perform a
spell check of a linguistic unit from the linguistic units that were parsed at the step 702. At an
abbreviation step 706, if the linguistic unit is an abbreviation, the parsing-and-mapping engine
74 attempts to identify one or more meanings for the abbreviation. At an inference step 708, the
parsing-and-mapping engine 74 identifies any inferences that may be made either based on the
linguistic unit or products of the steps 704 and 706. At step 710, as a cumulative result of steps
702, 704, 706 and 708, the linguistic unit is categorized, for example, into one or more of a
plurality of subject dictionaries such as, for example, the plurality of subject dictionaries 358 of
FIG. 3. Additionally, a confidence level, or weight, of the linguistic unit may be measured. In
that way, the parsing-and-mapping engine 74 is operable to transform the raw data via, for

example, the HCM language library 38 of FIG. 3.

[00054] FIG. 8A illustrates a parsing flow 800 that may be performed during a
parsing step such as, for example, the parsing step 702 of FIG. 7. At step 802, a parsing method
is determined. As noted with respect to FIG. 2, an input record such as, for example, the input

record 22 of FIG. 2 may be a structured record or an unstructured record. A structured record is
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a record with pre-defined data elements and known mappings, in this case, to the HCM vector
space. Therefore, if an input record such as, for example, the input record 22 of FIG. 2, is a

structured record, the known mappings may be followed for purposes of parsing.

[00055] However, if an input record such as, for example, the input record 22 of FIG.
2, 1s an unstructured record, other parsing methods may be utilized such as, for example,
template parsing and linguistic parsing. Template parsing may involve receiving data, for
example, via a form that conforms to a template. In that way, template parsing may involve
identifying linguistic units based on placement of the linguistic units on the form. One of
ordinary skill in the art will appreciate that a variety of third-party intelligent data capture (IDC)

solutions may be utilized to enable template parsing.

[00056] Linguistic parsing may be used to parse an unstructured record when, for
example, template parsing is either not feasible or not preferred. In a typical embodiment,
linguistic parsing may involve referencing a HCM language library such as, for example, the
HCM language library 38 of FIG. 3. Using a HCM language library such as, for example, the
HCM language library 38 of FIG. 3, the parsing-and-mapping engine 74 of FIG. 7 may identify
cach linguistic unit in the unstructured record and determine each linguistic unit's part of speech.
One of ordinary skill in the art will recognize that a linguistic unit may be a single word (e.g.,
"database") or a combination of words that form a logical unit (e.g., "database administrator").
In a typical embodiment, linguistic parsing is tantamount to creating a linguistic diagram of the

unstructured record.

[00057] At step 804 of FIG. 8A, the parsing-and-mapping engine 74 may parse an
input record such as, for example, the input record 22 of FIG. 2, according to the parsing method
determined at step 802. In typical embodiment, the step 804 may result in a plurality of parsed
linguistic units. At step 806, the parsing-and-mapping engine 74 may flag noise words in the
input record using, for example, the HCM language library 38 of FIG. 3. In various
embodiments, the flagging of noise words may occur in a manner similar to that described with

respect to FIG. 2. After step 806, the parsing flow 800 is complete.

14



WO 2011/019934 PCT/US2010/045349

[00058] FIG. 8B illustrates an exemplary parsed data record 82 that, in various
embodiments, may be produced by the parsing flow 800. In a typical embodiment, the parsed
data record 82 includes the plurality of parsed linguistic units produced by the parsing flow 800.
The plurality of parsed linguistic units may be, for example, words. As shown, in a typical
embodiment, the parsed data record 82 may be traced to the raw-data data structure 702 of FIG.
7.

[00059] FIG. 9 illustrates a spell-check flow 900 that may be performed by the
parsing-and-mapping engine 74 during, for example, the spell-check step 704 of FIG. 7.
Typically, the spell-check flow 900 begins with a parsed linguistic unit, for example, from the
plurality of parsed linguistic units produced by the parsing flow 800 of FIG. 8 A. Table 1
includes an exemplary list of spell-check algorithms that may be performed during the step 902,

which algorithms will be described in more detail below.

SPELL-CHECK ALGORITHM RESULT
Character Standardization Translates a linguist unit into a
standard character set.
Exact Match Returns either 0 or 1.
Edit-Distance Ratio Returns a value between 0 and 1,
inclusive.
Double-Metaphone Ratio Returns a value between 0 and 1,
inclusive.
Table 1

[00060] At step 902, the parsing-and-mapping engine 74 may perform a character-
standardization algorithm on the parsed linguistic unit. For example, one of ordinary skill in the
art will appreciate that an "em dash," an "en dash,” a non-breaking hyphen and other symbols are
frequently used interchangeably in real-world documents even though each is a distinct symbol.
In various embodiments, performing the character-standardization algorithm operates to translate
the parsed linguistic unit into a standard character set that removes such ambiguities. In that

manner, the efficiency and effectiveness of the spell-check flow 900 may be improved.

[00061] At step 904, the parsing-and-mapping engine may select a subject dictionary

for searching. In a typical embodiment, the subject dictionary selected for searching may be one
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of a plurality of subject dictionaries such as, for example, the plurality of subject dictionaries 358
of FIG. 3. In various embodiments, the parsing-and-mapping engine 74 may check the plurality
of subject dictionaries 358 of FIG. 3 in a predetermined order as a performance optimization.
The performance optimization is typically based on a premise that an exact match in a higher-
ranked dictionary is much more significant than an exact match in a lower-ranked dictionary.
Therefore, an exact match in a higher-ranked dictionary may eliminate any need to search other

dictionaries in the plurality of subject dictionaries 358.

[00062] Depending on a particular objective, various orders may be utilized. For
example, in some embodiments, the parsing and mapping engine 74 may check the plurality of
subject dictionaries 358 in the following order: the job dictionary 358(4), the product dictionary
358(3), the organization dictionary 358(2), the place dictionary 358(1), the calendar dictionary
358(5) and the person dictionary 358(6). In these embodiments, if an exact match for the parsed
linguistic unit is found in the job dictionary 358(4), that match is used and no further dictionaries

are searched. In that way, computing resources may be preserved.

[00063] At step 906, the parsing-and-mapping engine 74 may attempt to identify an
exact match for the parsed linguistic unit in the subject dictionary selected for searching at the
step 904. In a typical embodiment, the parsing-and-mapping engine 74 of FIG. 7 may perform
an exact-match algorithm for the parsed linguistic unit against the subject dictionary selected for
searching. In a typical embodiment, the exact-match algorithm returns a one if an exact match
for the parsed linguistic unit is found in the dictionary selected for searching and returns a zero

otherwise.

[00064] If, at the step 906, an exact match is found for the parsed linguistic unit in
the subject dictionary selected for searching, in a typical embodiment, the spell-check flow 900
proceeds to step 908. At the step 908, the exact match is kept and no other spell-check algorithm
need be performed with respect to that dictionary. Additionally, the exact match may be
assigned a match coefficient of one. The match coefficient will be discussed in more detail

below. From the step 908, the spell-check flow 900 proceeds directly to step 914.
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[00065] If the exact-match algorithm returns a zero for the parsed linguistic unit at
the step 906, the spell-check flow 900 proceeds to step 910. At the step 910, the parsing-and-
mapping engine 74 may identify top matches in the subject dictionary selected for searching via
a match coefficient. As used herein, a match coefficient may be considered a metric that serves
as a measure of a degree to which a first linguistic unit linguistically matches a second linguistic
unit. As part of calculating the match coefficient, an edit-distance-ratio algorithm and a

metaphone-ratio algorithm may be performed.

[00066] As one of ordinary skill in the art will appreciate, a formula for calculating
an edit-distance ratio between a first linguistic unit (i.e., 'A") and a second linguistic unit (i.e., 'B")

may be expressed as follows:

Max_Length = Max (A.Length, B.Length)
Edit-Distance Ratio (A, B) = (Max_Length - Edit Distance (A, B)) / Max_Length

An edit distance between two linguistic units may be defined as a minimum number of edits
necessary to transform the first linguistic unit (i.e., 'A') into the second linguistic unit (i.e., 'B').
A length of the first linguistic unit (i.e., 'A") may be defined as the number of characters
contained in the first linguistic unit. Similarly, a length of the second linguistic unit (i.e., 'B")
may be defined as the number of characters contained in the second linguistic unit. One of
ordinary skill in the art will recognize that the only allowable "edits" for purposes of calculating
an edit distance are insertions, deletions or substitutions of a single character. One of ordinary
skill in the art will further recognize that the formula for edit-distance ratio expressed above is
exemplary in nature and, in various embodiments, may be modified or optimized without
departing from the principles of the present invention. In that way, an edit-distance ratio
between the parsed linguistic unit and a target linguistic unit in the subject dictionary selected for

searching may be similarly calculated.

[00067] As one of ordinary skill in the art will appreciate, a formula for calculating a

double-metaphone ratio may be expressed as follows:

Double-Metaphone Ratio (A, B) = Edit-Distance Ratio (A.Phonetic Form, B.Phonetic Form)
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As one of ordinary skill in the art will appreciate, the double-metaphone ratio algorithm
compares a phonetic form for the first linguistic unit (i.e., 'A') and the second linguistic unit (i.e.,
'B') and returns a floating number between 0 and 1 that is indicative of a degree to which the first
linguistic unit and the second linguistic unit phonetically match. In various embodiments, the
double-metaphone ratio algorithm may vary as, for example, as to how A.Phonetic Form and
B.Phonetic_Form are determined and as to how an edit-distance ratio between A.Phonetic Form
and B.Phonetic_Form are calculated. In that way, a double-metaphone ratio between the parsed
linguistic unit and a target linguistic unit in the subject dictionary selected for searching may be

similarly calculated.

[00068] For example, as one of ordinary skill in the art will recognize, the double-
metaphone algorithm may determine a primary phonetic form for a linguistic unit and an
alternate phonetic form for the linguistic unit. Therefore, in some embodiments, it is possible for
both the parsed linguistic unit and a target linguistic unit in the subject dictionary selected for
searching to each yield a primary phonetic form and an alternate phonetic form. If the primary
phonetic form and the alternate phonetic form for both the parsed linguistic unit and the target
linguistic unit in the subject dictionary selected for searching are considered, one of ordinary
skill in the art will recognize that four edit-distance ratios may be calculated. In some
embodiments, the double-metaphone ratio may be a maximum of the four edit-distance ratios. In
other embodiments, the double-metaphone ratio may be an average of the four edit-distance
ratios. In still other embodiments the double-metaphone ratio may be a weighted average of the
four edit-distance ratios such as, for example, by giving greater weight to ratios between primary

phonetic forms.

[00069] In some embodiments, greater accuracy for the double-metaphone algorithm
may be achieved by further considering a double-metaphone ratio for a backwards form of the
parsed linguistic unit. The backwards form of the parsed linguistic unit is, in a typical
embodiment, the parsed linguistic unit with its characters reversed. As discussed above, the
double-metaphone ratio for the backwards form of the parsed linguistic unit may be considered

via, for example, an average or weighted average with the double-metaphone ratio for the parsed
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linguistic unit in its original form. One of ordinary skill in the art will recognize that any
formulas and methodologies for calculating a double-metaphone ratio expressed above are
exemplary in nature and, in various embodiments, may be modified or optimized without

departing from the principles of the present invention.

[00070] Still referring to the step 910 of FIG. 9, in a typical embodiment, an overall
edit-distance ratio and an overall double-metaphone ratio may be calculated using, for example,
one or more methodologies discussed above. Using the double-metaphone ratio and the edit-

distance ratio, a match coefficient may be calculated, for example, as follows:

Match Coefficient (A, B) =(Exact-Match (A, B) + Edit-Distance Ratio (A, B) + Double-Metaphone Ratio (A, B)) /3

As one of ordinary skill in the art will recognize, by virtue of reaching the step 910, no exact
match for the raw linguistic typically exists in the dictionary selected for searching. Therefore,

"Exact-Match (A, B)" will generally be zero.

[00071] In various embodiments, a result of the step 910 is that the parsing-and-
mapping engine 74 identifies the top matches, by match coefficient, in the subject dictionary
selected for searching. In a typical embodiment, any matches that have a match coefficient that
is less than a dictionary coefficient for the subject dictionary selected for searching may be
removed from the top matches. The dictionary coefficient, in a typical embodiment, is a metric
representing an average edit distance between any two nearest neighbors in a dictionary. For

example, a formula for the dictionary coefficient may be expressed as follows:
Dictionary Coefticient = (/4) + (Average Edit Distance (Dictionary) / 2)
In this manner, in terms of edit distance, it may be ensured that the top matches match the parsed

linguistic unit at least as well as any two neighboring linguistic units in the subject dictionary

selected for searching, on average, match each other.

[00072] In a typical embodiment, after the step 910, the spell-check flow 900
proceeds to step 912. At the step 912, the parsing-and-mapping engine 74 may determine
whether, for example, others of the plurality of subject dictionaries 358 of FIG. 3 should be
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searched according to the predetermined order discussed above. If so, the spell-check flow 900
returns to the step 904 for selection of another subject dictionary according to the predetermined

order. Otherwise, the spell-check flow 900 proceeds to step 914.

[00073] At the step 914, the parsing-and-mapping engine 74 may perform statistical
calculations on a set of all top matches identified across, for example, the plurality of subject
dictionaries 358 of FIG. 3. As will be apparent from discussions above, the set of all top
matches may include, in a typical embodiment, exact matches and matches for which a match
coefficient is greater-than-or-equal-to an applicable dictionary coefficient. Table 2 describes a

plurality of frequency metrics that may be calculated according to a typical embodiment.

FREQUENCY METRIC DESCRIPTION
Local Frequency Number of occurrences of a
particular linguistic unit from a
particular subject dictionary in a
set of master data.
Max Frequency Maximum of all local frequencies
Total Frequency Sum of all local frequencies

Table 2

[00074] In a typical embodiment, a local frequency may be calculated for each top
match of the set of all top matches. As mentioned above with respect to FIG. 3, in a typical
embodiment, the HCM language library 38 of FIG. 3 may be configured and pre-calibrated, via
HCM subject-matter expertise, to the set of HCM master data. Therefore, in various
embodiments, the local frequency may represent a total number of occurrences of a particular top
match from the set of all top matches in a corresponding subject dictionary from the plurality of
subject dictionaries 358 of FIG. 3. In a typical embodiment, the local frequency may already be
stored in the corresponding subject dictionary. Therefore, a max frequency may be identified by
determining which top match from the set of all top matches has the largest local frequency. A
total frequency may be calculated by totaling local frequencies for each top match of the set of

all top matches.

[00075] From the step 914, the spell-check flow 900 proceeds to step 916. At the

step 916, the parsing-and-mapping engine 74 may compute a weighted score for each top match
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in the set of all top matches. In various embodiments, the weighted score may be calculated as

follows:

Weighted Score = Match Coefficient * Local Frequency / Total Frequency

One of ordinary skill in the art will note that the weighted score yields a value between 0 and 1.
In that way, the parsing-and-mapping engine may weight a particular top match's match

coefficient based on a frequency of that top match relative to frequencies of other top matches.

[00076] From step 916, the spell-check flow 900 proceeds to step 918. At the step
918, the parsing-and-mapping engine 74 may identify overall top matches in the set of all top
matches. In a typical embodiment, the overall top matches in the set of all top matches are those
matches that meet one or more predetermined statistical criteria. An exemplary pre-determined

statistical criterion is as follows:

Local Frequency >= Max_Frequency — (3 * Standard Deviation (Local Frequencies))

Thus, in some embodiments, the overall top matches may include each top match in the set of all
top matches for which the local frequency meets the exemplary pre-determined statistical
criterion. After the step 918, the spell-check flow 900 ends. In a typical embodiment, the
process 900 may be performed for each of the plurality of parsed linguistic units produced by the
parsing flow 800 of FIG. 8A.

[00077] FIG. 10 illustrates an abbreviation flow 1000 that may be performed by the
parsing-and-mapping engine 74 during, for example, the abbreviation step 706 of FIG. 7. It
should be noted that, in a typical embodiment, if it can be determined that none of the overall
total matches from the spell-check flow 900 and the parsed linguistic unit are abbreviations, then
the process 1000 need not be performed. This may be determined, for example, by referencing
the HCM master dictionary of FIG. 3 and a part-of-speech identified, for example, during the
parsing flow 800 of FIG. 8B. At step 1002, the parsing-and-mapping engine 74 may check an
abbreviation dictionary such as, for example, the abbreviation dictionary 362 of FIG. 3. In a

typical embodiment, the abbreviation dictionary may be checked with respect to each parsed
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linguistic unit in the plurality of parsed linguistic units produced by the parsing flow 800 of FIG.
8A and each of the overall top matches from the spell-check flow 900.

[00078] At step 1004, the parsed linguistic unit and each of the overall top matches
are mapped to any possible abbreviations listed, for example, in the abbreviation dictionary 362
of FIG. 3. One of ordinary skill in the art will recognize that the abbreviation dictionary 362, in
a typical embodiment, may yield possible abbreviations, for example, across the plurality of
subject dictionaries 358 of FIG. 3. In a typical embodiment, a weighted score for each of the
possible abbreviations may be obtained, for example, from the abbreviation dictionary 362.

Following the step 1004, the abbreviation flow 1000 ends.

[00079] FIG. 11A illustrates an inference flow 1100 that may be performed by the
parsing-and-mapping engine 74 during, for example, the inference step 708 of FIG. 7. At step
1102, the parsing-and-mapping engine 74 may check an inference dictionary such as, for
example, the inference dictionary 360 of FIG. 3. In various embodiments, with respect to a
parsed linguistic unit in the plurality of parsed linguistic units from the parsing flow 800 of FIG.
8A, the parsed linguistic unit, the overall top matches from the spell-check flow 900 of FIG. 9
and the possible abbreviations from the abbreviation flow 1000 of FIG. 10 are all checked in the
inference dictionary 360 of FIG. 3. To facilitate the discussion of the inference flow 1100, the
parsed linguistic unit, the overall top matches from the spell-check flow 900 of FIG. 9 and the
possible abbreviations from the abbreviation flow 1000 of FIG. 10 will be collectively referenced
as source linguistic units. Table 3 lists exemplary relationships that may be included in the
inference dictionary 360 of FIG. 3. Other types of relationships are also possible and will be

apparent to one of ordinary skill in the art.

RELATIONSHIP RANKING
"IS-A" Relationship Rank =1
Synonym Rank = 1
Frequency-Based Relationship Rank from 1 to n based on
frequency
Table 3
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[00080] As shown in Table 3, the inference dictionary 360 of FIG. 3 may yield, for
example, "IS-A" relationships, synonyms and frequency-based relationships. In a typical
embodiment, an "IS-A" relationship is a relationship that infers a more generic linguistic unit
from a more specific linguistic unit. For example, a linguistic unit of "milk" may have an "IS-A"
relationship with "dairy product” since milk is a dairy product. "IS-A" relationships may be
applied in a similar manner in the HCM subject-matter domain. In a typical embodiment, a
synonym relationship is a relationship based on one linguistic unit being synonymous, in at least
one context, with another linguistic unit. A frequency-based relationship is a relationship based
on two linguistic units being "frequently” related, typically in a situation where no other
relationship can be clearly stated. With a frequency-based relationship, the inference dictionary
360 typically lists a frequency for the relationship, for example, from the set of master data for
the HCM language library 38 of FIG. 3. In a typical embodiment, the inference dictionary 360

of FIG. 3 may list one or more relationships for each of the source linguistic units.

[00081] At step 1104, each of the source linguistic units are mapped to any possible
inferences, or inferred linguistic units, from the inference dictionary 360. In a typical
embodiment, "IS-A" relationships and synonym relationships are each given a rank of one.
Additionally, in a typical embodiment, frequency-based relationships are ranked from one to n
based on, for example, a frequency number provided in the inference dictionary 360. The
inferred linguistic units are, in a typical embodiment, retained and stored with the source
linguistic units, that is, the parsed linguistic unit, the overall top matches from the spell-check
flow 900 of FIG. 9 and the possible abbreviations from the abbreviation flow 1000 of FIG. 10.
After the step 1104, the inference flow 1100 ends.

[00082] FIG. 11B illustrates a graph 1150 that may utilized in various embodiments.
One of ordinary skill in the art will recognize that the graph 1150 is a Cauchy distribution. In a
typical embodiment, the graph 1150 may be utilized to convert, for example, a rank on the x-axis
to a weighted score between zero and one on the y-axis. For example, the graph 1150 may be
utilized to convert and store a rank associated with each of the inferred linguistic units produced

in the process 1100 of FIG. 11A into a weighted score. One of ordinary skill in the art will
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appreciate that, in various embodiments, other distributions may be used in place of the Cauchy

distribution.

[00083] FIG. 12 illustrates an exemplary multidimensional vector 1202 that may, in
various embodiments, be produced as a result of the parsing flow 800, the spell-check flow 900,
the abbreviation flow 1000 and the inference flow 1100. In various embodiments, the
multidimensional vector 1202 may be similar to the multidimensional vector 206 of FIG. 2. As
shown, in a typical embodiment, the multidimensional vector 1202 may be traced to the raw-data

data structure 702 of FIG. 7 and the parsed data record 82 of FIG. 8B.

[00084] In various embodiments, the multidimensional vector 1202 represents a
projection of the plurality of parsed linguistic units produced in the parsing flow 800 of FIG. 8A
onto the HCM vector space. The multidimensional vector 1202 generally includes the plurality
of parsed linguistic units produced in the parsing flow 800 of FIG. 8A. The multidimensional
vector also generally includes, for each parsed linguistic unit in the plurality of parsed linguistic
units: each of the overall top matches from the spell-check flow 900 of FIG. 9, each of the
possible abbreviations from the abbreviation flow 1000 of FIG. 10 and each of the inferred
linguistic units from the inference flow 1100 as dimensions of the multidimensional vector 1202.
Each dimension of the multidimensional vector 1202 is thus a vector that has direction and
magnitude (e.g., weight) relative to the HCM vector space. More particularly, each dimension of
the multidimensional vector 1202 typically corresponds to a subject dictionary, for example,
from the plurality of subject dictionaries 358. In a typical embodiment, each dimension of the
multidimensional vector 1202 thereby provides a probabilistic assessment as to one or more
meanings of the plurality of parsed linguistic units in the HCM subject-matter domain. In that
way, each dimension of the multidimensional vector 1202 may reflect one or more possible
meanings of the plurality of parsed linguistic units and a level of confidence, or weight, in those

possible meanings.

[00085] FIG. 13 illustrates an exemplary process 1300 that may be performed by a
similarity-and-relevancy engine 1326. In various embodiments, the similarity-and-relevancy

engine 1326 may be similar to the similarity-and-relevancy engine 26 of FIG. 2 and the
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similarity-and-relevancy engine 16 of FIG. 1B. At step 1302, subject to various performance
optimizations that may be implemented, a node-category score may be calculated for each of a
plurality of subject dictionaries, for each node of a HCM master taxonomy between a domain
level and a family level and across the plurality of parsed linguistic units produced, for example,
by the parsing flow 800 of FIG. 8A. In various embodiments, the plurality of subject
dictionaries may be, for example, the plurality of subject dictionaries 358 of FIG. 3 and the HCM
master taxonomy may be, for example, the HCM master taxonomy 418 of FIG. 4. Further, in a
typical embodiment, the node-category score may be calculated for each node of the HCM

master taxonomy 418 beginning at the job-domain level 420 through the job-family level 428.

[00086] In a typical embodiment, each of the overall top matches from the spell-
check flow 900 of FIG. 9, each of the possible abbreviations from the abbreviation flow 1000 of
FIG. 10 and each of the inferred linguistic units from the inference flow 1100 may represent a
possible meaning of a particular parsed linguistic unit. Further, as noted above, each such
possible meaning typically has a weighted score indicating a degree of confidence in the possible
meaning. In a typical embodiment, calculating the node-category score at the step 1302 may
involve, first, identifying a highest-weighted possible meaning at a dimension of the
multidimensional vector for a particular one of the parsed linguistic units. The highest-weighted

possible meaning is generally a possible meaning with the highest weighted score.

[00087] Typically, the highest-weighted possible meaning is identified for each
parsed linguistic unit in the plurality of parsed linguistic units produced in the parsing flow 800
of FIG. 8A. In a typical embodiment, the node-category score involves summing the weighted
scores for the highest-weighted possible meaning for each of the plurality of parsed linguistic
units produced in the parsing flow 800 of FIG. 8A. In that way, a node-category score may be
calculated, for example, for a particular dimension of the multidimensional vector 1202 of FIG.
12. In a typical embodiment, the step 1302 may be repeated for each dimension of the
multidimensional vector 1202 of FIG. 12. In various embodiments, following the step 1302, a
node-category score is obtained for each node of the HCM master taxonomy 418 from the job-

domain level 420 through the job-family level 428.
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[00088] Various performance optimizations may be possible with respect to the step
1302. For example, one of ordinary skill in the art will recognize that a master taxonomy such
as, for example, the HCM master taxonomy 418 may conceivably include thousands or millions
of nodes. Therefore, in various embodiments, it is beneficial to reduce a number of nodes for
which a node-category score must be calculated. In some embodiments, the number of nodes for
which the node-category score must be calculated may be reduced by creating a stop condition
when, for example, a node-category score is zero. In these embodiments, all nodes beneath a
node having a node-category score of zero may be ignored under an assumption that the node-

category score for these nodes is also zero.

[00089] For example, if a node-category score of zero is obtained for a node at the
job-domain level 420, all nodes beneath that node in the HCM master taxonomy 418, in a typical
embodiment, may be ignored and assumed to similarly have a node-category score of zero. In
various embodiments, this optimization is particularly effective, for example, at domain,
category and subcategory levels of a master taxonomy such as, for example, the master
taxonomy 418. Additionally, in various embodiments, utilization of this optimization may result
in faster and more efficient operation of a similarity-and-relevancy engine such as, for example,
the similarity-and relevancy engine 1326. One of ordinary skill in the art will recognize that
other stop conditions are also possible and are fully contemplated as falling within the scope of

the present invention.

[00090] In various embodiments, performance of the step 1302 may also be
optimized through utilization of bit flags. For example, in a typical embodiment, a node in the
HCM master taxonomy 418, hereinafter a flagged node, may have a bit flag associated with a
node attribute for the flagged node. In a typical embodiment, the bit flag may provide certain
information regarding whether the associated node attribute may also be a node attribute for the
flagged node's siblings. As one of ordinary skill in the art will appreciate, all nodes that
immediately depend from the same parent may be considered siblings. For example, with
respect to the HCM master taxonomy 418 of FIG. 4, all nodes at the job-family level 438 that

immediately depend from a single node at the job-family level 428 may be considered siblings.
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[00091] In a typical embodiment, the bit flag may specify: (1) an action that is taken
if a particular condition is satisfied; and/or (2) an action that is taken if a particular condition is
not satisfied. For example, in various embodiments, the bit flag may specify: (1) an action that is
taken if the associated node attribute matches, for example, a dimension of the multidimensional
vector 1202 of FIG. 12; and/or (2) an action that is taken if the associated node attribute does not
match, for example, a dimension of the multidimensional vector 1202 of FIG. 12. Table 4
provides a list of exemplary bit flags and various actions that may be taken based thereon. One

of ordinary skill in the art will recognize that other types of bit flags and actions are also

possible.
ACTION IF VECTOR ACTION IF VECTOR
BIT FLAG MATCHES ATTRIBUTE DOES NOT MATCH
ATTRIBUTE
Attribute Only Exists For flagged node, add No action.
weighted score to the node-
category score; for all siblings,
node-category score = 0.
Attribute Must Exist For flagged node, add For flagged node, node-
weighted score to the node- category score = 0; for all
category score; for siblings, no | siblings, node-category score
action. = 0.
Attribute Can Exist For flagged node, add No action.
weighted score to the node-
category score; for siblings, no
action.
Attribute Must Not Exist For flagged node, node- No action.
category score = 0; for all
siblings, node-category score =
0.
Table 4
[00092] For example, as shown in Table 4, in a typical embodiment, the similarity-

and-relevancy engine 1326 may utilize an attribute-only-exists bit flag, an attribute-must-exist bit
flag, an attribute-can-exist bit flag and an attribute-must-not-exist bit flag. In some
embodiments, every node in a master taxonomy such as, for example, the HCM master
taxonomy 418 may have bit flag associated with each node attribute. In these embodiments, the

bit flag may be one of the four bit flags specified in Table 4.
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[00093] In a typical embodiment, the attribute-only-exist bit flag indicates that,
among the flagged node and the flagged node's siblings, only the flagged node has the associated
attribute. Therefore, according to the attribute-only-exist bit flag, if the associated node attribute
matches, for example, a dimension of the multidimensional vector 1202 of FIG. 12, the
similarity-and-relevancy engine 1326 may skip the flagged node's siblings for purposes of
calculating a node-category score as part of the step 1302 of FIG. 13. Rather, the similarity-and-
relevancy engine 1326 may take the action specified in Table 4 under "Action if Vector Matches
Attribute." Otherwise, no action is taken. In this manner, the similarity-and-relevancy engine

1326 may proceed more quickly and more efficiently.

[00094] In a typical embodiment, the attribute-must-exist flag indicates that, in order
for the flagged node or any of the flagged node's siblings to be considered to match a dimension
of a multidimensional vector such as, for example, the multidimensional vector 1202 of FIG. 12,
the associated attribute must independently match the dimension of the multidimensional vector.
If the associated attribute does not independently match the dimension of the multidimensional
vector, the similarity-and-relevancy engine 1326 may skip the flagged node's siblings for
purposes of calculating a node-category score as part of the step 1302 of FIG. 13. Rather, the
similarity-and-relevancy engine 1326 may take the action specified in Table 4 under "Action if
Vector Does Not Match Node Attribute." Otherwise, the similarity-and-relevancy engine 1326
may take the action specified in Table 4 under "Action if Vector Matches Attribute." In this
manner, the similarity-and-relevancy engine 1326 may proceed more quickly and more

efficiently.

[00095] In a typical embodiment, the attribute-can-exist bit flag indicates that the
associated node attribute may exist but provides no definitive guidance as to the flagged node's
siblings. According to the attribute-can-exist flag, if the associated node attribute matches, for
example, a dimension of the multidimensional vector 1202 of FIG. 12, the similarity-and-
relevancy engine 1326 may take the action specified in Table 4 under "Action if Vector Matches

Attribute." Otherwise, no action is taken.
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[00096] In a typical embodiment, the attribute-must-not-exist bit flag indicates that
neither the flagged node nor the flagged node's siblings have the associated node attribute.
Therefore, according to the attribute-must-not-exist bit flag, if the associated node attribute
matches, for example, a dimension of the multidimensional vector 1202 of FIG. 12, the
similarity-and-relevancy engine 1326 may skip the flagged node's siblings for purposes of
calculating a node-category score as part of the step 1302 of FIG. 13. Rather, the similarity-and-
relevancy engine 1326 may take the action specified in Table 4 under "Action if Vector Matches
Attribute." Otherwise, no action is taken. In this manner, the similarity-and-relevancy engine

1326 may proceed more quickly and more efficiently.

[00097] Following the step 1302, the process 1300 proceeds to step 1304. At the
step 1304, an overall node score may be calculated for each node of the HCM master taxonomy
418 of FIG. 4 from the job-domain level 420 through the job-family level 428. In a typical
embodiment, the overall node score may be calculated, for example, by performing the following

calculation for a particular node:

Overall Node Score = Square-Root ((C*S)"2 + (C*S,)"2+.....+ (C*Sy))"2)

In the formula above, C represents a category weight, S; and S, each represent a node-category
score and ‘n’ represents a total number of node-category scores for the particular node. In a
typical embodiment, a category weight is a constant factor that may be used to provide more
weight to node-category weights for certain dimensions of the multidimensional vector 1202 of
FIG. 12 than others. Table 5 provides a list of exemplary category weights that may be utilized

in various embodiments.

SUBJECT WEIGHT
Job 1
Product 0.86

Organization 0.66

Person 0.32

Place 0.20

Date 0.11
Table §
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[00098] From the step 1304, the process 1300 proceeds to step 1306. At the step
1306, the similarity-and-relevancy engine 1326 may calculate a node lineage score for each node
at a particular level, for example, of the HCM master taxonomy 418 of FIG. 4. In a typical
embodiment, the node lineage score is initially calculated for each node at the job-family level
428 of the HCM master taxonomy 418 of FIG. 4. In a typical embodiment, a maximum node
lineage score may be identified and utilized in subsequent steps of the process 1300. For

example, a node lineage score may be expressed as follows:

Node Lineage Scorene. = Square-Root (Node Level Weightyo* Overall Node Scoreneg.)™2
+.....+ (Node_Level Weightpomai,™ Overall Node Scorepomain)™2 )

[00099] As part of the formula above, calculating the node lincage score for a
particular node (i.e., Node Lineage Scorey,.) may involve calculating a product of a node-level
weight for the particular node (i.e., Node Level Weightnode) and an overall node score for the
particular node (i.e., Overall Node Scorenode). Typically, as shown in the formula above, a
product is similarly calculated for each parent of the particular node up to a domain level such as,
for example, the job-domain level 420. Therefore, a plurality of products will result. In a typical
embodiment, as indicated in the formula above, each of the plurality of products may be squared
and subsequently summed to yield a total. Finally, in the formula above, a square-root of the
total may be taken in order to obtain the node lineage score for the node (i.e.,

Node Lineage Scoreyod.).

[000100] In various embodiments, as indicated in the exemplary formula above, the
node lineage score may utilize a node-level weight. The node-level weight, in a typical
embodiment, is a constant factor that may be used to express a preference for overall node scores
of nodes that are deeper, for example, in, the HCM master taxonomy 418. For example, Table 6
lists various exemplary node-level weights that may be used to express this preference. One of
ordinary skill in the art will recognize that other node-level weights may also be utilized without

departing from the principles of the present invention.
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NODE WEIGHT
LEVEL
Domain
Category
Sub-Category
Class
Family

N[ (Do |—

Table 6

[000101] From the step 1306, the process 1300 proceeds to step 1308. At the step
1308, the similarity-and-relevancy engine 1326 may calculate a distance between the maximum
node-lineage score identified at the step 1306 and each sibling of a node having the maximum
node-lineage score. For simplicity of description, the node having the maximum node-lineage
score will be referenced as a candidate node and a sibling of the candidate node will be
referenced as a sibling node. In various embodiments, an objective of the step 1306 is to use the
distance between the candidate node and each sibling node to help ensure that the candidate node
more closely matches, for example, the multidimensional vector 1202 of FIG. 12 than it does any
sibling node. In other words, the step 1306 may provide a way to ensure a certain level

confidence in the candidate node.

[000102] In a typical embodiment, for a particular sibling node, the step 1308
generally involves processing node attributes of the particular sibling node as a first hypothetical
input into the similarity-and-matching engine 1326 solely with respect to the candidate node. In
other words, the step 1302, the step 1304 and the 1306 may be performed with the hypothetical
input in such a manner that ignores all nodes except for the candidate node. The first
hypothetical input, in a typical embodiment, yields a first hypothetical node-lineage score that is
based on a degree of match between the node attributes of the sibling node and the candidate

node.

[000103]  Similarly, in a typical embodiment, the step 1308 further involves processing
node attributes of the candidate node as a second hypothetical input into the similarity-and-

matching engine 1326 solely with respect to the candidate node. In other words, the step 1302,
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the step 1304 and the 1306 may be performed with the second hypothetical input in such a
manner that ignores all nodes except for the candidate node. The second hypothetical input, in a
typical embodiment, yields a second hypothetical node-lincage score based on a degree of match

between the node attributes of the candidate node and the candidate node.

[000104] Therefore, in various embodiments, a distance between the candidate node
and the particular sibling node may be considered to be the first hypothetical node-lineage score
divided by the second hypothetical node-lineage score. Similarly, in various embodiments, a
distance between, for example, the multidimensional vector 1202 of FIG. 12 and the candidate
node may be considered to be the maximum node-lineage score divided by the second
hypothetical node-lineage score. In a typical embodiment, the calculations described above with
respect to the particular sibling node may be performed for each sibling node of the candidate

node.

[000105] From the step 1308, the process 1300 proceeds to step 1310. At the step
1310, a best-match node, for example, for the multidimensional vector 1202 of FIG. 12 may be
selected. In a typical embodiment, the candidate node must meet at least one pre-defined
criterion in order to be deemed the best-match node. For example, in a typical embodiment, for
cach sibling node of the candidate node, the distance between the multidimensional vector 1202
of FIG. 12 and the candidate node must be less than the distance between the candidate node and
the sibling node. In a typical embodiment, if the at least one pre-defined criterion is not met, the
step 1306, the step 1308 and the step 1310 may be repeated one level higher, for example, in the
HCM master taxonomy 418 of FIG. 4. For example, if the best-match node cannot be identified
at the job-family level 428, the step 1306, the step 1308 and the step 1310 may proceed with
respect to the job-class level 426. In a typical embodiment, the HCM master taxonomy 418 is
optimized so that, in almost all cases, the best-match node may be identified at the job-family
level 428. Therefore, in a typical embodiment, the step 1310 yields a collection of similar
species at the job-species level 438, species in the collection of similar species having the best-

match node as a parent. Following the step 1310, the process 1300 ends.
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[000106]  FIG. 14 illustrates an exemplary process 1400 that may be performed by an
attribute-differential engine 1421. In various embodiments, the attribute-differential engine 1421
may be similar to the attribute-differential engine 21 of FIG. 2. At step 1402, the attribute-
differential engine 1421 may identify differences between node attributes for each species of the
collection of similar species produced by the process 1300 of FIG. 13. Identified differences
may be similar, for example, to the modifying attributes 252 of FIG. 2. From step 1402, the
process 1400 proceeds to step 1404. At the step 1404, an impact of the identified differences
may be analyzed relative to a spotlight attribute such as, for example, a pay rate for a human
resource. In a typical embodiment, the attribute-differential engine 1421 may statistically
measure the impact in the HCM vector space based on, for example, the HCM language library

38. From the step 1404, the process 1400 proceeds to step 1406.

[000107] At the step 1406, a set of KPIs may be determined. In a typical embodiment,
the set of KPIs may be similar to the set of KPIs 254 of FIG. 2. In a typical embodiment, the set
of KPIs may be represent ones of the identified differences that statistically drive, for example,

the pay rate for a human resource. From step 1406, the process 1400 proceeds to step 1408.

[000108] At the step 1408, the attribute-differential engine 1421 is operable to
determine whether, for example, the multidimensional vector 1202 of FIG. 2 may be considered
a new species or an existing species (i.e., a species from the collection of similar species). If the
multidimensional vector 1202 is determined, based on the set of KPIs, to be an existing species
for a particular species in the collection of similar species, the multidimensional vector 1202 may
be so classified at step 1410. In that case, the multidimensional vector 1202 may be considered
to have, for example, a same pay rate as the particular species. Following the step 1410, the
process 1400 ends. However, if at the step 1408 the multidimensional vector 1202 is determined
to be a new species, the new species may be created and configured at step 1412. In a typical
embodiment, the new species may be configured to have, for example, a pay rate that is
calculated as a function of a distance from species in the collection of similar species. Following

the step 1412, the process 1400 ends.
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[000109]  Although various embodiments of the method and apparatus of the present
invention have been illustrated in the accompanying Drawings and described in the foregoing
Detailed Description, it will be understood that the invention is not limited to the embodiments
disclosed, but is capable of numerous rearrangements, modifications and substitutions without

departing from the spirit of the invention as set forth herein.
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CLAIMS

What 1s claimed is:

1. A method comprising:

configuring a human-capital-management (HCM) master taxonomy and a HCM language
library;

wherein the HCM master taxonomy comprises a plurality of levels that range from more
general to more specific, each level of the plurality of levels comprising a plurality of nodes;

wherein the plurality of levels comprises a job-species level and a job-family level, the
job-species level comprising a level of greatest specificity in the plurality of levels, the job-
family level comprising a level of specificity immediately above the job-species level,

transforming human-capital information via the HCM language library; and

classifying the transformed human-capital information into a job-family node selected

from the plurality of nodes at the job-family level.

2. The method of claim 1, wherein configuring a HCM library and a HCM master
taxonomy comprises creating a plurality of subject dictionaries, the HCM library comprising the

plurality of subject dictionaries.

3. The method of claim 2, wherein configuring a HCM library and a HCM master
taxonomy comprises integrating standard dictionary words and terms into the plurality of subject

dictionaries.

4. The method of claim 2, wherein configuring a HCM library and a HCM master
taxonomy comprises creating and populating at least one HCM-contextual dictionary selected
from a group consisting of: an abbreviation dictionary, an inference dictionary and a noise-words

dictionary.
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5. The method of claim 2, wherein the plurality of subject dictionaries comprises a
job dictionary, an organization dictionary, a product dictionary, a date dictionary, a place

dictionary and a person dictionary.

6. The method of claim 1, wherein the transforming comprises:
parsing the human-capital information to yield a plurality of linguistic units; and
mapping the plurality of linguistic units to a plurality of subject dictionaries, the plurality

of subject dictionaries defining a HCM vector space.

7. The method of claim 6, wherein the mapping comprises projecting the plurality of

linguistic units onto the HCM vector space, the projecting yielding a multidimensional vector.

8. The method of claim 7, wherein the mapping comprises:

for each linguistic unit of the plurality of linguistic units, producing one or more possible
meanings for the linguistic unit; and

wherein each of the one or more possible meanings has magnitude and direction relative

to the HCM vector space.

9. The method of claim 8, wherein the production of the one or more possible
meanings comprises, for each linguistic unit of the plurality of linguistic units:

performing a spell check; and

referencing an inference dictionary, the HCM language library comprising the inference

dictionary.
10. The method of claim 6, wherein:

the human-capital information comprises unstructured data; and

the parsing comprises linguistically analyzing the plurality of linguistic units.
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11. The method of claim 6, wherein:
the human-capital information comprises structured data; and
the parsing comprises following a known structure for the structured data to obtain the

plurality of linguistic units.

12.  The method of claim 7, wherein the classifying comprises:

measuring a distance between the vector-space projection and a vector-space
measurement at each node of the plurality of nodes for at least a portion of the plurality of levels;

determining a placement of the transformed human-capital information into the family

node based on the measured distance.

13. The method of claim 12, wherein the measuring comprises measuring a distance
between the vector-space projection and a vector-space measurement at each node of the

plurality of nodes for each level of the plurality of levels that is above the job-species level.

14.  The method of claim 12, the method comprising:

wherein, for each of the plurality of levels, each node of the plurality of nodes comprises
a plurality of node attributes, each node attribute of the plurality of node attributes having
associated therewith a bit flag;

wherein the bit flag comprises performance-optimization information regarding one or
more siblings of the node; and

via the performance-optimization information, determining that the one or more siblings

need not be measured in the measuring responsive to a condition for action being satisfied.
15.  The method of claim 1, the method comprising analyzing selected attributes of a

plurality of job-species nodes, the plurality of job species comprising ones of the plurality of

nodes at the job-species level that are positioned beneath the job-family node.
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16.  The method of claim 15, wherein the analyzing comprises identifying differences

between node attributes of the plurality of job species.

17. The method of claim 16, wherein the analyzing comprises:
analyzing an impact upon a spotlight attribute for each of the identified differences; and
determining one or more of the node attributes to be key performance indicators (KPIs)

for the spotlight attribute.

18.  The method of claim 17, wherein the analyzing of an impact upon the spotlight

attribute comprises statistically measuring the impact.

19.  The method of claim 18, wherein the spotlight attribute is a pay rate for a human

resource.

20.  The method of claim 17, the method comprising determining, via the determined
KPIs, that the transformed human-capital information should be placed into one of the plurality

of job-species nodes.

21.  The method of claim 17, the method comprising determining, via the determined

KPIs, that a new job-species node should be created.

22.  The method of claim 20, the method comprising:

responsive to the determination that the transformed human-capital information should be
placed into one of the plurality of job-species node comprises, classifying the transformed
human-capital information into a selected job-species node from the plurality of job-species

nodes.
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23. The method of claim 21, the method comprising;:
responsive to the determination that a new job-species node should be created,

configuring a new job-species node beneath the job-family node.

24. The method of claim 1, wherein:

the plurality of levels of the HCM master taxonomy comprises a job-domain level, a job-
category level, a job-subcategory level and a job-class level;

the job-class level comprises a level of specificity immediately above the job-family
level;

the job-subcategory level comprises a level of specificity immediately above the job-class
level;

the job-category level comprises a level of specificity immediately above the job-
subcategory level; and

the job-domain level comprises a level of specificity immediately above the job-category

level.
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25. A computer-program product comprising a computer-usable medium having
computer-readable program code embodied therein, the computer-readable program code
adapted to be executed to implement a method comprising:

configuring a human-capital-management (HCM) master taxonomy and a HCM language
library;

wherein the HCM master taxonomy comprises a plurality of levels that range from more
general to more specific, each level of the plurality of levels comprising a plurality of nodes;

wherein the plurality of levels comprises a job-species level and a job-family level, the
job-species level comprising a level of greatest specificity in the plurality of levels, the job-
family level comprising a level of specificity immediately above the job-species level;

transforming human-capital information via the HCM language library; and

classifying the transformed human-capital information into a job-family node selected

from the plurality of nodes at the job-family level.

26. The computer-program product of claim 25, wherein configuring a HCM library
and a HCM master taxonomy comprises creating a plurality of subject dictionaries, the HCM

library comprising the plurality of subject dictionaries.

27. The computer-program product of claim 26, wherein configuring a HCM library
and a HCM master taxonomy comprises integrating standard dictionary words and terms into the

plurality of subject dictionaries.

28. The computer-program product of claim 26, wherein configuring a HCM library
and a HCM master taxonomy comprises creating and populating at least one HCM-contextual
dictionary selected from a group consisting of: an abbreviation dictionary, an inference

dictionary and a noise-words dictionary.
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29.  The computer-program product of claim 26, wherein the plurality of subject
dictionaries comprises a job dictionary, an organization dictionary, a product dictionary, a date

dictionary, a place dictionary and a person dictionary.

30.  The computer-program product of claim 25, wherein the transforming comprises:
parsing the human-capital information to yield a plurality of linguistic units; and
mapping the plurality of linguistic units to a plurality of subject dictionaries, the plurality

of subject dictionaries defining a HCM vector space.

31.  The computer-program product of claim 30, wherein the mapping comprises
projecting the plurality of linguistic units onto the HCM vector space, the projecting yielding a

multidimensional vector.

32.  The computer-program product of claim 31, wherein the mapping comprises:

for each linguistic unit of the plurality of linguistic units, producing one or more possible
meanings for the linguistic unit; and

wherein each of the one or more possible meanings has magnitude and direction relative

to the HCM vector space.

33.  The computer-program product of claim 32, wherein the production of the one or
more possible meanings comprises, for each linguistic unit of the plurality of linguistic units:

performing a spell check; and

referencing an inference dictionary, the HCM language library comprising the inference

dictionary.
34, The computer-program product of claim 30, wherein:

the human-capital information comprises unstructured data; and

the parsing comprises linguistically analyzing the plurality of linguistic units.
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35.  The computer-program product of claim 30, wherein:
the human-capital information comprises structured data; and
the parsing comprises following a known structure for the structured data to obtain the

plurality of linguistic units.

36.  The computer-program product of claim 31, wherein the classifying comprises:

measuring a distance between the vector-space projection and a vector-space
measurement at each node of the plurality of nodes for at least a portion of the plurality of levels;

determining a placement of the transformed human-capital information into the family

node based on the measured distance.

37.  The computer-program product of claim 36, wherein the measuring comprises
measuring a distance between the vector-space projection and a vector-space measurement at
cach node of the plurality of nodes for each level of the plurality of levels that is above the job-

species level.

38.  The computer-program product of claim 36, the method comprising:

wherein, for each of the plurality of levels, each node of the plurality of nodes comprises
a plurality of node attributes, each node attribute of the plurality of node attributes having
associated therewith a bit flag;

wherein the bit flag comprises performance-optimization information regarding one or
more siblings of the node; and

via the performance-optimization information, determining that the one or more siblings

need not be measured in the measuring responsive to a condition for action being satisfied.
39.  The computer-program product of claim 25, the method comprising analyzing

selected attributes of a plurality of job-species nodes, the plurality of job species comprising ones

of the plurality of nodes at the job-species level that are positioned beneath the job-family node.
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40.  The computer-program product of claim 39, wherein the analyzing comprises

identifying differences between node attributes of the plurality of job species.

41.  The computer-program product of claim 40, wherein the analyzing comprises:
analyzing an impact upon a spotlight attribute for each of the identified differences; and
determining one or more of the node attributes to be key performance indicators (KPIs)

for the spotlight attribute.

42.  The computer-program product of claim 41, wherein the analyzing of an impact

upon the spotlight attribute comprises statistically measuring the impact.

43. The computer-program product of claim 42, wherein the spotlight attribute is a

pay rate for a human resource.

44. The computer-program product of claim 41, the method comprising determining,
via the determined KPlIs, that the transformed human-capital information should be placed into

one of the plurality of job-species nodes.

45. The computer-program product of claim 41, the method comprising determining,

via the determined KPlIs, that a new job-species node should be created.

46.  The computer-program product of claim 44, the method comprising:

responsive to the determination that the transformed human-capital information should be
placed into one of the plurality of job-species node comprises, classifying the transformed
human-capital information into a selected job-species node from the plurality of job-species

nodes.

43



WO 2011/019934 PCT/US2010/045349

47.  The computer-program product of claim 45, the method comprising:
responsive to the determination that a new job-species node should be created,

configuring a new job-species node beneath the job-family node.

48. The computer-program product of claim 25, wherein:

the plurality of levels of the HCM master taxonomy comprises a job-domain level, a job-
category level, a job-subcategory level and a job-class level;

the job-class level comprises a level of specificity immediately above the job-family
level;

the job-subcategory level comprises a level of specificity immediately above the job-class
level;

the job-category level comprises a level of specificity immediately above the job-
subcategory level; and

the job-domain level comprises a level of specificity immediately above the job-category

level.
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