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USING GENETICALGORTHM TO DESIGN 
2-DMENSIONAL PROCEDURAL PATTERNS 

FIELD OF THE INVENTION 

0001. This disclosure relates generally to graphic design 
and more particularly relates to generating ornamental pat 
terns in an image. 

BACKGROUND 

0002. Designing an ornamental pattern has often involved 
a user creating a procedural model used to generate the pat 
tern. Such models can be difficult to design and hard to 
control because they require users to learn the language of the 
procedural model. Accordingly, there is a need for efficient 
and/or otherwise improved systems and methods for design 
ing ornamental patterns. 

SUMMARY 

0003. One exemplary embodiment involves receiving a 
selection of an area; receiving a selection of a predefined 
pattern from a plurality of predefined patterns, the selected 
predefined pattern corresponding to a procedural model that 
was used to generate the selected predefined pattern, wherein 
the procedural model is defined in a way that is suitable for 
genetic exploration; generating a pattern based at least in part 
on the selected predefined pattern by modifying the proce 
dural model and using the modified procedural model to 
generate the pattern; and applying the generated pattern to at 
least a portion of the selected area. 
0004. In another embodiment, a non-transitory computer 
readable medium comprises program code for: receiving 
selection of an area of an image; receiving selection of a first 
Subset of a plurality of predefined patterns; generating a first 
plurality of patterns, at least one generated pattern in the first 
plurality of patterns being based at least in part on one or more 
predefined patterns in the first Subset; receiving selection of a 
second Subset of patterns, at least one pattern in the second 
subset of patterns being selected from the plurality of pre 
defined patterns or the first plurality of generated patterns; 
generating a second plurality of patterns, at least one gener 
ated pattern in the second plurality of patterns being based at 
least in part on one or more patterns in the second Subset; 
receiving selection of a generated pattern from the second 
plurality of patterns; and populating the area of the image 
with the selected generated pattern, wherein each pattern in 
the plurality of predefined patterns corresponds with a respec 
tive procedural model that is defined in a way that is suitable 
for genetic exploration. 
0005. In yet another embodiment, a system comprises a 
display; an input device; a memory; and a processor in com 
munication with the display, the input device, and the 
memory. In this embodiment, the processor is configured for: 
receiving, via the input device, selection of an area of an 
image; displaying, on the display, a plurality of predefined 
patterns; in response to receiving, via the input device, selec 
tion of a first subset of the plurality of predefined patterns, 
generating a first plurality of patterns, at least one generated 
pattern in the first plurality of generated patterns being based 
at least in part on one or more predefined patterns in the first 
Subset; displaying, on the display, the first plurality of gener 
ated patterns; in response to receiving, via the input device, 
selection of a second subset of the first plurality of generated 
patterns, generating a second plurality of patterns, at least one 

Jun. 19, 2014 

generated pattern in the second plurality of generated patterns 
being based at least in part on one or more patterns in the 
second Subset; displaying, on the display, the second plurality 
of generated patterns; and in response to receiving, via the 
input device, selection of a generated pattern from the second 
plurality of generated patterns, displaying, on the display, the 
area of the image comprising the selected generated pattern. 
0006. These illustrative features are mentioned not to limit 
or define the disclosure, but to provide examples to aid under 
standing thereof. Additional embodiments are discussed in 
the Detailed Description, and further description is provided 
there. Advantages offered by one or more of the embodiments 
may be further understood by examining this specification or 
by practicing one or more embodiments presented. 

BRIEF DESCRIPTION OF THE FIGURES 

0007. These and other features, aspects, and advantages of 
the present disclosure are better understood when the follow 
ing Detailed Description is read with reference to the accom 
panying drawings, where: 
0008 FIG. 1 is a flow chart directed to a method of design 
ing an ornamental pattern according to an embodiment; 
0009 FIG. 2 is a block diagram depicting an exemplary 
electronic device according to an embodiment; 
0010 FIG. 3 is a system diagram depicting exemplary 
computing devices in an exemplary computing environment 
according to an embodiment; 
0011 FIG. 4 is a flow chart illustrating a method of gen 
erating an ornamental pattern according to an embodiment: 
and 
0012 FIGS. 5A-H illustrate aspects of generating a pat 
tern according to various embodiments. 

DETAILED DESCRIPTION 

0013 Systems and methods disclosed herein relate gener 
ally to generating ornamental patterns according to various 
embodiments. An ornamental pattern may be, for example, a 
decorative pattern or a non-functional design, or both. More 
particularly, systems and methods disclosed herein relate to 
generating new patterns based on selected patterns. For 
example, a pattern may be selected from a library of patterns 
associated with differing predefined procedural models. A 
procedural model can include various parameters and build 
ing blocks that can be used to generate a pattern. For example, 
a procedural model may include model parameters. A proce 
dural model can include region queries that determine regions 
based at least in part on one or more algorithms, provide 
information about the geometries inside a current region and/ 
or touching a current region, provide functions to obtain 
information related to a current state of a pattern Such as 
finding a nearest point or testing an intersection, or a combi 
nation thereof. A procedural model can also include a popu 
late procedure configured to populate geometries inside a 
region. For example, a procedural model may include a deci 
sion tree that can be used to determine which geometries to 
use and where geometries should be placed within a region. 
0014. In embodiments, a procedural model is defined such 
that it is suitable for genetic exploration. For example, a 
procedural model may be defined such that it can be mutated 
and/or crossed efficiently. As another example, a procedural 
model can be defined such that at each mutation and/or cross 
over the resulting procedural model will generate a reason 
able fill of a selected input area. A procedural model can 
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include region queries and populate procedures. In an 
embodiment, each procedural model in a plurality of proce 
dural models includes one or more region queries and popu 
late procedures. In this embodiment, the region queries and/ 
or the populate procedures for a particular procedural model 
may be different than another selected procedural model. 
Thus, selected patterns used to generate a pattern may com 
prise and/or otherwise be associated with one or more differ 
ing region queries and/or populate procedures. 
0015 New patterns may be generated by at least applying 
mutations and/or crossovers to the procedural model corre 
sponding to the selected pattern. For example, parameters of 
the procedural model can be modified and/or compatible 
building blocks of the procedural model can be swapped with 
other compatible building buildings within the procedural 
model and/or interchanged with compatible building blocks 
from another procedural model. The modified procedural 
model can be used to generate new patterns. These generated 
patterns can be similar to the selected pattern but different in 
one or more ways that make these generated patterns better 
Suited to the user's particular needs. The newly generated 
patterns can be displayed and one or more of these new 
patterns can be selected. Additional patterns may be gener 
ated based at least in part on variations to the procedural 
models corresponding to the selected new patterns. This pro 
cess may repeat until a desired pattern is found. Numerous 
other embodiments are disclosed herein and variations are 
within the scope of this disclosure. 
0016 Referring now to FIG.1, this figure illustrates a flow 
chart directed to a method 100 of generating an ornamental 
pattern according to an embodiment. Such a method 100 may 
be performed by one or more electronic devices, such as a 
tablet computer, mobile phone, or other computing device 
comprising and/or in communication with an input device 
Such as a mouse, keyboard, touch-screen, or other input 
device. 

0017. The method 100 shown in FIG. 1 begins in block 
110 when a selection of an area to fill is received. For 
example, an image editing application being executed on an 
electronic device may receive a selection of an area of an 
image to fill. As another example, an image editing applica 
tion being executed on an electronic device may receive 
selection of a portion of one or more layers of an image to fill. 
0.018. Once the selection of an area to fill is received 110. 
selection of at least one predefined pattern is received 120. 
For example, an image editing application being executed on 
an electronic device may display an interface that enables 
selection of one or more predefined patterns. The interface 
can include checkboxes, radio buttons, or other elements 
configured to indicate which, ifany, of the predefined patterns 
are selected. As one example, if a predefined pattern is 
selected, then a checkbox associated with that predefined 
pattern may be checked. As another example, a portion of the 
interface associated with a particular predefined pattern may 
be shaded when that particular predefined pattern is selected. 
0019 Selection of at least one predefined pattern may be 
received in numerous ways. For example, selection of at least 
one predefined pattern may be received via a mouse, a key 
board, a touch-sensitive input device, other input devices, or 
a combination thereof. Thus, in embodiments, a predefined 
pattern may be selected by using a mouse to position a cursor 
over a portion of an interface corresponding to the predefined 
pattern and clicking a button on the mouse. As another 
example, if the electronic device comprises a touch-screen 
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display, then a user may be able to select a particular pre 
defined pattern by contacting a location of the touch-screen 
display corresponding to that predefined pattern. In one 
embodiment, a thumbnail image or other representation of a 
particular predefined pattern may be displayed and that pre 
defined pattern may be selected by selecting the thumbnail 
image or other representation corresponding to that pre 
defined pattern. 
0020. After receiving selection of at least one predefined 
pattern 120, one or more additional patterns are generated 
130. For example, an image editing application being 
executed on an electronic device may generate one or more 
additional patterns. An additional pattern may be based at 
least in part on one or more of the selected predefined pat 
terns. For example, an additional pattern may be generated by 
modifying parameters of a procedural model associated with 
a selected predefined pattern. As another example, an addi 
tional pattern may be generated by crossing parameters and/ 
or building blocks from a first input model associated with a 
first selected predefined pattern with parameters and/or build 
ing blocks from a second input model associated with a sec 
ond selected predefined pattern. In some embodiments, an 
additional pattern is generated by modifying parameters or 
crossing compatible parameters, or both. 
0021. After generating one or more additional patterns 
130, selection of an additional pattern from the one or more 
generated additional patterns is received 140. For example, an 
image editing application being executed on an electronic 
device may display an interface that enables selection of one 
of the generated additional patterns. The interface can include 
checkboxes, radio buttons, or other elements configured to 
indicate which, if any, additional patterns are selected. As one 
example, if an additional pattern is selected, then a checkbox 
associated with that additional pattern may be checked. As 
another example, a portion of the interface corresponding to a 
particular additional pattern may be shaded when that par 
ticular additional pattern is selected. Thus, the interface may 
visually indicate which, if any, patterns are selected. 
0022 Selection of an additional pattern may be received in 
numerous ways. For example, selection an additional pattern 
may be received via a mouse, a keyboard, a touch-sensitive 
input device, other input devices, or a combination thereof. 
Thus, in embodiments, an additional pattern may be selected 
by using a mouse to position a cursor over a portion of an 
interface corresponding to the additional pattern and clicking 
a button on the mouse. As another example, if the electronic 
device comprises a touch-screen display, then a user may be 
able to select a particular additional pattern by contacting a 
location of the touch-screen display corresponding to that 
generated additional pattern. In one embodiment, a thumbnail 
image or other representation of aparticular generated pattern 
may be displayed. The generated pattern may be selected by 
selecting the thumbnail image or other representation of the 
generated pattern. 
0023. In some embodiments, even more additional pat 
terns are generated. For example, even more patterns may be 
generated by selecting and/or de-selecting one or more pre 
defined patterns 120. In this embodiment, even more patterns 
may be generated when a user selects another predefined 
pattern and/or deselects a selected predefined pattern. As 
another example, even more patterns may be generated when 
one or more of the additional patterns are selected. Thus, in 
embodiments, the method 100 shown in FIG. 1 can cycle 
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through blocks 120-140 and/or blocks 130-140 until a satis 
factory additional pattern is generated. 
0024. A generated pattern may be based in part on selected 
predefined patterns, unselected predefined patterns, selected 
generated patterns, unselected generated patterns, or a com 
bination thereof. For example, a new generated pattern may 
be based at least in part on a selected predefined patternanda 
selected additional pattern that was generated. In one embodi 
ment, even more patterns are generated in response to the 
selection of a "Refresh' option. For example, when the 
"Refresh' option is selected, new patterns may be generated 
based at least in part on one or more selected predefined 
patterns. The new patterns may be generated by changing 
parameters and/or building blocks of one or more of the 
selected predefined patterns. Numerous other embodiments 
are disclosed herein and variations are within the scope of this 
disclosure. 
0025. After receiving selection of an additional pattern 
from the one or more generated additional patterns 140, the 
selected additional pattern is displayed 150. For example, an 
image editing application being executed on an electronic 
device may display the selected generated pattern within the 
selected area. Thus, if the selected area is a circle within an 
image, then the pattern may be displayed within the circle. In 
embodiments, the pattern is displayed only within the 
selected area of the image. In other embodiments, the pattern 
is displayed within the selected area of one or more selected 
layers of an image. 
0026. A pattern may be displayed in numerous ways. In 
one embodiment, a pattern is displayed within the selected 
area in real-time or Substantially real-time as a user selected a 
generated pattern. Thus, a user may be able to preview what a 
particular selected generated pattern will look like in the 
selected area. In some embodiments, a selected pattern is 
displayed within the selected area upon receiving an indica 
tion that the pattern should be displayed within the selected 
area. For example, a user may select a "Finish' button, a 
“Complete' button, or an “OK” button within an interface to 
indicate that the selected pattern should be displayed within 
the selected area. Numerous other embodiments are disclosed 
herein and variations are within the scope of this disclosure. 
0027. These illustrative examples are given to introduce 
the reader to the general Subject matter discussed here and are 
not intended to limit the scope of the disclosed concepts. The 
following sections describe various additional embodiments 
and examples with reference to the drawings in which like 
numerals indicate like elements. Other embodiments will 
readily suggest themselves to such skilled persons having the 
benefit of this disclosure. In the interest of clarity, not all of 
the routine features of the implementations described herein 
are shown and described. It will, of course, be appreciated that 
in the development of any such actual implementation, 
numerous implementation-specific decisions must be made 
in order to achieve the developer's specific goals, such as 
compliance with application-related or business-related con 
straints, or both, and that these specific goals will vary from 
one implementation to another and from one developer to 
another. 

Illustrative Electronic Device 

0028 FIG. 2 is a block diagram depicting an exemplary 
electronic device according to an embodiment. For example, 
in one embodiment, electronic device 200 is a tablet com 
puter. In other embodiments, electronic device 200 can be a 
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mobile phone, a personal digital assistant (PDA), a laptop, a 
desktop computer, or another Suitable computing device. An 
electronic device may include additional or fewer compo 
nents than the electronic device 200 shown in FIG. 2. For 
example, in an embodiment, an electronic device comprises 
the memory 210, the processor 220, the network interface 
230, the display 240, and also includes at least one additional 
component such as a camera. As another example, in one 
embodiment, the electronic device 200 does not comprise a 
network interface 230. Numerous configurations having 
fewer or additional components for the electronic device 200 
are within the scope of this disclosure. 
0029. As shown in FIG. 2, the electronic device 200 com 
prises a computer-readable medium 210. Such as a random 
access memory (RAM), coupled to a processor 220 that 
executes computer-executable program instructions and/or 
accesses information stored in memory 210. A computer 
readable medium may comprise, but is not limited to, an 
electronic, optical, magnetic, or other storage device capable 
of providing a processor with computer-readable instruc 
tions. Other examples comprise, but are not limited to, a 
floppy disk, CD-ROM, DVD, magnetic disk, memory chip, 
ROM, RAM, SRAM, DRAM, CAM, DDR, flash memory 
such as NAND flash or NOR flash, an ASIC, a configured 
processor, optical storage, magnetic tape or other magnetic 
storage, or any other medium from which a computer proces 
Sor can read instructions. In one embodiment, the electronic 
device 200 may comprise a single type of computer-readable 
medium such as random access memory (RAM). In other 
embodiments, the electronic device 200 may comprise two or 
more types of computer-readable medium such as random 
access memory (RAM), a disk drive, and cache. The elec 
tronic device 200 may be in communication with one or more 
external computer-readable mediums such as an external hard 
disk drive or an external DVD drive. 

0030 The embodiment shown in FIG. 2 comprises a pro 
cessor 220 which executes computer-executable program 
instructions and/or accesses information stored in memory 
210. The instructions may comprise processor-specific 
instructions generated by a compiler and/or an interpreter 
from code written in any Suitable computer-programming 
language including, for example, C, C++, C#, Visual Basic, 
Java, Python, Perl, JavaScript, and ActionScript(R). In an 
embodiment, the electronic device 200 comprises a single 
processor 220. In other embodiments, the electronic device 
200 comprises two or more processors. 
0031. The electronic device 200 as shown in FIG. 2 com 
prises a network interface 230 for communicating via wired 
or wireless communication. For example, the network inter 
face 230 may allow for communication over networks via 
Ethernet, IEEE 802.11 (Wi-Fi), 802.16 (Wi-Max), Bluetooth, 
infrared, etc. As another example, network interface 230 may 
allow for communication over networks such as CDMA, 
GSM, UMTS, or other cellular communication networks. 
The electronic device 200 may comprise two or more network 
interfaces 230 for communication over one or more networks. 

0032. The electronic device 200 may comprise and/or be 
in communication with any number of external or internal 
devices such as a mouse, a CD-ROM, DVD, a keyboard, a 
display, audio speakers, one or more microphones, or any 
other input or output devices, or both. For example, the elec 
tronic device 200 shown in FIG. 2 comprises a display 240 
and is in communication with various user interface (UI) 
devices 250. Display 240 may use any suitable technology 
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including, but not limited to, LCD, LED, CRT, and the like. In 
one embodiment, the display 240 is a touch-sensitive display. 
In other embodiments, the display 240 is not touch-sensitive. 
Numerous other embodiments are disclosed herein and varia 
tions are within the scope of this disclosure. 
0033 Electronic device 200 may be a tablet computer, a 
personal computing device, a mobile phone, a desktop com 
puter, or any other electronic device Suitable for providing 
one or more of the features described herein. 

Illustrative System 
0034 FIG.3 illustrates a system diagram depicting exem 
plary computing devices in an exemplary computing environ 
ment according to an embodiment. The system 300 shown in 
FIG. 3 includes three electronic devices, 320-340, and a web 
server 350. Each of the electronic devices, 320-340, and the 
web server 350 are connected to a network 310. In this 
embodiment, each of the electronic devices, 320-340, is in 
communication with the web server 350 through the network 
310. Thus, each of the electronic devices, 320-340, can send 
requests to the web server 350 and receive responses from the 
web server 350 through the network 310. 
0035. In an embodiment, the network 310 shown in FIG.3 
facilitates communications between the electronic devices, 
320-340, and the web server 350. The network 310 may be 
any suitable number or type of networks or links, including, 
but not limited to, a dial-in network, a local area network 
(LAN), wide area network (WAN), public switched tele 
phone network (PSTN), the Internet, an intranet or any com 
bination of hard-wired and/or wireless communication links. 
In one embodiment, the network 310 may be a single net 
work. In other embodiments, the network 310 may comprise 
two or more networks. For example, the electronic devices 
320-340 may be connected to a first network and the web 
server 350 may be connected to a second network and the first 
and the second network may be connected. Numerous other 
network configurations are disclosed herein and others are 
within the scope of this disclosure. 
0036 An electronic device may be capable of communi 
cating with a network, such as network 310, and be capable of 
sending and receiving information to and from another 
device, such as web server 350. For example, in FIG. 3, one 
electronic device may be a tablet computer 320. The tablet 
computer 320 may include a touch-sensitive display and be 
able to communicate with the network 310 by using a wireless 
network interface card. In this embodiment, the tablet com 
puter 320 may be able to communicate with the web server 
350 through the network 310. Another device that may be an 
electronic device shown in FIG.3 is a desktop computer 330. 
The desktop computer 330 may be in communication with a 
display and be able to connect to the network 330 through a 
wired network connection. The desktop computer 330 may be 
in communication with any number of input devices such as 
a keyboard or a mouse. In FIG.3, a mobile phone 340 may be 
an electronic device. The mobile phone 340 may be able to 
communicate with the network 310 over a wireless commu 
nications means such as TDMA, CDMA, GSM, or WiFi. 
Numerous other embodiments are disclosed herein and others 
are within the scope of this disclosure. 
0037. A device receiving a request from another device 
may be any device capable of communicating with a network, 
Such as network 310, and capable of sending and receiving 
information to and from another device. For example, in the 
embodiment shown in FIG. 3, the web server 350 may be a 
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device receiving a request from another device (i.e. electronic 
devices 320-340) and may be in communication with network 
310. A receiving device may be in communication with one or 
more additional devices, such as additional servers. For 
example, web server 350 in FIG.3 may be in communication 
with another server that stores full resolution images, lower 
resolution copies of full resolution images, one or more layers 
of an image, thumbnail images, information associated with 
one or more images, user account information, predefined 
patterns, procedural models, input models, default param 
eters, minimum parameters, maximum parameters, compat 
ibility information for predefined patterns, previously-gener 
ated patterns, representations for predefined patterns, other 
information associated with predefined patterns, or a combi 
nation thereof. 

0038. In one embodiment, the web server 350 may store 
full resolution images, lower resolution copies of full resolu 
tion images, one or more layers of an image, thumbnail 
images, information associated with one or more images, user 
account information, predefined patterns, procedural models, 
input models, default parameters, minimum parameters, 
maximum parameters, compatibility information for pre 
defined patterns, previously-generated patterns, representa 
tions for predefined patterns, other information associated 
with predefined patterns, or a combination thereof. In an 
embodiment, a web server may communicate with one or 
more additional devices to process a request received from an 
electronic device. For example, web server 350 in FIG.3 may 
be in communication with a plurality of additional servers, at 
least one of which may be used to process at least a portion of 
a request from any of the electronic devices 320-340. In one 
embodiment, web server 350 may be part of or in communi 
cation with a content distribution network (CDN) that stores 
data related to one or more images. 
0039. One or more devices may be in communication with 
a data store. For example, in FIG. 3, web server 350 is in 
communication with data store 360. In embodiments, data 
store 360 is operable to receive instructions from web server 
350 and/or other devices in communication with data store 
360 and obtain, update, or otherwise process data in response 
to receiving the instructions. Data store 360 may contain 
information associated with images having a plurality of lay 
ers, one or more layers of an image, full resolution images, 
reduced resolution images, full sized images, reduced sized 
images, composite images, thumbnail images, image loca 
tion, account information, predefined patterns, procedural 
models, input models, default parameters, minimum param 
eters, maximum parameters, compatibility information for 
predefined patterns, previously-generated patterns, represen 
tations for predefined patterns, other information associated 
with predefined patterns, or a combination thereof. For 
example, data store 360 may contain an image identifier that 
is usable to determine a location where the image is stored. 
Data store 360 may contain layer identifiers that are usable to 
identify one or more layers associated with an image. In one 
embodiment, a layer identifier is usable to determine a loca 
tion where a thumbnail image of the layer is stored. As 
another example, data store 360 may contain an identification 
that associates a predefined pattern with a representation of 
the predefined pattern. 
0040 Data store 360 shown in FIG.3 can receive requests 
from web server 350 and send responses to web server 350. 
For example, web server 350 may request a listing of pre 
defined patterns. As another example, web server 350 may 
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request information for one or more compatible predefined 
patterns. In response to receiving the request, data store 360 
may send the requested information about the predefined 
patterns, procedural models, input models, default param 
eters, minimum parameters, maximum parameters, compat 
ibility information for predefined patterns, previously-gener 
ated patterns, representations for predefined patterns, other 
information associated with predefined patterns, images, 
other requested information, or a combination thereof to web 
server 350. In embodiments, data store 360 can send receive, 
add, update, or otherwise manipulate information based at 
least in part on one or more requests received from another 
device or network, such as web server 350, network 310, or 
another network or device in communication with data store 
360. For example, web server 350 may query data store 360 to 
determine whether information associated with a particular 
predefined pattern should be sent to an electronic device in 
response to the web server 350 receiving a request from the 
electronic device. 

Method of Generating an Ornamental Design in an 
Image 

0041 Referring now to FIG. 4, FIG. 4 is a flow chart 
illustrating a method 400 of generating an ornamental pattern 
according to an embodiment. The description of the method 
400 of FIG. 4 will be made with respect to FIGS. 2 and 3. 
0042. The method 400 shown in FIG. 4 begins when one or 
more images are received 405. For example, referring to FIG. 
2, the processor 220 of the electronic device 200 may receive 
one or more images from memory 210. In another embodi 
ment, the electronic device 200 may receive one or more 
images from another device through the network interface 
230, from a hard disk drive, from another storage device, or a 
combination thereof. For example, referring to FIG. 3, tablet 
computer 320 may receive one or more images stored at web 
server 350 and/or data store 360 through network 310. The 
web server 350 may send one or more images to the tablet 
computer 320 in response to receiving a request from the 
tablet computer 320. In other embodiments, the web server 
350 pushes one or more images to the tablet computer 320 
without receiving a request from the tablet computer 320. The 
one or more images may be received by an image editing 
application being executed on the electronic device 200. For 
example, referring to FIG. 2, the memory 210 may have 
program code stored thereon for animage editing application. 
In this embodiment, the processor 220 may receive the pro 
gram code for the image editing application from the memory 
210 and execute at least a portion of the program code for the 
image editing application to receive one or more images. In 
another embodiment, the processor 220 receives program 
code for an image editing application from another device 
through the network interface 230. For example, referring to 
FIG. 3, tablet computer 320 may receive program code for 
receiving one or more images stored at web server 350 and/or 
data store 360 through network 310. 
0043. In one embodiment, one or more of the received 
images 405 comprises a plurality of layers. For example an 
image may comprise five layers. In this embodiment, each 
layer may be indicated by a thumbnail image corresponding 
to that layer. In another embodiment, one or more received 
images 405 comprise a single layer. An image editing appli 
cation may be capable of manipulating an image to increase 
and/or decrease the number of layers in the image. For 
example, if an image comprises a single layer, then the image 
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editing application can be used to add a second layer to the 
image. As another example, the image editing application can 
be used to remove the third layer of an image comprising four 
layers. Numerous other embodiments with respect to 
manipulating layers of an image and/or functionalities of an 
image editing application are disclosed herein and variations 
are within the scope of this disclosure. 
0044) Referring back to FIG. 4, after receiving the image 
405, the method 400 proceeds to block 410. In block 410, 
selection of one or more areas are received. For example, 
referring to FIG. 2, the processor 220 of the electronic device 
200 may receive selection of one or more areas through one or 
more user input devices 250. In another embodiment, the 
electronic device 200 may receive selection of one or more 
areas from another device through the network interface 230. 
For example, referring to FIG. 3, tablet computer 320 may 
receive selection of one or more areas from desktop computer 
330 through network 310. The desktop computer 330 may 
send information indicating the selection of one or more areas 
to the tablet computer 320 in response to receiving input from 
one or more user input devices associated with the desktop 
computer 330. The desktop computer 330 may send informa 
tion indicating the selection of one or more areas to the tablet 
computer 320 in response to receiving a request from the 
tablet computer 320. In other embodiments, the desktop com 
puter 330 pushes information indicating the selection of one 
or more areas to the tablet computer 320 without receiving a 
request from the tablet computer 320. The selection of one or 
more areas may be received by an image editing application 
being executed on the electronic device 200. For example, 
referring to FIG. 2, the memory 210 may have program code 
stored thereon for an image editing application. In this 
embodiment, the processor 220 may receive program code 
for the image editing application that is configured to request 
and/or receive selection of one or more areas. In another 
embodiment, the processor 220 receives program code con 
figured to request and/or receive selection of one or more 
areas through the network interface 230. For example, refer 
ring to FIG.3, tablet computer 320 may receive program code 
for receiving selection of one or more areas from another 
device, such as desktop computer 330, through network 310. 
0045. Selection of one or more areas may be received in 
any number of ways. For example, selection of one or more 
areas may be received through an input device associated with 
an electronic device. As another example, selection of one or 
more areas can be received through a network interface asso 
ciated with an electronic device. The selection may comprise 
a selection of a single area. For example, the selection may be 
a single area of an image. In another embodiment, the selec 
tion may be a single area within a particular layer of animage. 
In some embodiments, the selection may comprise a selection 
of multiple areas. For example, a selection may include a first 
area of an image and a second area of the image. As another 
example, a selection can include a first area within a first layer 
of an image and a second area within a second layer of the 
image. In embodiments, a selection of one or more areas may 
be made using two or more images. For example, selection of 
one or more areas may include selection of a first area of a first 
image and selection of a second area of a second image. 
0046) Selection of one or more areas can be made within 
an image editing application. For example, an image editing 
application being executed on an electronic device may 
receive selection of one or more areas corresponding to por 
tions of one or more images being editing in the image editing 
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application. The image editing application may display an 
interface that enables a user to select one or more areas of one 
or more images. For example, referring to FIG. 3, tablet 
computer 320 may comprise a touch-screen that can be used 
to display one or more images and receive input from a user of 
the tablet computer 320 that indicates the selection of one or 
OaaS. 

0047. An area can include any number of shapes. For 
example, in one embodiment, an area is a circle. In other 
embodiments, an area can include but is not limited to a 
Square, a rectangle, a triangle, a custom shape, another shape, 
or a combination thereof. An area may be a two-dimensional 
area. In some embodiments, an area is three-dimensional. 
Numerous other embodiments are disclosed herein and varia 
tions are within the scope of this disclosure. 
0048 Referring back to FIG.4, after receiving selection of 
one or more areas 410, the method 400 proceeds to block 415. 
In block 415, selection of one or more predefined patterns are 
received. For example, referring to FIG. 2, the processor 220 
of the electronic device 200 may receive selection of one or 
more predefined patterns through one or more user input 
devices 250. In another embodiment, the electronic device 
200 may receive selection of one or more predefined patterns 
from another device through the network interface 230. For 
example, referring to FIG.3, tablet computer 320 may receive 
selection of one or more predefined patterns from desktop 
computer 330 through network 310. The desktop computer 
330 may send information indicating the selection of one or 
more predefined patterns to the tablet computer 320 in 
response to receiving input from one or more user input 
devices associated with the desktop computer 330. The desk 
top computer 330 may send information indicating the selec 
tion of one or more predefined patterns to the tablet computer 
320 in response to receiving a request from the tablet com 
puter 320. In other embodiments, the desktop computer 330 
pushes information indicating the selection of one or more 
predefined patterns to the tablet computer 320 without receiv 
ing a request from the tablet computer 320. The selection of 
one or more predefined patterns may be received by an image 
editing application being executed on the electronic device 
200. For example, referring to FIG. 2, the memory 210 may 
have program code stored thereon for an image editing appli 
cation. In this embodiment, the processor 220 may receive 
program code for the image editing application that is con 
figured to request and/or receive selection of one or more 
predefined patterns. In another embodiment, the processor 
220 receives program code configured to request and/or 
receive selection of one or more predefined patterns through 
the network interface 230. For example, referring to FIG. 3, 
tablet computer 320 may receive program code for receiving 
selection of one or more predefined patterns from another 
device, such as desktop computer 330, through network 310. 
0049 Selection of one or more predefined patterns may be 
received in any number of ways. For example, selection of 
one or more predefined patterns may be received through an 
input device associated with an electronic device. As another 
example, selection of one or more predefined patterns can be 
received through a network interface associated with an elec 
tronic device. The selection may comprise a selection of a 
single predefined pattern. In other embodiments, the selection 
may comprise a selection of two or more predefined patterns. 
0050 Selection of one or more predefined patterns can be 
made within an image editing application. For example, an 
image editing application being executed on an electronic 
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device may receive selection of one or more predefined pat 
terns. The image editing application may display an interface 
that enables a user to select one or more predefined patterns. 
The interface may include checkboxes, radio buttons, or other 
indications configured to show which, if any, of the pre 
defined patterns are selected. For example, the interface may 
shade areas associated with selected predefined patterns. 
0051. The selection of one or more predefined patterns 
may be received via an interface in numerous ways. For 
example, selection of at least one predefined pattern may be 
received via a mouse, a keyboard, a touch-sensitive input 
device, other input devices, or a combination thereof. Thus, in 
embodiments, a predefined pattern may be selected by using 
a mouse to position a cursor over a portion of an interface 
corresponding to the predefined pattern and clicking a button 
on the mouse. As another example, if the electronic device 
comprises a touch-screen display, then a user may be able to 
select a particular predefined pattern by contacting a location 
of the touch-screen display corresponding to that predefined 
pattern. In one embodiment, a thumbnail image or another 
representation of a particular predefined pattern may be dis 
played and that predefined pattern may be selected by select 
ing the thumbnail image or other representation of the pre 
defined pattern. Thus, in embodiments, a predefined pattern 
may be selected by selecting a representation corresponding 
to that predefined pattern. Examples of representations 
include, but are not limited to, an image such as a thumbnail 
image corresponding to a particular predefined pattern, text 
corresponding to a particular predefined pattern, an identifier 
corresponding to a particular predefined pattern, or another 
visual representation displayed on the interface that corre 
sponds with a particular predefined pattern. Numerous other 
embodiments are disclosed herein and variations are within 
the scope of this disclosure. 
0.052 One or more predefined patterns may be received in 
any number of ways. For example, referring to FIG. 2, the 
processor 220 of the electronic device 200 may receive one or 
more predefined patterns from memory 210. In another 
embodiment, the electronic device 200 may receive one or 
more predefined patterns from another device through the 
network interface 230, from a hard disk drive, from another 
storage device, or a combination thereof. For example, refer 
ring to FIG. 3, tablet computer 320 may receive one or more 
predefined patterns stored at web server 350 and/or data store 
360 through network 310. The web server 350 may send one 
or more predefined patterns to the tablet computer 320 in 
response to receiving a request from the tablet computer 320. 
In other embodiments, the web server 350 pushes one or more 
predefined patterns to the tablet computer 320 without receiv 
ing a request from the tablet computer 320. The one or more 
predefined patterns may be received by an image editing 
application being executed on the electronic device 200. For 
example, referring to FIG. 2, the memory 210 may have 
program code stored thereon for animage editing application. 
In this embodiment, the processor 220 may receive the pro 
gram code for the image editing application from the memory 
210 and execute at least a portion of the program code for the 
image editing application to receive one or more predefined 
patterns. In another embodiment, the processor 220 receives 
program code for an image editing application from another 
device through the network interface 230. For example, refer 
ring to FIG.3, tablet computer 320 may receive program code 
for receiving one or more predefined patterns stored at web 
server 350 and/or data store 360 through network 310. 
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0053. In some embodiments, information associated with 
one or more predefined patterns may be received. For 
example, in one embodiment, representations for one or more 
predefined patterns may be received. A representation and/or 
other information corresponding to a predefined pattern may 
be received in any number of ways, Such as those discussed 
above with respect to receiving one or more predefined pat 
terns. For example, referring to FIG. 2, the processor 220 of 
the electronic device 200 may receive a representation that 
corresponds with a particular predefined pattern from 
memory 210. In another embodiment, the electronic device 
200 may receive one or more representations corresponding 
to one or more predefined patterns from another device 
through the network interface 230, from a hard disk drive, 
from another storage device, or a combination thereof. For 
example, referring to FIG.3, tablet computer 320 may receive 
one or more thumbnail images corresponding to one or more 
predefined patterns stored at web server 350 and/or data store 
360 through network 310. In embodiments, one or more 
predefined patterns and/or representations associated with 
one or more predefined patterns may be stored in a database, 
a library, a list, another storage device, or a combination 
thereof. Numerous other embodiments are disclosed herein 
and variations are within the scope of this disclosure. 
0054 Referring back to FIG.4, after receiving selection of 
one or more predefined patterns 415, the method 400 pro 
ceeds to block 420. In block 420, one or more patterns are 
generated. For example, referring to FIG.2, the processor 220 
of the electronic device 200 may generate one or more pat 
terns. In another embodiment, the electronic device 200 may 
receive one or more generated patterns from another device 
through the network interface 230, from a hard disk drive, 
from another storage device, or a combination thereof. For 
example, referring to FIG.3, tablet computer 320 may receive 
one or more patterns generated by web server 350 and/or one 
or more generated patterns stored in data store 360 through 
network 310. The web server 350 may send one or more 
generated patterns to the tablet computer 320 in response to 
receiving a request from the tablet computer 320. For 
example, the tablet computer 320 may send a request com 
prising information indicating which patterns have been 
selected to web server 350. The web server 350 may receive 
the request from tablet computer 320 and generate one or 
more patterns. A generated pattern may be based at least in 
part on information received in the request. For example, a 
generated pattern may be based at least in part on the selected 
patterns indicated in the request. The web server 350 can send 
one or more generated patterns to tablet computer 320. 
0055. In some embodiments, the web server 350 pushes 
one or more generated patterns to the tablet computer 320. 
One or more generated may be received by an image editing 
application being executed on the electronic device 200. For 
example, referring to FIG. 2, the memory 210 may have 
program code stored thereon for animage editing application. 
In this embodiment, the processor 220 may receive the pro 
gram code for the image editing application from the memory 
210 and execute at least a portion of the program code for the 
image editing application to generate one or more patterns 
and/or to receive one or more generated patterns from another 
device. In another embodiment, the processor 220 receives 
program code for an image editing application from another 
device through the network interface 230. For example, refer 
ring to FIG.3, tablet computer 320 may receive program code 
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for receiving one or more generated patterns from web server 
350 and/or data store 360 through network 310. 
0056. A pattern may be generated in any number of ways. 
In one embodiment, a generated pattern is based at least in 
part on one or more of the selected predefined patterns. For 
example, a predefined pattern may correspond with a proce 
dural model used to generate the predefined pattern and the 
generated pattern may be based at least in part on the proce 
dural model. In this embodiment, at least a portion of the 
procedural model may be mutated and/or a portion of the 
procedural model may be crossed with another compatible 
component and the mutated and/or crossed procedural model 
may be used to generate a new pattern. For example, a param 
eter associated with a procedural model may be mutated and 
used to generate a new pattern. As another example, a com 
ponent of a procedural model may be replaced with another 
compatible component and used to generate a new pattern. 
Thus, in embodiments, a generated pattern is based at least in 
part on one or more mutated parameters for a procedural 
model or one or more components of the procedural model 
that are crossed with other compatible components, or both. 
0057. In one embodiment, a first building block associated 
with a first selected predefined pattern may be crossed with a 
second building block associated with a second selected pre 
defined pattern and used to generate a pattern. A building 
block can include any component of a procedural model that 
is compatible with another component and used to create a 
pattern. Thus, in embodiments, a generated pattern may be 
created by crossing parts of a first pattern with compatible 
parts of a second pattern. A generated pattern can be created 
by crossing one or more compatible components of a first 
procedural model corresponding to a first predefined pattern 
with one or more compatible components of a second proce 
dural model corresponding to a second predefined pattern. 
0058. In some embodiments, a generated pattern may be 
created by modifying one or more parameters associated with 
a first selected predefined pattern and crossing one or more 
compatible components of the first selected predefined pat 
tern with one or more compatible components of a second 
selected predefined pattern. In other embodiments, a gener 
ated pattern is created by also modifying one or more param 
eters associated with the second selected predefined pattern. 
A generated pattern can be generated by mutating one or more 
parameters of a first procedural model corresponding to a first 
selected predefined pattern and/or crossing one or more com 
patible components of the first procedural model with one or 
more compatible components of a second procedural model 
corresponding to a second selected predefined pattern. 
0059. In embodiments, a generated pattern is based at least 
in part on one or more selected previously generated patterns, 
Such as a pattern that was generated in a previous iteration of 
block 420 and selected in block 430. For example, a generated 
pattern may be created by modifying one or more parameters 
associated with a selected previously generated pattern. As 
another example, one or more building blocks associated with 
a selected previously generated pattern may be crossed with 
one or more building blocks associated with another selected 
previously generated patternand/or a selected predefined pat 
tern to generate a pattern. Thus, in various embodiments, a 
pattern can be generated based at least in part on parameters 
of one or more patterns or compatible components of one or 
more patterns, or both. Similarly, a pattern can be generated 
based at least in part on predefined patterns or previously 
generated patterns, or both. 
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0060. In embodiments, a procedural model is defined such 
that it is suitable for genetic exploration. For example, a 
procedural model may be defined such that it can be mutated 
and/or crossed efficiently. In one embodiment, a procedural 
model Suitable for genetic exploration is a procedural model 
that can be mutated. In another embodiment, a procedural 
model Suitable for genetic exploration is a procedural model 
where at least a portion of the procedural model can be 
crossed. For example, a part of one procedural model may be 
crossed with a part of another procedural model. In some 
embodiments, a procedural model Suitable for genetic explo 
ration is a procedural model that can be both mutated and 
crossed. A procedural model may be defined Such that at each 
mutation and/or crossover the resulting procedural model 
will generate a reasonable fill of a selected input area. In one 
embodiment, a procedural model that is Suitable for genetic 
exploration is a procedural model that at each mutation or 
crossover, or both, the resulting procedural model will gen 
erate a fill of a selected input area. In another embodiment, a 
procedural model that is suitable for genetic exploration is a 
procedural model that at each mutation or crossover, or both, 
the resulting procedural model will generate a pattern, Such as 
an ornamental pattern, for a selected input area. Numerous 
other embodiments are disclosed herein and variations are 
within the scope of this disclosure. 
0061 A procedural model can include region queries and 
populate procedures, as discussed in more detail below. In an 
embodiment, each procedural model in a plurality of proce 
dural models includes one or more region queries and popu 
late procedures. In this embodiment, the region queries and/ 
or the populate procedures for a particular procedural model 
may be different than another procedural model in the plural 
ity of procedural models. Thus, selected patterns used to 
generate a pattern may comprise and/or otherwise be associ 
ated with one or more differing region queries and/or popu 
late procedures. Numerous other embodiments are disclosed 
herein and variations are within the scope of this disclosure. 

Example of Generating a Pattern 

0062 Referring now to FIGS. 5, FIGS. 5A-H illustrate 
aspects of generating a pattern according to various embodi 
ments. In one embodiment, a procedural model correspond 
ing to a particular pattern needs to satisfy at least two require 
ments. In this embodiment, the procedural model needs to 
always generate a result and the procedural model needs to be 
easily evolved. In some embodiments, each procedural model 
must satisfy one or both of these requirements. 
0063 As shown in FIG. 5A, in one embodiment, a proce 
dural model comprises a procedural pipeline including region 
queries and a populate procedure. In this embodiment, the 
procedural pipeline starts with an area to be filled such as the 
one or more selected areas received in block 410 of method 
400. Region queries can then be performed to determine an 
available region within the area to be filled. In embodiments, 
various procedural models comprise and/or are otherwise 
associated with different region queries. With the information 
obtained from the region queries, a populate procedure can be 
performed to populate one or more geometries inside the 
region. In embodiments, various procedural models comprise 
and/or are otherwise associated with different populate pro 
cedures. The region queries and the populate procedure may 
repeat until the area to be filled is covered as shown in FIG. 
5B. In embodiments, a model generates and/or processes 
regions differently than another procedural model. 
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0064. A region query may perform any number of tasks. 
For example, a region query may provide one or more regions 
based at least in part on one or more algorithms. A region can 
be associated with a shape, position, size, and/or rotation 
information. Any number of algorithms may be used for 
region queries. In one embodiment, a biggest region algo 
rithm is implemented for a region query. The biggest region 
algorithm may support one or more shaped regions, such as a 
circle region. In one embodiment, the biggest region algo 
rithm uses Delaunay Triangulation to determine the largest 
empty circle that touches a boundary or an existing geometry. 
For example, the sites of Delaunay Triangulation may be 
placed along a geometries' boundary at an interval. The 
Delaunay Triangles may be updated when a new geometry is 
added. In one embodiment, a list of all the triangles is kept. 
The list may be sorted by the triangles circumcircle radius. In 
this embodiment, the largest circumcircle radius may repre 
sent the biggest available circle region. 
0065. In another embodiment, a grid region algorithm is 
implemented for a region query. For example, a procedural 
model may request a set of regions that fill an area in uniform 
pattern. As shown in FIG.5C, region positions are provided in 
a grid-like style. In embodiments, a start position, a length, a 
direction of two sides of the grid, an output radius, and/or a 
style of output order may be defined. In one embodiment, a 
sequence of algorithms for region queries is performed. For 
example, a determination may first be made as to whether 
there are any user predefined regions and then the remaining 
area may be filled using a biggest empty circle region algo 
rithm. In one embodiment, a region query returns the shape of 
a selected region. A region query may return an already 
placed geometry that is touching or close to the selected 
region. Numerous other embodiments are disclosed herein 
and variations are within the scope of this disclosure. 
0066. In embodiments, a region query provides informa 
tion about other geometries inside and/or touching a current 
region within the area to be filled. The information provided 
by the region query can be used by the populate procedure to 
determine a particular procedure to use. In embodiments, a 
region query provides functions to obtain other information 
related to a current state of a pattern. For example, a region 
query may include functions to add a boundary, determine a 
nearest point, determine an intersection, calculate the dis 
tance to a boundary, and/or other functions. In some embodi 
ments, a pixel buffer is maintained. The pixel buffer can 
include information associated with one or more pixels in the 
area to be filled. For example, a pixel buffer may store, for 
each pixel, information indicating whether the pixel is filled 
and/or geometries covering the pixel. 
0067. As discussed above, with the information obtained 
from the region queries, a populate procedure can be per 
formed to populate one or more geometries inside one or 
more regions. Thus, for each region and/or one or more geom 
etries that are touched by or near a region, a new geometry 
may be generated. In one embodiment, the generation of the 
geometries is controlled by one or more decision trees. For 
example, each populate procedure can be associated with one 
or more decision trees. In embodiments, a decision tree asso 
ciated with one populate procedure can be different than a 
decision tree associated with another populate procedure. 
0068. In a decision tree, arithmetic operations may be used 
to determine which part of the tree (i.e. which branches of the 
tree) is used. Any number of geometries can be placed based 
on a shape, size, and/or orientation of a selected area and/or 
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the size of nearby geometries. In one embodiment, a default 
tree or node is used. Such an embodiment may prevent a 
region from being unfilled. Furthermore, a default tree may 
ensure that some pattern is generated when populate proce 
dures and/or region queries are mutated and/or crossed over. 
0069. In embodiments, a populate procedure includes one 
or more procedure packages and/or one or more decision 
trees. The one or more procedure packages may be used to 
manage parameters and procedures used to populate geom 
etries. A procedure can include, for example, a vine, a side 
vine and flower, a leaf an umlaut, other procedures, or a 
combination thereof. Parameters can include, for example, a 
maximum vine angle, a minimum vine angle, a vine tension, 
a minimum vine region size, a maximum flower radius, a 
minimum flower region size, a leaf start angle, a leaf end 
angle, a starting leaf tension, an ending leaf tension, a mini 
mum leaf region size, a maximum leaf length, a umlaut 
radius, a minimum umlaut region size, other parameters, or a 
combination thereof. A decision tree can be used to determine 
which procedure to use. 
0070. In some embodiments, similar geometries are orga 
nized into one or more procedure packages. A procedure 
package can contain functions, procedures, and/or param 
eters. A procedure package can be a C++ dynamic-link library 
(DLL), a JavaScript Object, a group of scalable vector graphic 
(SVG) files, or any other suitable file or collection of files. 
0071 FIG.5D provides an example of one decision tree 
according to an embodiment. A decision tree can include 
various nodes. For example, the decision tree shown in FIG. 
5D includes phase Switch nodes, conditional nodes, logical or 
nodes, and populate nodes. A phase Switch node may be 
advanced based on a region's size. For example, in FIG. 5D, 
there are three phase Switch nodes: structure, attachment, and 
filling. In the structure phase, geometries may be extended to 
cover the main portion of the area to be filled. Additional 
geometries can be added as attachments to the structure dur 
ing the attachment phase. During the filling stage empty space 
within the area to be filled can be filled with other geometries. 
FIG.5E illustrates the filling in of an area using a decision tree 
over various stages. 
0072. As discussed above and as discussed further herein, 
one or more new patterns can be generated in numerous ways. 
For example, a populate package may be evolved and used to 
generate a new pattern. In one embodiment, one or more 
parameters in a package are mutated and used to generate a 
new pattern. In another embodiment, a component of one 
package is crossed with a compatible component of another 
package and used to generate a new pattern. Thus, in embodi 
ments, populate packages may be mutated or crossed and 
used to generate a new pattern. Numerous other embodiments 
are disclosed herein and variations are within the scope of this 
disclosure. 

0073. A decision tree may be evolved and used to generate 
a new pattern. For example, a decision tree may be mutated 
and/or crossed with another compatible decision tree and 
used to generate a new pattern. In one embodiment, a vari 
able, comparison, and/or function associated with a condi 
tional node of a decision tree is mutated and used to generate 
a new pattern. In another embodiment, a procedure associated 
with a populate node of a decision tree is mutated and used to 
generate a new pattern. For example, a different procedure 
may be randomly selected from a list of compatible proce 
dures and the selected pattern may be used to replace a pro 
cedure associated with a particular populate node. In one 
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embodiment, a mutation for a non-leaf node is made by 
switching a branch with another compatible branch or by 
removing the branch from the decision tree. Various local 
parameters associated with one or more nodes of a decision 
tree may be mutated and used to generate a new pattern. In 
one embodiment, a single node of a decision tree is mutated 
and/or crossed and used to generate a new pattern. In other 
embodiments, two or more nodes of a decision tree are 
mutated and/or crossed and used to generate a new pattern. 
0074. In one embodiment, a populate package and a deci 
sion tree are evolved and used to generate a new pattern. In 
other embodiments, either a populate package or a decision 
tree is evolved and used to generate a new pattern. One or 
more parameters in one or more packages can be modified to 
generate a new pattern. As another example, if two packages 
are compatible then package crossover can occur to generate 
a new pattern. Thus, the parameters of one package can be 
crossed with the parameters of another, compatible package 
to generate a new pattern. In some embodiments, one or more 
mutations within a decision tree can occur to generate a new 
pattern. For example, local parameters can be changed to 
generate a new pattern. In some embodiments, one or more 
branches of a decision tree can be removed from the decision 
tree to generate a new pattern. In other embodiments, one or 
more branches of a decision tree can be switched with other 
branches in the decision tree to generate a new pattern. Vari 
ables, comparison types, and/or functions for a conditional 
node of a decision tree may be changed to generate a new 
pattern. For example, a compatible function from a plurality 
of compatible functions may be randomly selected and used 
to generate a new pattern. Similarly, a procedure selected 
from a plurality of compatible procedures may be randomly 
selected. In some embodiments, crossover between two or 
more trees may be performed to generate a new pattern. 
Numerous other embodiments are disclosed herein and varia 
tions are within the scope of this disclosure. 
(0075 FIG.5F illustrates results from a predefined proce 
dure model according to an embodiment. FIG.5G illustrates 
results from mutation of the predefined procedure model 
according to an embodiment. FIG. 5H illustrates results from 
crossover of the predefined procedure model according to an 
embodiment. Numerous other embodiments are disclosed 
herein and variations are within the scope of this disclosure. 
0076 Referring back to FIG.4, after one or more patterns 
are generated 420, the method 400 proceeds to block 425. In 
block 425, a determination is made as to whether one of the 
generated patterns is satisfactory. If a determination is made 
that none of the generated patterns is satisfactory, then the 
method 400 proceeds to block 430. If a determination is made 
that a generated pattern is satisfactory, then the method 400 
proceeds to block 435. 
0077. A determination as to whether a generated pattern is 
satisfactory may be made in any number of ways. In one 
embodiment, input is received from a user input device that 
indicates whether one of the generated patterns is satisfactory. 
For example, referring to FIG. 2, the processor 220 of the 
electronic device 200 may receive input indicating whether 
one of the generated patterns is satisfactory through one or 
more user input devices 250. In another embodiment, the 
electronic device 200 may receive input indicating whether 
one of the generated patterns is satisfactory from another 
device through the network interface 230. For example, refer 
ring to FIG. 3, tablet computer 320 may receive information 
indicating whether one of the generated patterns is satisfac 
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tory from desktop computer 330 through network 310. The 
desktop computer 330 may send information indicating 
whether one of the generated patterns is satisfactory to the 
tablet computer 320 in response to receiving input from one 
or more user input devices associated with the desktop com 
puter 330. The desktop computer 330 may send information 
indicating whether one of the generated patterns is satisfac 
tory to the tablet computer 320 in response to receiving a 
request from the tablet computer 320. In other embodiments, 
the desktop computer 330 pushes information indicating 
whether one of the generated patterns is satisfactory to the 
tablet computer 320 without receiving a request from the 
tablet computer 320. 
0078. A determination as to whether one of the generated 
patterns is satisfactory may be made or received by an image 
editing application being executed on the electronic device 
200. For example, referring to FIG. 2, the memory 210 may 
have program code stored thereon for an image editing appli 
cation. In this embodiment, the processor 220 may receive 
program code for the image editing application that is con 
figured to receive a determination as to whether one of the 
generated patterns is satisfactory. In another embodiment, the 
processor 220 receives program code configured to determine 
whether one of the generated patterns is satisfactory through 
the network interface 230. For example, referring to FIG. 3, 
tablet computer 320 may receive program code for receiving 
a determination as to whether one of the generated patterns is 
satisfactory from another device. Such as desktop computer 
330, through network 310. 
0079. In embodiments, a determination as to whether one 
of the generated patterns is satisfactory is based at least in part 
on a selection of one of the generated patterns. For example, 
in one embodiment, if a single generated pattern is selected, 
then a determination that the selected generated pattern is 
satisfactory may be made. In this embodiment, if two or more 
generated patterns are selected or if a generated pattern and 
another predefined pattern is selected, then a determination 
may be made that none of the generated patterns is satisfac 
tory. As another example, a determination as to whether one 
of the generated patterns is satisfactory may be based at least 
in part on the selection of an object displayed within an 
interface. For example, an image editing application may 
include an interface that displays at least the generated pat 
terns. In this embodiment, the interface may comprise select 
able buttons that indicate whether one of the generated pat 
terns is satisfactory. Thus, if one of the generated patterns is 
selected and then an “OK” button on the interface is selected, 
then a determination may be made that the selected generated 
pattern is satisfactory. As another example, if one or more of 
the generated patterns and/or one or more predefined patterns 
is selected and/or de-selected and thena"Generate” button on 
the interface is selected, then a determination may be made 
that none of the generated patterns is satisfactory. In one 
embodiment, a determination that none of the generated pat 
terns is satisfactory is made when a "Refresh' button or a 
“Regenerate” button displayed on an interface is selected. 
Numerous other embodiments are disclosed herein and varia 
tions are within the scope of this disclosure. 
0080 Referring back to FIG.4, in block 425 if a determi 
nation is made that none of the generated patterns are satis 
factory, then the method 400 proceeds to block 430. In block 
430 the selection and/or de-selection of one or more pre 
defined patterns and/or the selection and/or de-selection of 
one or more generated patterns is received. Once the selection 
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and/or de-selection of the predefined patterns and/or the gen 
erated patterns is received, the method 400 proceeds to block 
420 where additional patterns are generated. 
0081. The selection and/or de-selection of one or more 
predefined patterns and/or one or more generated patterns 
may be received in any number of ways. For example, refer 
ring to FIG. 2, the processor 220 of the electronic device 200 
may receive selection and/or de-selection of one or more 
predefined patterns and/or one or more generated patterns 
through one or more user input devices 250. In another 
embodiment, the electronic device 200 may receive selection 
and/or de-selection of one or more predefined patterns and/or 
one or more generated patterns from another device through 
the network interface 230. For example, referring to FIG. 3, 
tablet computer 320 may receive selection and/or de-selec 
tion of one or more predefined patterns and/or one or more 
generated patterns from desktop computer 330 through net 
work 310. The desktop computer 330 may send information 
indicating the selection and/or de-selection of one or more 
predefined patterns and/or one or more generated patterns to 
the tablet computer 320 in response to receiving input from 
one or more user input devices associated with the desktop 
computer 330. The desktop computer 330 may send informa 
tion indicating the selection and/or de-selection of one or 
more predefined patterns and/or one or more generated pat 
terns to the tablet computer 320 in response to receiving a 
request from the tablet computer 320. In other embodiments, 
the desktop computer 330 pushes information indicating the 
selection and/or de-selection of one or more predefined pat 
terns and/or or more generated patterns to the tablet computer 
320 without receiving a request from the tablet computer 320. 
0082. The selection and/or de-selection of one or more 
predefined patterns and/or one or more generated patterns 
may be received by an image editing application being 
executed on the electronic device 200. For example, referring 
to FIG. 2, the memory 210 may have program code stored 
thereon for an image editing application. In this embodiment, 
the processor 220 may receive program code for the image 
editing application that is configured to request and/or receive 
selection and/or de-selection of one or more predefined pat 
terns and/or one or more generated patterns. In another 
embodiment, the processor 220 receives program code con 
figured to request and/or receive selection and/or de-selection 
of one or more predefined patterns and/or one or more gen 
erated patterns through the network interface 230. For 
example, referring to FIG.3, tablet computer 320 may receive 
program code for receiving selection and/or de-selection of 
one or more predefined patterns and/or one or more generated 
patterns from another device, such as desktop computer 330, 
through network 310. 
I0083. Selection and/or de-selection of one or more pre 
defined patterns and/or one or more generated patterns may 
be received in any number of ways. For example, selection 
and/or de-selection of one or more predefined patterns and/or 
one or more generated patterns may be received through an 
input device associated with an electronic device. As another 
example, selection and/or de-selection of one or more pre 
defined patterns and/or one or more generated patterns can be 
received through a network interface associated with an elec 
tronic device. A selection or de-selection may be associated 
with a particular predefined pattern or a particular generated 
pattern. In other embodiments, a selection or de-selection 
may comprise a selection or de-selection of one or more 
predefined patterns and/or one or more generated patterns. 
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0084. Selection and/or de-selection of one or more pre 
defined patterns and/or one or more generated patterns can be 
made within an image editing application. For example, an 
image editing application being executed on an electronic 
device may receive selection and/or de-selection of one or 
more predefined patterns and/or one or more generated pat 
terns. The image editing application may display an interface 
that enables a user to select and/or de-select one or more 
predefined patterns and/or one or more generated patterns. 
The interface may include checkboxes, radio buttons, or other 
indications configured to show which, if any, of the pre 
defined patterns and/or generated patterns are selected. For 
example, the interface may shade areas associated with 
selected predefined patterns and/or selected generated pat 
terns. 

0085. The selection and/or de-selection of one or more 
predefined patterns and/or one or more generated patterns 
may be received via an interface in numerous ways. For 
example, selection and/or de-selection of one or more pre 
defined patterns and/or one or more generated patterns may 
be received via a mouse, a keyboard, a touch-sensitive input 
device, other input devices, or a combination thereof Thus, in 
embodiments, a predefined pattern and/or a generated pattern 
may be selected by using a mouse to position a cursor over a 
portion of an interface corresponding to the predefined pat 
tern and/or the generated pattern and clicking a button on the 
mouse. As another example, if the electronic device com 
prises a touch-screen display, thena user may be able to select 
and/or de-select a particular predefined pattern and/or a par 
ticular generated pattern by contacting a location of the 
touch-screen display corresponding to that predefined pattern 
and/or the generated pattern. In one embodiment, a thumbnail 
image or another representation of a particular predefined 
patternand/or a particular generated pattern may be displayed 
and that predefined pattern and/or that generated pattern may 
be selected by selecting the thumbnail image or other repre 
sentation of the predefined pattern and/or generated pattern. 
I0086. Likewise, in embodiments, the predefined pattern 
and/or the generated pattern may be de-selected by selecting 
the thumbnail image or other representation of the predefined 
pattern and/or generated pattern if the predefined pattern and/ 
or generated pattern is currently selected. Thus, in embodi 
ments, a predefined patternand/or a generated pattern may be 
selected or de-selected by selecting a representation corre 
sponding to a particular predefined patternand/or a particular 
generated pattern. Examples of representations include, but 
are not limited to, an image such as a thumbnail image cor 
responding to a particular pattern, text corresponding to a 
predefined pattern, an identifier corresponding to a particular 
pattern, or another visual representation that corresponds 
with a particular pattern. Numerous other embodiments are 
disclosed herein and variations are within the scope of this 
disclosure. 

I0087. Referring back to FIG.4, in block 425 if a determi 
nation is made that a generated patternis satisfactory, then the 
method 400 proceeds to block 435. In block 435, an updated 
view is displayed. For example, referring to FIG. 2, an 
updated view may be displayed on display 240. As another 
example, the updated view may include the selected gener 
ated pattern being displayed within one or more selected 
areas of one or more images. In embodiments, an image 
editing application being executed on an electronic device 
may generate an updated view. For example, an image editing 
application may display the selected generated pattern within 
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the received selection of an area of an image being edited in 
the image application. Thus, referring to FIG. 3, tablet com 
puter 320 comprises a display and the image editing applica 
tion being executed on the tablet computer 320 may display 
the selected generated pattern within a selected area of an 
image on the display. Numerous other embodiments are dis 
closed herein and variations are within the scope of this 
disclosure. 
I0088 Referring back to FIG. 4, after displaying an 
updated view 435, the method 400 proceeds to block 440. In 
block 440, one or more images are saved. For example, refer 
ring to FIG. 2, the processor 220 of the electronic device 200 
may store one or more images in the memory 210. In another 
embodiment, the processor 220 of the electronic device 200 
stores one or more images in one or more storage mediums 
Such as a hard disk drive, flash drive, another Suitable storage 
device, or a combination thereof. In another embodiment, the 
electronic device 200 sends one or more images to another 
device through the network interface 230 for storage. For 
example, referring to FIG. 3, tablet computer 320 may store 
one or more images at web server 350 and/or data store 360 
through network 310. The tablet computer 320 may send one 
or more images to the web server 350 in response to receiving 
a request from the web server and/or another computing 
device in communication with the tablet computer 320. In 
other embodiments, the tablet computer 320 pushes one or 
more images to the web server 350 and/or data store 360 
without receiving a request from another device. 
I0089. A saved image can include at least a portion of the 
updated view. For example, a saved image may include a 
selected generated pattern in one or more selected areas of the 
image. As another example, if multiple areas were selected, 
one or more images may be saved with the selected areas 
being populated using a selected generated pattern. In some 
embodiments, one or more selected areas may be filled with a 
selected generated patternandone or more images containing 
the selected areas are saved. Numerous other embodiments 
are disclosed herein and variations are within the scope of this 
disclosure. 
0090. An image may be stored by an image editing appli 
cation being executed on the electronic device 200. For 
example, referring to FIG. 2, the memory 210 may have 
program code stored thereon for animage editing application. 
In this embodiment, the processor 220 may receive program 
code for the image editing application from memory 210 and 
execute at least a portion of the program code for the image 
editing application to store one or more images. In another 
embodiment, the processor 220 receives program code for an 
image editing application from another device through the 
network interface 230. For example, referring to FIG.3, tablet 
computer 320 may receive program code for an image editing 
application stored at web server 350 and/or data store 360 
through network 310. In this embodiment, the image editing 
application may contain instructions that cause one or more 
images to be stored in one or more storage devices. Numerous 
other embodiments are disclosed herein and variations are 
within the scope of this disclosure. 

General 

0091 Numerous specific details are set forth herein to 
provide a thorough understanding of the claimed Subject mat 
ter. However, those skilled in the art will understand that the 
claimed Subject matter may be practiced without these spe 
cific details. In other instances, methods, apparatuses or sys 
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tems that would be known by one of ordinary skill have not 
been described in detail so as not to obscure claimed subject 
matter. 

0092. Some portions are presented in terms of algorithms 
or symbolic representations of operations on data bits or 
binary digital signals stored within a computing system 
memory, such as a computer memory. These algorithmic 
descriptions or representations are examples of techniques 
used by those of ordinary skill in the data processing arts to 
convey the substance of their work to others skilled in the art. 
An algorithm is a self-consistent sequence of operations or 
similar processing leading to a desired result. In this context, 
operations or processing involves physical manipulation of 
physical quantities. Typically, although not necessarily, such 
quantities may take the form of electrical or magnetic signals 
capable of being stored, transferred, combined, compared or 
otherwise manipulated. It has proven convenient at times, 
principally for reasons of common usage, to refer to such 
signals as bits, data, values, elements, symbols, characters, 
terms, numbers, numerals or the like. It should be understood, 
however, that all of these and similar terms are to be associ 
ated with appropriate physical quantities and are merely con 
venient labels. Unless specifically stated otherwise, it is 
appreciated that throughout this specification discussions uti 
lizing terms such as "processing. “computing.” “calculat 
ing.” “determining,” and “identifying or the like refer to 
actions or processes of a computing device, such as one or 
more computers or a similar electronic computing device or 
devices, that manipulate or transform data represented as 
physical electronic or magnetic quantities within memories, 
registers, or other information storage devices, transmission 
devices, or display devices of the computing platform. 
0093. The system or systems discussed herein are not lim 
ited to any particular hardware architecture or configuration. 
A computing device can include any suitable arrangement of 
components that provide a result conditioned on one or more 
inputs. Suitable computing devices include multipurpose 
microprocessor-based computer systems accessing stored 
Software that programs or configures the computing system 
from a general purpose computing apparatus to a specialized 
computing apparatus implementing one or more embodi 
ments of the present subject matter. Any suitable program 
ming, scripting, or other type of language or combinations of 
languages may be used to implement the teachings contained 
herein in software to be used in programming or configuring 
a computing device. 
0094) Embodiments of the methods disclosed herein may 
be performed in the operation of such computing devices. The 
order of the blocks presented in the examples above can be 
varied for example, blocks can be re-ordered, combined, 
and/or broken into sub-blocks. Certain blocks or processes 
can be performed in parallel. 
I0095. The use of “adapted to” or “configured to herein is 
meant as open and inclusive language that does not foreclose 
devices adapted to or configured to perform additional tasks 
or steps. Additionally, the use of “based on' is meant to be 
open and inclusive, in that a process, step, calculation, or 
other action “based on' one or more recited conditions or 
values may, in practice, be based on additional conditions or 
Values beyond those recited. Headings, lists, and numbering 
included herein are for ease of explanation only and are not 
meant to be limiting. 
0096. While the present subject matter has been described 
in detail with respect to specific embodiments thereof, it will 
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be appreciated that those skilled in the art, upon attaining an 
understanding of the foregoing may readily produce alter 
ations to, variations of and equivalents to such embodiments. 
Accordingly, it should be understood that the present disclo 
Sure has been presented for purposes of example rather than 
limitation, and does not preclude inclusion of such modifica 
tions, variations and/or additions to the present subject matter 
as would be readily apparent to one of ordinary skill in the art. 

That which is claimed: 
1. A method comprising: 
receiving a selection of an area; 
receiving a selection of a predefined pattern from a plural 

ity of predefined patterns, the selected predefined pat 
tern corresponding to a procedural model that was used 
to generate the selected predefined pattern, wherein the 
procedural model is defined in a way that is suitable for 
genetic exploration; 

generating a pattern based at least in part on the selected 
predefined pattern by modifying the procedural model 
and using the modified procedural model to generate the 
pattern; and 

applying the generated pattern to at least a portion of the 
selected area. 

2. The method of claim 1, wherein each predefined pattern 
in the plurality of predefined patterns corresponds with a 
respective procedural model, wherein each procedural model 
comprises at least one region query and at least one populate 
procedure. 

3. The method of claim 1, further comprising: 
receiving an image, wherein receiving the selection of the 

area comprises receiving a selection of a portion of the 
image. 

4. The method of claim 3, wherein receiving the selection 
of the portion of the image comprises: 

receiving a selection of a layer of the image; and 
receiving a selection of an area within the selected layer. 
5. The method of claim 3, wherein receiving the selection 

of the portion of the image comprises receiving a selection of 
at least two areas within the image. 

6. The method of claim 1, further comprising: 
receiving at least one of the plurality of predefined patterns 

from a database or a library. 
7. The method of claim 1, wherein receiving the selection 

of the predefined pattern from the plurality of predefined 
patterns comprises: 

receiving a selection of at least two predefined patterns 
from the plurality of predefined patterns. 

8. The method of claim 1, wherein receiving the selection 
of the predefined pattern from the plurality of predefined 
patterns comprises: 

receiving a selection of a representation corresponding to 
the predefined pattern; and 

in response to receiving the selection of the representation, 
Selecting the corresponding predefined pattern. 

9. The method of claim 1, wherein the generated pattern is 
based at least in part on the received selection of the area. 

10. The method of claim 1, further comprising: 
receiving a selection of the generated pattern; and 
generating a second pattern based at least in part on the 

selected generated pattern, wherein filling the selected 
area with the generated pattern comprises filling the 
Selected area with the second generated pattern. 

11. The method of claim 1, wherein the predefined proce 
dural model is associated with a parameter and wherein gen 
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erating the pattern based at least in part on the selected pre 
defined pattern by modifying the procedural model comprises 
changing a value of the parameter. 

12. The method of claim 1, wherein the predefined proce 
dural model is associated with a decision tree, wherein gen 
erating the pattern based at least in part on the selected pre 
defined pattern by modifying the procedural model comprises 
changing a portion of the decision tree with a compatible 
portion of another decision tree associated with a second 
predefined pattern. 

13. The method of claim 1, wherein the generated pattern is 
based at least in part on the selected predefined pattern, a 
previously generated pattern, and the selected area. 

14. A non-transitory computer-readable medium compris 
ing program code for: 

receiving selection of an area of an image: 
receiving selection of a first subset of a plurality of pre 

defined patterns; 
generating a first plurality of patterns, at least one gener 

ated pattern in the first plurality of patterns being based 
at least in part on one or more predefined patterns in the 
first subset; 

receiving selection of a second Subset of patterns, at least 
one pattern in the second Subset of patterns being 
selected from the plurality of predefined patterns or the 
first plurality of generated patterns; 

generating a second plurality of patterns, at least one gen 
erated pattern in the second plurality of patterns being 
based at least in part on one or more patterns in the 
second Subset; 

receiving selection of a generated pattern from the second 
plurality of patterns; and 

populating the area of the image with the selected gener 
ated pattern, 

wherein each pattern in the plurality of predefined patterns 
corresponds with a respective procedural model that is 
defined in a way that is suitable for genetic exploration. 

15. The non-transitory computer-readable medium of 
claim 14, wherein generating the first plurality of patterns, at 
least one generated pattern in the first plurality of patterns 
being based at least in part on one or more predefined patterns 
in the first subset comprises: 

determining a parameter associated with a first predefined 
pattern in the first subset; 

modifying the parameter, and 
generating a pattern, the pattern based at least in part on the 

first predefined pattern and the modified parameter. 
16. The non-transitory computer-readable medium of 

claim 14, wherein generating the first plurality of patterns, at 
least one generated pattern in the first plurality of patterns 
being based at least in part on one or more predefined patterns 
in the first subset comprises: 

determining a first building block associated with a first 
predefined pattern in the first subset; 

determining a second building block associated with a 
second predefined pattern in the first subset, wherein the 
second building block is compatible with the first build 
ing block; 

generating a pattern, the pattern based at least in part on the 
first predefined pattern and the second building block. 
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17. The non-transitory computer-readable medium of 
claim 14, wherein generating the first plurality of patterns, at 
least one generated pattern in the first plurality of patterns 
being based at least in part on one or more predefined patterns 
in the first subset further comprises: 

determining a first building block associated with a first 
predefined pattern in the first subset; 

modifying a parameter associated with the first predefined 
pattern; 

determining a second building block associated with a 
second predefined pattern in the first subset, wherein the 
second building block is compatible with the first build 
ing block; 

generating a pattern, the pattern based at least in part on the 
first predefined pattern, the modified parameter, and the 
second building block. 

18. The non-transitory computer-readable medium of 
claim 14, further comprising program code for: 

receiving at least one of the plurality of predefined patterns 
from a remote device. 

19. The non-transitory computer-readable medium of 
claim 14, wherein receiving selection of the first subset of the 
plurality of predefined patterns comprises: 

receiving selection of a representation corresponding to a 
predefined pattern in the plurality of predefined patterns; 
and 

in response to receiving selection of the representation, 
including the corresponding predefined pattern in the 
first subset. 

20. A system comprising: 
a display; 
an input device; 
a memory; and 
a processor in communication with the display, the input 

device, and the memory, the processor configured for: 
receiving, via the input device, selection of an area of an 

image: 
displaying, on the display, a plurality of predefined pat 

terns; 
in response to receiving, via the input device, selection 

of a first subset of the plurality of predefined patterns, 
generating a first plurality of patterns, at least one 
generated pattern in the first plurality of generated 
patterns being based at least in part on one or more 
predefined patterns in the first subset; 

displaying, on the display, the first plurality of generated 
patterns; 

in response to receiving, via the input device, selection 
of a second subset of the first plurality of generated 
patterns, generating a second plurality of patterns, at 
least one generated pattern in the second plurality of 
generated patterns being based at least in part on one 
or more patterns in the second Subset; 

displaying, on the display, the second plurality of gen 
erated patterns; and 

in response to receiving, via the input device, selection 
of a generated pattern from the second plurality of 
generated patterns, displaying, on the display, the area 
of the image comprising the selected generated pat 
tern. 


