wo 2012/054339 A1 I 10KV 00 OO O 0

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

ot VAP,
(19) World Intellectual Property Organization /gy || 01NN A 080000 OAT 000 OO R
nternational Bureau S,/ 0
(43) International Publication Date \;/ (10) International Publication Number
26 April 2012 (26.04.2012) PCT WO 2012/054339 Al
(51) International Patent Classification: Minnesota 55133-3427 (US). SAPIRO, Guillermo [US/
GOIN 21/89 (2006.01) B65H 43/08 (2006.01) US]; 3726 Inglewood Avenue South, St. Louis Park, Min-
. .. nesota 55415 (US). HERBERT, Sammuel, D. [US/US];
(21) International Application Number: 3M Center, Post Office Box 33427, Saint Paul, Minnesota
PCT/US2011/056377 55133-3427 (US). HOFELDT, David, L. [US/US]; 3M
(22) International Filing Date: Center, Post Office Box 33427, Saint Paul, Minnesota
14 October 2011 (14.10.2011) 55133-3427 (US).
(25) Filing Language: English (74) Agents: BAKER, James, A. et al.; 3M Center, Office of
L . Intellectual Property Counsel Post Office Box 33427,
(26) Publication Language: English Saint Paul, Minnesota 55133-3427 (US).
(30) Priority Data: (81) Designated States (unless otherwise indicated, for every
61/394,428 19 October 2010 (19.10.2010) us kind of national protection available). AE, AG, AL, AM,
(71) Applicant (for all designated States except US): 3M IN- AO, AT, AU, AZ, BA, BB, BG, BH, BR, BW, BY, BZ,
NOVATIVE PROPERTIES COMPANY [US/US]; 3M CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM, DO,
Center, Post Office Box 33427, Saint Paul, Minnesota DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
55133-3427 (US). HN, HR, HU, ID, IL, IN, IS, JP, KE, KG, KM, KN, KP,
KR, KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD,
(72) Inventors; and ME, MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI,
(75) Inventors/Applicants (for US only): RIBNICK, Evan, J. NO, NZ, OM, PE, PG, PH, PL, PT, QA, RO, RS, RU,
[US/US]; 3M Center, Post Office Box 33427, Saint Paul, RW, SC, SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ,
Minnesota 55133-3427 (US). BRITTAIN, Kenneth, G. TM, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA,
[US/US]; 3M Center, Post Office Box 33427, Saint Paul, M, ZW.
Minnesota 55133-3427 (US). KOSTUCH, Gregory, D.
(84) Designated States (unless otherwise indicated, for every

[US/US]; 3M Center, Post Office Box 33427, Saint Paul,
Minnesota 55133-3427 (US). TARNOWSKI, Catherine,
P. [US/US]; 3M Center, Post Office Box 33427, Saint
Paul, Minnesota 55133-3427 (US). JUSTICE, Derek, H.
[US/US]; 3M Center, Post Office Box 33427, Saint Paul,

kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, SZ, TZ,
UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, MD,
RU, TJ, TM), European (AL, AT, BE, BG, CH, CY, CZ,

[Continued on next page]

(54) Title: COMPUTER-AIDED ASSIGNMENT OF RATINGS TO DIGITAL SAMPLES OF A MANUFACTURED WEB

PRODUCT

CONVERSION

Y
NETWORK
CONTROL SYSTEM ——-—z:.—w(f\:‘
4 2
o -~ \—\\_,
| 1
WEB MANUFACTURING PLANT \
21
POSITION DATA->  IMAGE DATA-» ANALYSIS TRAINING |~-36
- COMPUTER SERVER
28 BATING EXPERTS |

FIDUCIAL
MARK
CONTROLLER

ACQUISITION,
COMPUTER

TOOL N

a7

| paTaBASE |

=)

TRAINING
DATA

FIG. 2

(57) Abstract: A computerized rating tool is described that assists a user in efficiently and consistently assigning expett ratings
(i.e., labels) to a large collection of training images representing samples of a given product. The rating tool provides mechanisms
for visualizing the training images in an intuitive and configurable fashion, including clustering and ordering the training images.
In some embodiments, the rating tool provides an easy-to-use interface for exploring multiple types of defects represented in the
data and efficiently assigning expert ratings. In other embodiments, the computer automatically assigns ratings (i.e., labels) to the
individual clusters containing the large collection of digital images representing the samples. In addition, the computerized tool
has capabilities ideal for labeling very large datasets, including the ability to automatically identity and select a most relevant sub-
set of the images for a defect and to automatically propagate labels from this subset to the remaining images without requiring tur-
ther user interaction.



WO 2012/054339 A1 0000V 00T R OO

DE, DK, EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, Published:

LT, LU, LV, MC, MK, MT, NL, NO, PL, PT, RO, RS,
SE, SL SK, SM, TR), OAPI (BF, BJ, CF, CG, CL, CM,

GA, GN, GQ, GW, ML, MR, NE, SN, TD, TG).

Declarations under Rule 4.17:

as to applicant’s entitlement to apply for and be granted
a patent (Rule 4.17(i1))

as to the applicant's entitlement to claim the priority of
the earlier application (Rule 4.17(iii))

with international search report (Art. 21(3))

before the expiration of the time limit for amending the

claims and to be republished in the event of receipt of
amendments (Rule 48.2(h))



WO 2012/054339 PCT/US2011/056377

COMPUTER-AIDED ASSIGNMENT OF RATINGS TO DIGITAL SAMPLES
OF A MANUFACTURED WEB PRODUCT

CROSS REFERENCE TO RELATED APPLICATION
[0001] This application claims the benefit of U.S. Provisional Patent Application No. 61/394,428, filed

October 19, 2010, the disclosure of which is incorporated by reference herein in its entirety.

TECHNICAL FIELD
[0002] The invention relates to automated inspection systems, such as computerized systems for

inspection of moving webs.

BACKGROUND
[0003] Computerized inspection systems for the analysis of moving web materials have proven critical
to modern manufacturing operations. For example, it is becoming increasingly common to deploy
imaging-based inspection systems that can automatically classify the quality of a manufactured product
based on digital images captured by optical inspection sensors (e.g., cameras). These inspection systems
typically rely on complex technologies such as machine learning, pattern recognition, and computer
vision.
[0004] Some inspection systems apply algorithms, which are often referred to as “classifiers,” that
assign a rating to each captured digital image (i.e., “sample™) indicating whether the sample is acceptable
or unacceptable, in the simplest case, or a more sophisticated set of labels corresponding to degrees of
variation or level of quality. These types of inspection systems usually proceed in two separate phases of
processing.
[0005] The first step, which is performed offline, is referred to as the “training phase.” During the
training phase, a set of representative sample images are manually assigned ratings (also referred to
herein as “labels™) by a set of experts. The experts may be, for example, process engineers that have
significant experience in manually inspecting web products and identifying potential defects. Based on
the sample images, a classification model is developed for the training data that can be used by the
computerized inspection system. In this way, the training phase can be thought of as the learning part of
the inspection process.
[0006] Once the mode! has been developed from the training data, it can be applied to new samples
captured from newly manufactured product, potentially in real-time, during the “classification phase” of
the processing. That is, the classification model can be used online by the computerized web inspection
system to classify new sample images by assigning each of the samples a label.
[0007] The ability of the computerized inspection system to correctly rate new sample images is directly
related to the quality and accuracy of the initial training data used to train the system, i.e., the sample
images and their corresponding, labels assigned by the experts. For example, the samples in the training

set should be representative of the entire distribution of data that is expected to be obtained from a given
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web application. As such, it is generally advantageous to have a large number of training samples, which
can help to train a model more effectively and to reduce the effects of overfitting, which is characterized
by a model that it distinguishes noise or other insignificant differences between training samples and has
poor predictive performance outside of the training sample set. However, the task of manually labeling
large numbers of samples can be extremely time consuming and tedious for the experts. Worse still is the
fact that this labeling is subjective, and an expert who is intimately familiar with the product may
produce inconsistent labels due to the nature of the task. Furthermore, inconsistencies may arise between
different expert raters. These difficulties are amplified as the size the training set grows and are
compounded by the fact that the same web material may be applied in different end-uses, which have
different acceptance tolerances. As a result, a product that might be deemed unacceptable for one end-

use could be acceptable for another end-use.

SUMMARY
[0008] In general, this disclosure describes a computerized rating tool that can assist a user in efficiently
and consistently assigning expert ratings (i.e., labels) to a large collection of digital images representing
samples of a given product. As one example, the labels may correspond to a severity of a particular non-
uniformity defect present in the sample. Instead of the user having to label each sample individually,
which can be tedious, subjective, and error-prone, and may result in inconsistent labeling, the
computerized tool simplifies the task by automating the most cumbersome aspects, while providing the
user with intuitive visual feedback and means for interacting with the data. In some exemplary
embodiments, the computerized tool displays the images to the user in a visually appealing manner and
eases the task of assigning consistent labels by allowing the user to spatially visualize relationships
between samples. In other embodiments, the computer automatically assigns ratings (i.e., labels) to the
large collection of digital images representing the samples.
[0009] In some exemplary embodiments, the described computerized rating tool provides mechanisms
for visualizing the data in an intuitive and configurable fashion, including clustering and ordering the
images. In certain exemplary embodiments, the computerized tool provides an easy-to-use interface for
exploring multiple types of defects represented in the data and efficiently assigning expert ratings. In
addition, the computerized tool has capabilities ideal for labeling very large datasets, including the ability
to automatically identify and select a most relevant subset of the images for a defect and to automatically
propagate labels from this subset to the remaining images without requiring further user interaction.
[0010] In one exemplary embodiment, an apparatus comprises a processor or computer including a
processor, a memory storing a plurality of training samples and rating software executing on the
processor. The rating software includes a feature extraction module to extract features from each of a
plurality of training images by computing a numerical descriptor for each of the training images from
pixel values of the respective training image. The rating software performs a first clustering process to

process the numerical descriptors of the training images to automatically select a representative subset of
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the training images and compute a plurality of image clusters for the representative subset of training
images.

[0011] In some exemplary embodiments, at least one of the rating software executing on the processor
or a user interface presented by the rating software and providing input mechanisms to receive input from
a user, specifies one or more classes of defects present within the representative training images and a set
of rating labels for each of the classes of defects. In certain exemplary embodiments, the user interface
includes input mechanisms to receive input assigning an individual rating label to each of the image
clusters for each of the specified classes of defects.

[0012] In additional or alternative exemplary embodiments, the processor or computer is used to
determine a number of defect classes present within the representative training images and assign a
severity label to each of the plurality of image clusters for each of the specified classes of defects. In
some particular exemplary embodiments, the rating software executing on the processor specifies a
number of defect classes present within the representative training images, and assigns a severity label to
each of the plurality of image clusters for each of the specified classes of defects.

[0013] In any of the foregoing exemplary embodiments, the rating software may automatically
propagate each of the individual rating labels assigned to the classes of defects for each of the image
clusters to all of the training images within that image cluster.

[0014] In further embodiments, the method comprises executing rating software on a computer to
extract features from each of a plurality of training images by computing a numerical descriptor for each
of the training images from pixel values of the respective training image. The method further comprises
processing the numerical descriptors of the training images with the rating software to automatically
select a representative subset of the training images, and performing a first clustering process with the
rating software to process the numerical descriptors of the representative subset of the training images
and compute a plurality of image clusters for the representative subset of training images.

(0015] In some exemplary embodiments, rating software executing on the processor, wherein the rating
software includes a feature extraction module to extract features from each of a plurality of training
images by computing a numerical descriptor for each of the training images from pixel values of the
respective training image, and wherein the rating software performs a first clustering process to process
the numerical descriptors of the training images to automatically select a representative subset of the
training images and compute a plurality of image clusters for the representative subset of training images.
At least one of the rating software executing on the processor or a user interface presented by the rating
software and having input mechanisms to receive input from a user, specifies one or more classes of
defects present within the representative training images and a set of individual rating labels for each of
the classes of defects.

[0016] Thus, in some particular exemplary embodiments, the method further comprises presenting a
user interface with the rating software to receive input from a user specifying one or more classes of

defects present within the representative training images and a set of rating labels for each of the classes
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of defects; receiving input assigning an individual rating label to each of the image clusters for each of
the specified classes of defects; and, for each of the image clusters, automatically propagating, with the
rating software, each of the individual rating labels assigned to the classes of defects for the image cluster
to all of the training images within that image cluster.

[0017] However, in other additional or alternative exemplary embodiments, the method further
comprises receiving input from the computer specifying one or more classes of defects present within the
representative training images and a set of rating labels for each of the classes of defects. In certain such
embodiments, receiving input from the computer further comprises using the computer to determine a
number of defect classes present within the representative training images and assign a severity label to
each of the plurality of image clusters for each of the specified classes of defects.

[0018] The techniques may provide one or more advantages. For example, in light of the inherent
problems with manually labeling large sets of training data, the computerized tool described herein
automates parts of this tedious process of labeling large datasets, while still keeping the human in the
loop in a way that makes efficient use of his or her expertise. This may allow the model developed via
the training phase of supervised/semi-supervised classification algorithms to be successfully applied by
computerized inspection systems.

[0019] The details of one or more embodiments of the invention are set forth in the accompanying
drawings and the description below. Other features, objects, and advantages of the invention will be

apparent from the description and drawings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS
[0020] FIG. 1 is a block diagram illustrating an example web manufacturing and conversion system in
which the techniques described herein may be applied.
[0021]) FIG. 2 is a block diagram illustrating an exemplary embodiment of an inspection system in an
exemplary web manufacturing plant.
[0022] FIG. 3 is a flowchart illustrating an example operation of a software rating tool.
[0023] FIGS. 4-9 illustrate example features of a user interface presented by the rating tool.

DETAILED DESCRIPTION
[0024] FIG. | is a block diagram illustrating an example system 2 in which the techniques described
herein may be applied. Web manufacturing plants 6A—6N (web manufacturing plants 6) represent
manufacturing sites that produce and ship web material in the form of web rolls 7. Web manufacturing
plants 6 may be geographically distributed, and each of the web manufacturing plants may include one or
more manufacturing process lines. In general, web rolls 7 may be manufactured by any of manufacturing
plants 6 and shipped between the web manufacturing plants for additional processing. Finished web rolls
10 are shipped to converting sites 8A—8N (converting sites 8) for conversion into products 12A-12N
(products 12). As shown in FIG. 1, conversion control system 4, web manufacturing plants 6A—6M (web

manufacturing plants 6) and converting sites 8A—8N (converting sites 8) are interconnected by a
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computer network 9 for exchanging information (e.g., defect information) related to manufacture of the
web material and conversion into products 12.

[0025) In general, web rolls 7, 10 may contain manufactured web material that may be any sheet-like
material having a fixed dimension in one direction and either a predetermined or indeterminate length in
the orthogonal direction. Examples of web materials include, but are not limited to, metals, paper,
wovens, non-wovens, glass, polymeric films, flexible circuits or combinations thereof. Metals may
include such materials as steel or aluminum. Wovens generally include various fabrics. Non-wovens
include materials, such as paper, filter media, or insulating material. Films include, for example, clear
and opaque polymeric films including laminates and coated films.

[0026] Converting sites 8 may receive finished web rolls 10 from web manufacturing plants 6 and
convert finished web rolls 10 into individual sheets for incorporation into products 12 for sale to
customers 14A—-14N (customers 14). Converting systems may determine into which products 14 a given
finished web roll 10 is converted based on a variety of criteria, such as grade levels associated with the
product. That is, the selection process of which sheets should be incorporated into which products 12
may be based on the specific grade levels each sheet satisfies. In accordance with the techniques
described herein, converting sites 8 may also receive data regarding anomalies, i.e. potential defects, in
the finished web rolls 10. Ultimately, converting sites 8 may convert finished web rolls 10 into
individual sheets which may be incorporated into products 12 for sale to customers 14A-14N (customers
14).

[0027] In order to produce a finished web roll 10 that is ready for conversion into individual sheets for
incorporation into products 12, unfinished web rolls 7 may need to undergo processing from multiple
process lines either within one web manufacturing plant, for instance, web manufacturing plant 6A, or
within multiple manufacturing plants. For each process, a web roll is typically used as a source roll from
which the web is fed into the manufacturing process. Afier each process, the web is typically collected
again into a web roll 7 and moved to a different product line or shipped to a different manufacturing
plant, where it is then unrolled, processed, and again collected into a roil. This process is repeated until
ultimately a finished web roll 10 is produced. For many applications, the web materials for each of web
rolls 7 may have numerous coatings applied at one or more production lines of one or more web
manufacturing plants 6. The coating is generally applied to an exposed surface of either a base web
material, in the case of the first manufacturing process, or a previously applied coating in the case of a
subsequent manufacturing process. Examples of coatings include adhesives, hardcoats, low adhesion
backside coatings, metalized coatings, neutral density coatings, electrically conductive or nonconductive
coatings, or combinations thereof.

[0028] During each manufacturing process for a given one of web rolls 7, one or more inspection
systems acquire anomaly information for the web. For example, as illustrated in FIG. 2, an inspection
system for a production line may include one or more image acquisition devices positioned in close

proximity to the continuously moving web as the web is processed, e.g., as one or more coatings are
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applied to the web. The image acquisition devices scan sequential portions of the continuously moving
web to obtain digital images. The inspection systems may analyze the images with one or more
algorithms to produce so-called “local” anomaly information that may represent an actual “defect”
depending upon the ultimate product 12 into which the web is converted. The inspection systems may,
for example, produce anomaly information for “point” defects in which each defect is localized to a
single area. As another example, the inspections systems may produce anomaly information for “non-
uniform” defects or “non-uniformities” in which the web material exhibits non-uniform variability over a
large area. Examples of such non-uniformities include mottle, chatter, banding, and streaks.

[0029] Analysis computers within web manufacturing plants may apply algorithms, referred to herein as
“classifiers,” that assign a quality rating (i.e., label) to each captured digital image (i.e., “sample”). The
analysis computers may apply the algorithms in real-time as the web is manufactured or offline after all
image data has been captured for the web. In either case, the labels classify each corresponding region of
the web into a quality level. In one example, the labels classify each region as either acceptable or
unacceptable. As another example, the classifiers may assign a sophisticated set of labels corresponding
to degrees of variation. The assigned labels may ultimately be used to accept or reject the regions of the
web material based on the particular products 12 to which the web is being converted.

[0030] During the classification process, the analysis computers classify the captured digital images by
application of a classification model that has been developed based on training data. The training data is
typically processed during a “training phase” of the algorithms and the classification model is developed
to best match the training data. That is, after the training phase and development of the classification
model, application of the classification model to the training data will label the training data with a high
probability of correctness. Once the model has been developed from the training data, the analysis
computers apply the model to samples captured from newly manufactured product, potentially in real-
time, during the “classification phase” of the processing.

[0031] In some embodiments, classification of digital images for a given manufactured web may be
performed offline by conversion control system 4. Based on the classifications for a given web,
conversion control system 4 may select and generate a conversion plan for each web roll 10. The
classifications may be application-specific in that a certain anomaly may result in a defect in one product,
e.g., product 12A, whereas the anomaly may not cause a defect in a different product, e.g., product 12B.
Each conversion plan represents defined instructions for processing a corresponding finished web roll 10
for creating products 12, which may ultimately be sold to customers 14. For example, a web roll 10 may
be converted into final products, e.g., sheets of a certain size, for application to displays of notebook
computers. As another example, the same web roll 10 may instead be converted into final products for
application to displays of cell phones. Conversion control system 4 may identify which product best
achieves certain parameters, such as a maximum utilization of the web, in view of the different defect

detection algorithms that may be applied to the anomalies.
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[0032] FIG. 2 is a block diagram illustrating an exemplary embodiment of an inspection system located
within a portion of a web process line 21 in exemplary web manufacturing plant 6A of FIG. 1. In the
exemplary embodiment, a segment of a web 20 is positioned between two support rolls 22, 24. Image
acquisition devices 26A-26N (image acquisition devices 26) are positioned in close proximity to the
continuously moving web 20 and scan sequential portions of the continuously moving web 20 to obtain
image data. Acquisition computers 27 collect image data from image acquisition devices 26 and transmit
the image data to analysis computer 28.

[0033] Image acquisition devices 26 may be conventional imaging devices that are capable of reading a
sequential portion of the moving web 20 and providing output in the form of a digital data stream. As
shown in FIG. 2, imaging devices 26 may be cameras that directly provide a digital data stream or an
analog camera with an additional analog to digital converter. Other sensors, such as, for example, laser
scanners, may be utilized as the imaging acquisition device. A sequential portion of the web indicates
that the data is acquired by a succession of single lines. Single lines comprise an area of the continuously
moving web that maps to a single row of sensor elements or pixels. Examples of devices suitable for
acquiring the image include linescan cameras such as Piranha Models from Dalsa (Waterloo, Ontario,
Canada), or Model Aviiva SC2 CL from Atmel (San Jose, Calif). Additional examples include laser
scanners from Surface Inspection Systems GmbH (Munich, Germany) in conjunction with an analog to
digital converter.

[0034) The image data may be optionally acquired through the utilization of optic assemblies that assist
in the procurement of the image. The assemblies may be either part of a camera, or may be separate from
the camera. Optic assemblies utilize reflected light, transmitted light, or transflected light during the
imaging process. Reflected light, for example, is often suitable for the detection of defects caused by web
surface deformations, such as surface scratches.

[0035] In some embodiments, fiducial mark controller 30 controls fiducial mark reader 29 to collect roll
and position information from web 20. For example, fiducial mark controller 30 may include one or
more photo-optic sensors for reading bar codes or other indicia from web 20. In addition, fiducial mark
controller 30 may receive position signals from one or more high-precision encoders engaged with web
20 and/or rollers 22, 24. Based on the position signals, fiducial mark controller 30 determines position
information for each detected fiducial mark. Fiducial mark controller 30 communicates the roll and
position information to analysis computer 28 for association with detected anomalies.

10036) Analysis computer 28 processes streams of image data from acquisition computers 27. That is,
in accordance with the techniques described herein, analysis computer 28 apply classifiers to assign a
quality rating (i.e., label) to each captured digital image in accordance with classification model 34
(“model 34”) that has been developed based on training data 35. Further details on classifiers and

classifier construction are described in PCT International Application Publication No. WO 2010/059679.
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[0037] Training data 35 typically consists of a large set of representative sample digital images that have
been assigned ratings by one or more experts 38. The digital images may, for example, represent
samples taken from web 20 or another web previously produced by web process line 21,

[0038] Thus, in some exemplary embodiments, training server 36 provides an operating environment for
execution of software that provides a computerized expert rating tool 37 (“rating tool 37”) to assist
experts 38 in efficiently and consistently assigning ratings (i.€., labels) to the large collection of digital
images representing the samples. That is, one or more experts 38 interact with a user interface presented
by expert rating tool 37 to assign a quality rating to each digital image of the sample set. As described in
further detail herein, expert rating tool 37 provides a user interface that allows one or more experts 38 to
visualize and modify clusters of images within training data 35, explore the training data in order to
identify the represented types of defects, and assign expert ratings to the images.

[0039] More specifically, expert rating tool 37 provides mechanisms for visualizing the data in an
intuitive and configurable fashion, including features for clustering and ordering the sample images.
Expert rating tool 37 also provides an easy-to-use interface for exploring multiple types of defects
represented in the data and efficiently assigning expert ratings. In addition, expert rating tool 37 has
capabilities ideal for labeling very large datasets, including the ability to automatically identify and select
a most relevant subset of the images for a defect and to propagate labels from this subset to the remaining
images without requiring further user interaction. This may allow the results of the training phase of
supervised/semi-supervised classification algorithms to be successfully applied by the computerized
inspection systems within manufacturing plants 6. Experts 38 may interact directly with training server
36 via a local user interface (e.g., experts 38A within manufacturing plant 6A) or remotely by way of
network 9 (e.g., experts 38B).

[0040] In other exemplary embodiments, it may be desirable to additionally or alternatively have the
computer automatically assign ratings (i.e., labels) to the large collection of digital images representing
the samples. For example, training server 36 may provide an operating environment for execution of
software that automatically assigns a quality rating to each digital image of the sample set, for example,
by grouping together similar images into defect classes based on the number of defects observed in each
image, thereby providing an estimate of the number of defect classes automatically. This could be done,
for example, by comparing the features extracted from the images and computing their similarities. Once
this is done, an initial estimate of a label could also be assigned automatically to an image in each of the
defect classes, for example by comparing the image to other images exhibiting the defect, and estimating
the severity exhibited in the current image with respect to the others.

[0041]) Expert rating tool 37 may be implemented, at least in part or even entirely, as software
instructions executed by one or more processors of training server 36, including one or more hardware
microprocessors, digital signal processors (DSPs), application specific integrated circuits (ASICs), field
programmable gate arrays (FPGAs), or any other equivalent integrated or discrete logic circuitry, as well

as any combinations of such components. The software instructions may be stored within in a non-
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transitory computer readable medium, such as random access memory (RAM), read only memory
(ROM), programmable read only memory (PROM), erasable programmable read only memory
(EPROM), electronically erasable programmable read only memory (EEPROM), flash memory, a hard
disk, a CD-ROM, a floppy disk, a cassette, magnetic media, optical media, or other computer-readable
storage media.

[0042] Although shown for purposes of example as positioned within manufacturing plant 6A, training
server 36 and rating tool 37 may be located external to the manufacturing plant, e.g., at a central location
or at a converting site. For example, training server 36 and rating tool 37 may operate within conversion
control system 4. In this example, training server 36 communicates classification model 34 to analysis
computer 28 for application to samples collected from web material 20.

[0043] Once training data 35 and classification model 34 has been established, training server 36
processes the training data to generate model 34 for subsequent use for real-time analysis and
classification of image data received from acquisition computers 27 for web material 20. In this way,
new images of regions of web material 20 can be classified in accordance with classification model 34.
Analysis computer 28 may utilize any technology that may make use of expertly-rated training data 35,
such as machine learning including neural networks, adaptive control, data mining, genetic programming,
cluster analysis, principal component analysis, pattern recognition, and computer vision. Example
defects that may be detected include non-uniformities such as mottle, chatter, banding, and streaks, as
well as point defects including spots, scratches, and oil drips.

[0044] Analysis computer 28 stores the anomaly information for web 20, including roll identifying
information for the web 20 and position information for each anomaly, within database 32. For example,
analysis computer 28 may utilize position data produced by fiducial mark controller 30 to determine the
spatial position or image region of each anomaly within the coordinate system of the process line. That
is, based on the position data from fiducial mark controller 30, analysis computer 28 determines the x, y,
and possibly z position or range for each anoﬁ1a|y within the coordinate system used by the current
process line. For example, a coordinate system may be defined such that the x dimension represents a
distance across web 20, a y dimension represents a distance along a length of the web, an the z dimension
represents a height of the web, which may be based on the number of coatings, materials or other layers
previously applied to the web.

[0045] Moreover, an origin for the x, y, z coordinate system may be defined at a physical location within
the process line, and is typically associated with an initial feed placement of the web 20. Database 32
may be implemented' in any of a number of different forms including a data storage file or one or more
database management systems (DBMS) executing on one or more database servers. The database
management systems may be, for example, a relational (RDBMS), hierarchical (HDBMS),
multidimensional (MDBMS), object oriented (ODBMS or OODBMS) or object relational (ORDBMS)
database management system. As one example, database 32 is implemented as a relational database

provided by SQL Server™ from Microsoft Corporation.
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[0046] Once the process has ended, analysis computer 28 may transmit the data collected in database 32
to conversion control system 4 via network 9. For example, analysis computer 28 may communicate the
roll information as well as the anomaly information and respective sub-images for each anomaly to
conversion control system 4 for subsequent, offline, detailed analysis in accordance with classification
model 34. For example, the information may be communicated by way of database synchronization
between database 32 and conversion control system 4. In some embodiments, conversion control system
4 may determine those products of products 12 for which each anomaly may cause a defect, rather than
analysis computer 28. Once data for the finished web roll 10 has been collected in database 32, the data
may be communicated to converting sites 8 and/or used to mark anomalies on the web roll, either directly
on the surface of the web with a removable or washable mark, or on a cover sheet that may be applied to
the web before or during marking of anomalies on the web.

[0047] FIG. 3 is a flowchart illustrating an example operation of rating tool 37. Initially, rating tool 37
receives training data 35 as input, typically in the form of a set of images (50). Next, a feature extraction
software module of rating tool 37 processes each of the images to extract features (52). Feature
extraction provides a numerical descriptor of each of the images as a compact numerical representation of
the relevant information inherent in each image. Features can be extracted in any way that preserves
useful information about the relationships between images in the training set, and at the same time
eliminates un-informative image characteristics.

[0048] Examples of common feature extraction techniques include convolving the image with a set of
filters and computing statistics of the filtered images, or extracting features based on color or intensity
histograms. Sometimes the pixel values can be used as features, although in this case there is no
compactness in the descriptor, since the entire image must typically be stored. In general, the resulting
features are treated as compact descriptions of the relevant information in the corresponding images. In
one embodiment, the features are specific to a particular application but instead provide a rich set of
features from which different applications can use different feature sub-sets. That is, in this example, the
features are not extracted through the use of complicated, application-specific filters. Rather, the filters
only facilitate direct pair-wise comparisons between images in order to measure their similarity. Rating
tool 37 is not limited to use with any particular feature extraction methodology, and may readily be
applied to applications in which other types of features are more appropriate.

[0049] One exemplary way to encapsulate the relevant image information in a compact form,
particularly as it relates to texture, is to compute a small covariance matrix of pixel features across the
image. Once this small covariance matrix (e.g., 5x5) is extracted, pair-wise comparisons between images
can be made efficiently based only on these matrices, instead of dealing with the images directly. For
example, a grayscale image is defined as a two-dimensional array, indexed by pixel coordinates x and y,
as I(x, y). At each pixel location (x, y), a feature vector is extracted based on the intensity values of the

pixel and their first and second derivatives at that pixel:
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Image derivatives (gradients) can be approximated simply by computing forward or central differences
between intensity values at each pixel. Finally, the covariance matrix of these pixel features is computed

across the entire image:

— 1 oo T T
Cr=v_-3 > (fla,y) — ) (Fzoy) — )7, (2)
(zy)el

where N is the number of pixels in the image, and:

p=5 Y f@y) (3)

(xy)el

is the mean of the pixel features. In subsequent processing steps, including the clustering phase of the
algorithm, it may be useful to compute pair-wise distances between images. In the case of these

covariance matrix descriptors, pair-wise distances are computed as:

de(l, I2) = 1| Y W A(Cyy, Chy), (4)
i=1

where A,(C,, ;C)y) is the ith generalized eigenvalue of the two covariance matrices.

[0050] Further details can be found in O. Tuzel, F. Porikli, and P. Meer. “Region Covariance: A Fast
Descriptor for Detection and Classification." Proceedings of the European Conference on Computer
Vision, 2006, incorporated herein by reference.

[0051]) After extracting features for each of the training images, rating tool 37 enters a clustering phase
(53) in which the images are clustered based on the descriptive features extracted from the images. It is
not uncommon for sets of images used for training and testing classification algorithms to be very large,
often on the order of tens of thousands of images. Clustering and visualizing in detail this many images
is typically not practical in a short period of time and may furthermore be unnecessary, since most large
datasets contain significant redundancy, so that only a representative subset needs to be analyzed in
detail.

[0052]) In some exemplary embodiments, the computer or processor automatically receives information
from software executing on the computer or processor which specifies one or more classes of defects
present within the representative training images and a set of rating labels for each of the classes of
defects. Thus, in certain such embodiments, the computer or processor executes software (e.g. rating tool
37) that is used to determine a number of defect classes present within the representative training images

and assign a severity label to each of the plurality of image clusters for each of the specified classes of
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defects. In some particular exemplary embodiments, the rating software executing on the computer or
processor specifies a number of defect classes present within the representative training images, and
assigns a severity label to each of the plurality of image clusters for each of the specified classes of
defects.

[0053] In certain exemplary embodiments, one or both of the determination of the number of defect
types present and the assignment of severity labels to images in each of those defect classes can be
received as user input, and/or received as input from the computer, for example, by executing software on
the computer or processor to automatically calculate or estimate all or a portion of those inputs.

However, it will be understood by one of ordinary skill in the art that receiving input from the computer
could be accomplished in various ways.

[0054] As one example referred to herein as the Angle Quantization method, the computer may receive
input by executing the following steps, which may be carried out in any order unless constrained or
limited to a particular order by another step. The first steps (described further above) comprise selecting
a representative subset of images to process, extracting a descriptive numerical feature vector from each
of these images, and clustering them. The number of defect types present can be estimated by software
executing on the computer or processor by first computing the centroid of all the images in feature space,
referred to as the global centroid (i.e., the mean of the feature descriptors extracted from all the images),
and then computing the angle of the vector from the global centroid to the centroid of each individual
cluster, as compared to the vector for the other clusters. When a set of possibly multiple clusters is found
to have vectors with very small angles between them, it can be assumed that this set of clusters represents
images with a single type of defect. Identifying all such sets of clusters with vectors with small angles
between them will determine the number of defect types present.

[0055] Once each type of defect is identified, it can be represented by a single vector originating from
the global centroid, computed by first normalizing the vectors of the clusters comprising this defect type,
and then computing their mean. Finally, the severity label of an image in a given defect class can be
estimated automatically by computing the projection of this image’s vector (from the global centroid to
this image in feature space) onto the representative vector for the particular defect type, where the defect
severity is given by the length of this projection.

[0056] As another example referred to herein as the Topic Modeling method, the computer may receive
input by executing the following steps, which may be carried out in any order unless constrained or
limited to a particular order by another step. Once the images are clustered as in the Angle Quantization
method, each image (or the centroid of each cluster, if there are a large number of them) is divided into
square patches of a specified size. Image formation is then modeled as a generative probabilistic process,
the objective of which is to attempt to model as accurately as possible the theoretical process by which
images were generated. According to this generative model, each image is constructed from a mixture of
defect types, each of which will influence which patches are chosen to construct this image. The

parameters governing this generative process are learned from the images using, for example, a
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probabilistic inference technique such as Markov Chain Monte Carlo sampling. The results of this
inference will produce a model of the various types of defects found in these images, where each image
in the set has been modeled as some mixture of these defects. This will also provide a means for
measuring the contribution (i.e., severity level) of each defect type in a given image.

[0057] In additional or alternative exemplary embodiments, one or more experts 38 interact with a user
interface presented by expert rating tool 37 to assign a quality rating to each digital image of the sample
set, and rating tool 37 automatically selects a representative subset of the images to aid expert 38 in the
labeling process (54). To assist expert 38 in actively exploring the data and identifying the types of
defects present, rating tool 37 automatically selects the subset so as to contain extreme examples of the
different types of defects present within training data 35, as well as examples of images with normal
levels of defectiveness.

[0058] In one such exemplary embodiment, rating tool 37 utilizes variance of pixel intensities for
distinguishing cases of relatively extreme defectiveness, which has been observed to be sufficient in
characterizing non-uniformities (i.e., textures) in images of web-based products. Furthermore, computing
pixel variance is relatively computationally inexpensive, which may be advantageous for very large sets
of training images. In the case the covariance matrix descriptors outlined above, the pixel intensity
variance is given in the upper-left element of the matrix Cj, so that no additional computation is
necessary. In this example, the first step in selecting a subset is to identify the N, images with the highest
variance (54). These roughly correspond to the N, most defective images in the training data 35. Since it
is also important for the subset to be representative of the set as a whole, rating tool 37 also selects N,
images randomly from the remaining set. This set of N, + N, images comprises the initial subset S,
(denoted “subset 0" in FIG. 3). The sizes N, and N, are selected by the user.

10059] In addition, rating tool 37 generates the subset to include any outliers not already included in S,
that are not well represented by S, (56). Each remaining image not in Sy is processed to identify its £
nearest-neighbors (ANNs) in a feature space using the distance function described above (eq. 4). The
term ““feature space” refers to the multi-dimensional space defined by the dimensions of a feature vector,
such as the feature vector defined above in eq. 1. If the distances to all of its \NNs are greater than a
threshold 7, then the image is considered an outlier. The parameters k and 7, can be configured by
expert 38, although default values may be used. This allows expert 38 to try different values and view
the results. Example default values may be, for example, & =5 and T, = 1.0. Rating tool 37 adds any
outliers selected in this manner to the previously selected N, + N, images to form the complete subset S,
(denoted “subset 1” in FIG. 1).

[0060] After selecting representative subset S, of training images, rating tool 37 applies a clustering
algorithm to the subset to form small groups of relatively similar images from those in subset S, (60).
Rating tool 37 forms the clusters to present a more intuitive visualization of the training dataset and
makes it easier for expert 38 to explore. In one example, rating tool 37 applies a bottom-up

agglomerative clustering algorithm to form image clusters in subset S; according to their covariance
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matrix descriptors. In this process, each image is initially treated as a separate cluster and successive
clusters are identified using previously established clusters. For example, based on the inter-image
distances computed using (4), rating tool 37 forms an agglomerative hierarchical linkage tree, which
encapsulates the hierarchical inter-relationships between the training data. Rating tree terminates the
process (i.e., “cuts off” the linkage tree) at a certain point in order to generate the configured number of
clusters N, as specified by expert 38. Additional information on agglomerative hierarchical clustering
can be found in W.H.E. Day and H. Edelsbrunner, “Efficient Algorithms for Agglomerative Hierarchical
Clustering Methods."Journal of Classification, vol. 1, no. 1, pp. 7-24, 1984.

[0061] Since there may be many clusters (e.g., several hundred in some cases), rating tool 37 also orders
the clusters with respect to one another so that the most similar groups are displayed in close proximity to
one another. This is accomplished by rating tool 37 forming a second agglomerative hierarchical linkage
tree, in this case encapsulating the interrelationships between the clusters themselves. Thus, an ordering
of the clusters can be obtained by observing the lowest level (leaf nodes) of the second tree. To form the
second hierarchical linkage tree, rating tree 37 analyzes the image clusters in pair-wise fashion and
computes pairwise inter-cluster distances between each cluster pair. The inter-cluster distances between
each of the clusters is used to form the second linkage tree. In one example, rating tree 37 computes the
distance between two clusters as the median of the individual distances between the images in the two
clusters. Rating tool 37 utilizes the arrangement of the leaf nodes of the second tree to control display of
the image clusters, thereby displaying the most similar image clusters in close spatial proximity to one
another. This aids expert 38 in forming an understanding of the defects present within and represented
by the training data.

{0062] In some exemplary embodiments, after clustering the training images by developing the linkage
trees, rating tool 37 presents a user interface by which the expert is given an opportunity to visualize the
clusters and re-assign images in cases where the clustering is visually unacceptable (62). The user then
assigns expert ratings to each cluster of images as opposed to labeling each image independently (64),
and rating tool 37 propagates these expert ratings to the remaining set of images without requiring further
user interaction, thus resulting in expert ratings for the entire dataset (66). That is, the rating tool 37
applies algorithms described herein to automatically assign expert ratings to the entire dataset of training
images. In other words, expert 38 need only assign expert ratings to all (or some) of the image clusters in
the subset S, in each identified defect class, using the user interface provided by rating tool 37.

[0063] Rating tool 37 automatically propagates these expert ratings to the remaining unlabeled images,
including those images not within in subset S;. For each unlabeled image /,, rating tool 37 computes the
pairwise distances from this image to each labeled image / (i.e., to each image within subset S, to which
an expert ratings has been assigned) using the distance function (eq. 4). These distances are then
converted to pairwise affinities according to:

a(ly, Ir) = exp <——d—g—(—1‘i)-> , (5)

o2
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where the bandwidth parameter o is chosen according to a heuristic operating on the distances

d;(]u,jl). These affinities are normalized to weights:

(L(]u, ]f)

w(ly. I¢) = P(I, —» 1) = S oy 1)
t Ay 23

The quantity w(], ,[[)corresponds to the probability of transitioning from image /, to image /; in a
random walk through feature space and w is normalized such that Z.W(Iu ,]”)= 1.

[0064] Finally, the probability of image /, belonging to the expert rating e in this defect class is

computed as:

pe(li) =D w(ly Ie)I(I, € €), (7)

1

where [ is the indicator function, so that I{Ze, € €) = 1 if the labeled image /¢ has been assigned expert
rating e in this defect class, and is zero otherwise. The probability of membership p.(1,) is computed for
each possible expert rating e, and the one with the highest probability is chosen as the Expert Rating for
the unlabeled image /,. Rating tool 37 repeats this process is repeated for every unlabeled image, in each
defect class. Further exemplary information related to label propagation can be found in X. Zhu and Z.
Ghahramani, “Learning from Labeled and Unlabeled Data with Label Propagation." CMU CALD
Technical Report CMU-CALD-02-107, 2002, the entire contents of which is incorporated herein by
reference.

[0065] Returning to FIG. 3, in some exemplary embodiments, after expert 38 has assigned expert ratings
to each cluster of images and the labels have been automatically propagated to the remaining images,
rating tool 37 allows the expert to explore training data 35 and adjust the label assignments if necessary
(68) to ultimately produce expert ratings for the entire set of training data 35. In this way, rating tool 37
provides functionality for automatic subset selection and the subsequent propagation of expert ratings to
the larger set of images within training data 35. As a result, rating tool 37 may allow experts 38 to easily
manipulate and assign ratings to large datasets (e.g., on the order of tens of thousands of images) even
though the images may contain significant redundancy.

[0066] FIG. 4 is an illustration of an exemplary window 80 presented by the user interface of rating tool
37 by which expert 38 configures parameters to control the clustering process. In this example, window
80 includes input mechanisms by which expert 38 specifies a directory of the training images, the format
of the training images, a directory for outputting results and a selection indicating whether the rating tool
should perform a new clustering of the images or read is input the results from a previous clustering

process.
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[0067] In addition, expert 38 may specify certain parameters for controlling the clustering process. In
particular, window 80 includes input fields for specifying the number of clusters into which rating tool 37
is to organize the training images. As described above, rating tool 37 utilizes the desired number of
clusters specified by the user to truncate the clustering process upon generating the first linkage tree to
have a number of leaf nodes that meet or exceed the specified number of clusters. In addition, expert 38
can specify whether training data 35 is a large dataset and that rating tool 37 should automatically
identify a representative subset of images for clustering as described herein. In this case, expert 38 can
also specify the parameters for controlling the size of the representative subset Sy, i.e., the number N, of
images having the highest variance to include (150 in FIG. 4) and the number N, of images to randomly
select from the remaining images (50 in FIG. 4). This set of N; + N, images comprises the initial subset
Sy. In addition, expert 38 can specify whether rating tool 37 is to include outliers in the representative set
S, and, if so, the number k& of nearest-neighbors (ANNs) to examine in feature space for each image (5 in
FIG. 4) and the threshold T, for characterizing the image as an outlier (1.0 in FIG. 4).

[0068] FIG. 5 is an illustration of an example cluster view window 90 presented by rating tool 37 to
display the results of the clustering operation. As can be seen, the image clusters are displayed visually
in two separate panels 91A, 91B, through which the user can navigate and explore the clusters using the
embedded hyperlinks. Left-hand panel 91A provides a high-level overview of the clustering results by
displaying a single representative (centroid) image from each clusters 92A-92N. For each cluster, panel
91A displays the representative image, an identifier associated with the cluster and, in parentheses, the
number of images assigned to that cluster. For example, cluster 92A has an identifier of “10” and three
images have been assigned to the cluster. Rating tool 37 arranges clusters 94A-94N within scrollable
panel 91A in accordance with the second agglomerative hierarchical linkage tree described above so that
clusters containing similar images are placed in close proximity to one another within the panel. In other
words, rating tool 37 may arrange clusters within the scrollable panel 91A in accordance with the leaf
nodes of the second agglomerative hierarchical linkage tree.

[0069] To explore in more detail, expert 38 can then select (e.g., click on) the representative image or
identifier for any of clusters 92 in order to view the images contained therein within right-hand panel
91B. In the example of FIG. 5, expert 38 has selected cluster 92A (i.e., cluster having identifier “10”) for
review. In this example, panel 91B shows the three images that have been assigned to the cluster and all
bear a strong resemblance to one another, indicating that the clustering algorithm appropriately grouped
them. Due to the grouping and ordering of the images in subset S1 as presented by panel 91A, expert 28
can explore clustered training data 35 in a very intuitive manner. This may be advantageous over other
techniques in which a user may simply be presented with a large unorganized collection of images for
manual review and label assignment. The clustering and visualization capabilities described herein may
simplify the data exploration task for expert 38, and enable the expert to quickly identify the types of

defects present in the representative training data.
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[0070] As shown in FIG. 5, cluster view window 90 includes input region 96 with which expert 38
interacts to modifying the cluster assignments of individual images, including the ability to move an
image to either a different cluster or to a new one. In addition, input region 98 allows the user to interact
with the clusters themselves, including the ability to merge two clusters, and the ability to physically
move a cluster to a different position in the display order. Rating tool 37 automatically updates display
panels 91A, 91B in cluster viewing window 90 in real-time to reflect the changes made in the cluster
assignments. In this way, rating tool 37 may be used in a manner that allows expert 38 to have the final
say regarding any type of grouping or assignment of the representative images within training data 35.
This also provides an extra measure of flexibility in terms of visualization, since ultimately the purpose
of the clustering and ordering operations are to provide an enhanced ability to visualize and rate the
training data.

[0071] In addition, cluster view window 90 includes input region 100 for defining the number of defect
classes present within training data 35. Cluster view window 90 also includes input region 104 for
assigning expert ratings to the images. Each of input regions 100, 102 are discussed in further detail
below.

[0072] In certain exemplary embodiments, it may be desirable to provide a user interface with the rating
software to receive input from a user specifying one or more classes of defects present within the
representative training images. One exemplary user interface is shown in F1G. 6. FIG. 6 shows input
region 100 of viewing window 90 in further detail. In this example, expert 38 has indicated that three
defect classes exist in the training data based on the review and exploration of clustered training data 35
via cluster viewing window 90. As shown in FIG. 7, once expert 38 sets the number of defect classes,
cluster viewing window 90 presents another menu 102 in the same location to allow the user to enter the
names of the defect classes which provide a meaningful way to identify them. In the example of FIG. 7,
expert 38 has entered names of “chatter,” “mottle” and “streaks” for the three types of defect classes
identified within training data 35. Display panels 91A, 91B in the cluster viewing window 90 remain
open while expert 38 interacts with input region 100 and menu 102, so that the expert still has the option
to navigate and visualize the clustered training data while assigning the number of defect classes for the
representative training data and names for each of the defect classes.

[0073] FIG. 8 shows input region 104 of cluster viewing window 90 for assigning expert rating labels to
image clusters within the representative subset S, of training data 35. Once expert 38 has interacted with
input region 100 and menu 102 to assign the number and names of the defect classes present in the data,
rating tool 37 allows the expert to interact with input region 104 to assign expert ratings to the images of
training data 35. In order to greatly simplify this task, rating tool 37 allows expert 38 to assign rating
labels to entire clusters, instead of having to label individual images, which could be quite tedious and
error-prone. In addition, expert 38 has the option to not label any cluster. In subsequent processing,
when the labels are propagated the remaining images not in subset S, the labels are also propagated to

the images in any clusters which are not labeled. As can be seen in FIG. 6, cluster viewing window 90
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allows expert 38 to label all defect classes in a cluster simultaneously. For example, in FIG. 6, expert 38
has specified labels of “5,” “1” and “1” for the defects “chatter,” “mottle” and “streaks” within cluster
“13” of the training data. Furthermore, in one example, rating tool 37 puts no restriction on the types of
expert ratings that can be assigned. Labels can be numerical, such as the “1” and “5” labels shown here,
or they could be textual “acceptable” and rejected” labels. Once expert ratings have been assigned to a
cluster, panel displays 91 are updated in real-time to reflect these changes.

{0074] FIG. 9 is an illustration of a final expert rating viewing window 110 presented by rating tool 37
with which expert 38 can visualize and modify the expert ratings in each defect class. Expert rating
viewing window 110 displays the final expert rating labels for all images. As shown in FIG. 9, expert
rating viewing window 110 contains two side-by-side HTML display panels 112, 114 through which the
user can visualize the results by navigating through the pages using the embedded hyperlinks. Expert
rating viewing window 110 also contains menu options 120 on the left-hand side for modifying expert
ratings.

[0075] In terms of visualization, expert rating viewing window 110 displays the results of the labeling
process in a way that is intuitive and easy for expert 38 or other users to understand. As one example,
expert rating viewing window 110 displays the results for each defect class in a separate HTML page. In
each defect class, the images with each possible expert rating are shown within panel 114 as a separate
part of the HTML page for that defect class. For example, as shown in FIG. 9, HTML panel 112 lists the
defect classes. Upon selection of one of the defect classes, HTML panel 114 shows the images for each
possible expert rating. This allows expert 38 to view defects in a cluster independent manner based on
the different labels of that defect as assigned to the images. In the example of FIG. 9, the software tool
presents the results in “Defect Class 1 (chatter)" starting with the images that have received a label of “1"
on the top of the page. HTML panel 114 is vertically scrollable so that expert 38 may review each label
utilized for the defect class and, for that label, each image assigned with that label.

[0076] To further enhance the user's ability to comprehend the data, rating tool 37 performs another
clustering operation to cluster the images within each possible expert rating in a given defect class into
relatively small groups of similar images. Rating tool 37 generates HTML panel 114 for the currently
selected defect class (e.g., “Defect Class 1 (chatter)”) to shows only the centroid image of each cluster,
which helps keep only a small, manageable number of images on the display. For example, for label “1”
within the “chatter” defect class, rating tool 37 has generated HTML panel 114 to display centroid image
116. Expert 38 can click on the centroid image for each cluster in order to navigate to another HTML
page on which all images contained in that cluster are displayed.

[0077]) With respect to the clustering operation for generating HMTL panel 114, rating tool 37 performs
a separate clustering computation within each possible expert rating for every defect class. That is, as
described, each image receives an expert rating in every defect class. In other words, each defect class
contains all the images, but the images are in general distributed differently among the possible expert

ratings in each defect class. For example, a certain image might have an expert rating of “1” in the defect
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class “chatter”, but an expert rating of “5" in the defect class “mottle." Rating tool 37 performs separate
clusterings so as to compute independent linkage trees for each label of each defect class. As one
example, rating tool 37 may compute clusterings in defect class “chatter” for the images with expert
Rating “1” and those with the expert rating “5,” and likewise in the other defect classes.

[0078] In one exemplary embodiment, the clusters are computed as follows. The set of images with

expert rating e in defect class ¢ is referred to as S The set S is made up of both images from the
initial subset S;, as well as other images from Eto which the expert ratings were propagated. Images
§°n S, represent the images with expert rating e in defect class c that were in the initial subset S; that we
labeled previously. Since the images in S, were clustered previously, each image in ¢<~ g has already

been assigned to a cluster. Rating tool 37 uses these cluster assignments to initialize the clustering of

S, That is, this is used as an initial clustering to start the process, then these clusters are modified as

new images are added to them sequentially. For each image in S‘r\:g— (i.e., the images in ¢ that do
. 1 e

not already have cluster assignments), we assign it to the cluster in SinS, to which it is closest. This
procedure is more efficient than computing an entirely new clustering for each set ¢° , since it exploits

our previous clustering of S;, and clusters the remaining images S”S_\ incrementally.

[0079] Expert rating viewing window 110 also includes menu options 120 on the left-hand side for
modifying expert ratings for any image by entering the image name. Using menu options 120, the user
can both view the current expert ratings of an image in all defect classes, as well as change them if
necessary.

[0080] Various embodiments of the invention have been described. These and other embodiments are

within the scope of the following claims.
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CLAIMS

1. A method comprising:

executing rating software on a computer to extract features from each of a plurality of training
images by computing a numerical descriptor for each of the training images from pixel values of the
respective training image;

processing the numerical descriptors of the training images with the rating software to
automatically select a representative subset of the training images:

performing a first clustering process with the rating software to process the numerical descriptors
of the representative subset of the training images and compute a plurality of image clusters for the
representative subset of training images:

receiving input from at least one of a user or the computer assigning an individual rating label to
each of the plurality of image clusters for each of a specified classes of defects,

wherein receiving input from the user further comprises presenting a user interface with
the rating software to receive input from the user specifying one or more classes of defects
present within the plurality of training images, and optionally
wherein receiving input from the computer further comprises using the computer to

determine a number of defect classes present within the representative training images and assign

a severity label to each of the plurality of image clusters for each of the specified classes of

defects: and

for each of the image clusters, automatically propagating, with the rating software, each of the
individual rating labels assigned to the classes of defects for the image cluster to all of the training

images within that image cluster.

2. The method of claim 1, further comprising automatically assigning, with the rating software,
rating labels to all remaining ones of the training images not included within the representative subset of
the training images for each of the classes of defects.
3. The method of claim 1, wherein automatically assigning rating labels with the rating software
comprises, for each of the unlabeled training images not included within the representative subset of the
training images:

computing a pair-wise distance for the numerical descriptor of the unlabeled training image to
the numerical descriptor of each of the labeled images within the representative subset of the training
images;

computing a set of probabilities for each specified classes of defects, wherein the set of

probabilities for each class of defects includes a probability for each of the rating labels specified for the
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class of defect and indicates the probability that the unlabeled training image is a member of the training
images that have been assigned that particular rating label for that particular class of defect: and

assigning to the unlabeled training image the rating labels having the highest probability within

each of the classes of defects.

4. The method of claim 1, wherein computing a numerical descriptor for each of the training images
comprises:

for each of the training images, computing a feature vector at each of the pixels of the training image
based on one or more derivatives of intensity values of the pixel relative to a plurality of neighboring
pixels: and

computing a covariance matrix for the training image based on the feature vectors for each of the

pixels of the training image.

5. The method of claim 1, wherein computing a numerical descriptor for each of the training images
comprises, for each of the training images, convolving the pixel values of the training image with one or

more filters to compute the numerical descriptor for the training image.

6. The method of claim 1, wherein computing a numerical descriptor for each of the training images
comprises, for each of the training images, computing a histogram of intensity values of the pixels of the
training image and computing the numerical descriptor for the training image from the histogram of

intensity values.

7. The method of claim 1, wherein automatically selecting a representative subset of the training
images comprises:
processing the numerical descriptors of the training images with the rating software to compute a
pixel intensity variance for each of the training samples; and
identifying with the rating software a first subset of the training images having the highest pixel

intensity variances to include in the representative subset of training images.

8. The method of claim 7, wherein automatically selecting a representative subset of the training
images further comprises executing the rating software to randomly select a second subset from the
training images remaining after selecting the first subset and computing the representative subset to

include the second subset of the training images.

9. The method of claim §, further comprising presenting a user interface of the rating software to

receive a first configurable parameter specifying a target size of training images for the first subset of
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training images and a second configurable parameter specifying a target size for the second subset of

training images.

10. The method of claim 8, wherein automatically selecting a representative subset of the training
images further comprises, for each of the training images not included in the first subset or the second
subset:
identifying, with the rating software, a plurality of nearest neighbor numerical descriptors for the
training image in a feature space associated with the numerical descriptors:
computing a distance to each of the nearest neighbors for the numerical descriptor of the training
image: and
including the training image within the representative subset when all of the distances to the
nearest neighbors of the training image exceed an outlier threshold that indicates the training image is

an outlier training image.

11. The method of claim 10, further comprising presenting a user interface of the rating software to
receive a first configurable parameter specifying the number of nearest neighbors to identify when
determining whether a training image is an outlier training image and a second configurable parameter

specifying the outlier threshold.

12. The method of claim 1, further comprising presenting a user interface of the rating software to
receive input from the user specifying whether the training images constitute a large dataset and directing

the rating software to automatically identify the representative subset of the training images for

clustering.
13. The method of claim 1, wherein performing a first clustering process with the rating software

comprises processing the numerical descriptors of the representative subset of the training images to

compute the plurality of the image clusters.

14. The method of claim 13, wherein computing a hierarchy comprises:

presenting a user interface to receive input from the user specifying a desired number of the
image clusters:

applying a bottom-up agglomerative clustering algorithm to the representative subset of training
images to form a tree in accordance with the numerical descriptors for each of the training images within
the representative subset; and

truncating the clustering process upon generating the tree to have a number of leaf nodes that at

least meets the desired number of the image clusters specified by the user.
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15. The method of ¢laim 13, further comprising:

computing an order for the image clusters based on similarity between images of the image
clusters:

presenting a user interface with the rating software that displays the plurality of image clusters
and includes input mechanisms that allows the user to navigate the plurality of image clusters based on
the ordering; and

controlling display of the image clusters within the user interface in accordance with the
computed order so that more similar image clusters are displayed more closely to one another on the user

interface than dissimilar image clusters.

16. The method of claim 15, wherein computing an order for the image clusters comprises:
for each pair of the image clusters, processing the numerical descriptors to compute individual
distances between each image within a first image cluster of the pair and each image within a second
image cluster of the pair;
computing a median of the individual distances to determine an inter-cluster distance for each of
the pair of image clusters; and
computing the order as a second tree to order the image clusters based on the pair-wise inter-

cluster distances.

17. The method of claim 16, wherein presenting a user interface with the rating software that allows
the user to view and navigate the plurality of image clusters comprises using an arrangement of leaf

nodes of the second tree to control the display of the plurality of image clusters within the user interface.

18. The method of claim 16, wherein presenting a cluster view window within the user interface of
the rating software comprises:
displaying a single representative image from each cluster;
receiving input from the user selecting the representative image for one of the image clusters: and
in response to the selection, updating the user interface to display the training images assigned to

the corresponding image cluster.

19. The method of claim 18, further comprising arranging the clusters within a scrollable panel in

accordance with the second hierarchy.

20. The method of ¢laim 15, further comprising:
presenting the user interface to include an input mechanism to receive input from the user identifying

two of the image clusters to be merged:
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in response to receiving input, modifying the plurality of image clusters by merging the training
images of the two image clusters identified by the user into a single cluster; and

updating the user interface to display the modified plurality of image clusters.

21. The method of ¢laim 15, further comprising:

presenting the user interface to include an input mechanism to receive input from the user identifying
one or more of the training images to be reassigned from a first one of the image clusters to a second one
of the image clusters:

in response to receiving input, modifying the plurality of image clusters by reassigning the one or
more training images to the second cluster; and

updating the user interface to display the modified plurality of image clusters.

22, The method of ¢laim 15, further comprising:

performing a second clustering process to compute a plurality of hierarchies of image clusters,
each of the hierarchies clustering the training images assigned with a respective one of the rating labels
for a respective one of the classes of defect: and

presenting the user interface to include an input mechanism to receive input selecting one of the
classes of defects:

upon receiving the input, presenting the user interface to display the hierarchies of image clusters
for the rating labels of the selected class of defect, wherein the user interface includes input mechanisms
that allows the user to navigate the hierarchies of image clusters associated with each of the rating labels

for the selected class of defect.

23. The method of claim 22, wherein performing a second clustering process comprises
utilizing the cluster assignments determined during the first clustering process to initialize the image

clusters of the second clustering process.

24, An apparatus comprising:

a Processor;

a memory storing a plurality of training samples:

rating software executing on the processor, wherein the rating software includes a feature
extraction module to extract features from each of a plurality of training images by computing a
numerical descriptor for each of the training images from pixel values of the respective training image,
and wherein the rating software performs a first clustering process to process the numerical descriptors of
the training images to automatically select a representative subset of the training images and compute a

plurality of image clusters for the representative subset of training images; and
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at least one of the rating software executing on the processor or a user interface presented by the
rating software and having input mechanisms to receive input from a user, specifying one or more classes
of defects present within the representative training images and a set of individual rating labels for each
of the classes of defects,
wherein the user interface further includes input mechanisms to receive input assigning
an individual rating label to each of the image clusters for each of the specified classes of defects,
and optionally wherein the rating software executing on the processor specifies a
number of defect classes present within the representative training images, and assigns a severity
label to each of the plurality of image clusters for each of the specified classes of defects; and
wherein, for each of the image clusters, the rating software automatically propagates each of the
individual rating labels assigned to the classes of defects for the image cluster to all of the training

images within that image cluster.

25. The apparatus of claim 24, wherein the rating software automatically assigns rating labels to all
remaining ones of the training images not included within the representative subset of the training images

for each of the classes of defects.

26. The apparatus of claim 24, wherein each of the rating labels assigned to each of the training

samples correspond to a severity of a particular defect.

27. The apparatus of claim 24, wherein the training samples are digital images of manufactured

material and the defects are non-uniformity defects including chatter, mottle, banding and streaks.

28. The apparatus of claim 24, wherein the rating labels classify each of the training samples as

either acceptable or unacceptable with respect to a corresponding defect.

29. The apparatus of claim 24, wherein the rating labels classify each of the training samples as one

of a plurality of grade levels with respect to a corresponding defect.

30. The apparatus of claim 24, wherein the rating software executes a training phase to compute a

classification model based on the rating labels assigned to the training samples.

31. The apparatus of claim 30, further comprising a computerized inspection system to apply
classifiers to assign a rating label to each of a plurality of samples captured from a manufactured material

in accordance with the classification model.
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32. A system comprising:
a server executing a rating software, wherein the server comprises:
a Processor;
a memory storing a plurality of training samples:
rating software executing on the processor, wherein the rating software includes
a feature extraction module to extract features from each of a plurality of training images
by computing a numerical descriptor for each of the training images from pixel values of
the respective training image, and wherein the rating software performs a first clustering
process to process the numerical descriptors of the training images to automatically
select a representative subset of the training images and compute a plurality of image
clusters for the representative subset of training images:
wherein at least one of the rating software executing on the processor or a user
interface presented by the rating software specifies one or more classes of defects present
within the representative training images and a set of individual rating labels for each of
the classes of defects,
further wherein the user interface comprises an input mechanism to
receive input from a user assigning an individual rating label to each of the
image clusters for each of the specified classes of defects, and
optionally wherein the rating software executing on the processor
specifies a number of defect classes present within the representative training
images, and assigns a severity label to each of the plurality of image clusters for
each of the specified classes of defects,
wherein, for each of the image clusters, the rating software automatically
propagates each of the individual rating labels assigned to the classes of defects for the
image cluster to all of the training images within that image cluster, and
further wherein the rating software executes a training phase to compute a
classification model based on the rating labels assigned to the training images: and
a computerized inspection system to scan sequential portions of a web material to acquire
samples, wherein the computerized inspection system applies classifiers to assign a rating to each of

the samples in accordance with the classification model.

33. A non-transitory computer-readable medium comprising software instructions to cause a
computer processor to:

execute rating software on a computer to extract features from each of a plurality of training
images by computing a numerical descriptor for each of the training images from pixel values of the

respective training image;
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process the numerical descriptors of the training images with the rating software to automatically
select a representative subset of the training images:
perform a first clustering process with the rating software to process the numerical descriptors of
the representative subset of the training images and compute a plurality of image clusters for the
representative subset of training images:
receive input from at least one of a user or the computer assigning an individual rating label to
each of the plurality of image clusters for each of a specified class of defects,
wherein receiving input from the user further comprises presenting a user interface with
the rating software to receive input from the user specifying one or more classes of defects
present within the representative subset of training images and a set of rating labels for each of
the classes of defects,
optionally wherein receiving input from the computer further comprises using the
computer to determine a number of defect classes present within the representative training
images and assign a severity label to each of the plurality of image clusters for each of the
specified classes of defects; and
for each of the image clusters, automatically propagate, with the rating software, each of the
individual rating labels assigned to the classes of defects for the image cluster to all of the training

images within that image cluster.



WO 2012/054339

PCT/US2011/056377

1/8

WEB 2
> | ROLLS g -
WEB WEB
MANUFACTURING MANUFACTURING
PLANT €ee PLANT
6A 6N
CONVERSION | " NETWORK WEB
CONTROL SYSTEM | ROLLS |
4 A 10
CONVERTING CONVERTING
SITE 'Yy SITE
8A 8N
PRODUCTS PRODUCTS
128 eee 128
CUSTOMERS CUSTOMERS
14A eee 14N

FIG. 1



PCT/US2011/056377

WO 2012/054339

2/8

&t
Y1y

NOZ~
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA vee
N2 VIZ §oy
MILNAINOD MILNANOD mwwwmwmzou
7= NOLLISINDOY NOILISINOOV||  ~oiana
er 1001
SIMIdX3I ONLLYY a7
HIANIS HAIN4WOD
ge— SHINNALL S8 ATy NY < VIv0 3OV < YLva NOILISOd
oz
INVTd DNINALOVENNYIN §3M
. % m
= 9
H - | WILSAS TOHLNOD
\JHOMLIN_/ NOISHIANDD




PCT/US2011/056377

WO 2012/054339

3/8

| jesgng ul
safiewy Jaisnn

%\

ST
S

o,
0 198ang

BN AR RRR AR AAR RS AR ARR AR AR ARR RS AR RAR AR gy

At 1w (o e w1 A €W 2 e e e ane I

04—

s180e7

N

0} sBuney
uadxy

w & abewj mwman,ﬂ@
N, d8sn

ey} sieqe — 198 2inug
. puesisng _ S| T o w 0] S|2GET
. s1snipy Jesn w I I g sebedoid
297 | 1198GnS W
o sBugey 99
! uadxs
i
198 Builiewsy m
Ul SI8IINQ pulf <
OF NNY 2810 |
i
o7
i
i
Raeheh m $8IMEBs
busng 1< 0BT
BSONG PRRG |
i
pe | [
w A



WO 2012/054339 PCT/US2011/056377

4/8

L B L
e Exoes
wille Bypee




PCT/US2011/056377

WO 2012/054339

8

/

5

CITEA

y0L

00t

i




WO 2012/054339 PCT/US2011/056377

6/8

100



WO 2012/054339 PCT/US2011/056377

7/8

100

104




PCT/US2011/056377

WO 2012/054339

8

/

8

6 bit

g weey3 330

§BAI3BYY)
BLF Y KPRTORE YR RAY ALY

EET FAER gaes wy sty saad sy

001



INTERNATIONAL SEARCH REPORT International application No.
PCT/US2011/056377

A. CLASSIFICATION OF SUBJECT MATTER

GOIN 21/89(2006.01)i, B65H 43/08(2006.01)i

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
GOIN 21/89; GOEK 9/00; GO6K 9/62, GO1B 11/00, GO6T 1/00

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Korean utility models and applications for utility models
Japanese utility models and applications for utility models

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)
eKOMPASS(KIPO internal) & Keywords: defect,image,training,classify label rating,group,cluster

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

A US 7359544 B2 (GAQ, LISHENG et al.) 15 April 2008 1-33
See the abstract, column 5,line 5 - column 6, line 7, figs.1,2,3A.

A US 6999614 B1 (BAKKER, DAVID et al.) 14 February 2006 1-33
See the abstract, column 4, lines 13 - 43, fig.2.

A US 2005-0135667 Al (SAARELA, ANTTI et al.) 23 June 2005 1-33
See the abstract, paragraphs [0044-0046,0053], fig.3.

A US 7283659 B1 (BAKKER, DAVID et al.) 16 October 2007 1-33
See the abstract, claim 1, fig.1.

A US 2004-0120569 Al (HUNG, CHANG-CHENG et al.) 24 June 2004 1-33
See the abstract, claim 1, fig.10.

A JP 2003-317082 A (DAINIPPON SCREEN MFG CO.,LTD.) 07 November 2003 1-33
See the abstract, fig.1.

|:| Further documents are listed in the continuation of Box C. & See patent family annex.

* Special categories of cited documents: "T" later document published after the international filing date or priority

"A" document defining the general state of the art which is not considered date and not in conflict with the application but cited to understand
to be of particular relevance the principle or theory underlying the invention

"E"  earlier application or patent but published on or after the international ~ "X" document of particular relevance; the claimed invention cannot be
filing date considered novel or cannot be considered to involve an inventive

"L"  document which may throw doubts on priority claim(s) or which is step when the document is taken alone
cited to establish the publication date of citation or other "Y" document of particular relevance; the claimed invention cannot be
special reason (as specified) considered to involve an inventive step when the document is

"O"  document referring to an oral disclosure, use, exhibition or other combined with one or more other such documents,such combination
means being obvious to a person skilled in the art

"P"  document published prior to the international filing date but later "&" document member of the same patent family

than the priority date claimed

Date of the actual completion of the international search Date of mailing of the international search report
26 MARCH 2012 (26.03.2012) 27 MARCH 2012 (27.03.2012)
Name and mailing address of the ISA/KR Authorized officer
' Korean Intellectual Property Office
Government Complex-Daejeon, 189 Cheongsa-ro, CHOI, Hyun Goo
Seo-gu, Daejeon 302-701, Republic of Korea
Facsimile No. 82-42-472-7140 Telephone No. 82-42-481-8434

Form PCT/ISA/210 (second sheet) (July 2009)



INTERNATIONAL SEARCH REPORT International application No.

Information on patent family members PCT/US2011/056377

Patent document Publication Patent family Publication

cited in search report date member(s) date

US 7359544 B2 15.04.2008 US 2004-156540 A1 12.08.2004

US 6999614 B1 14.02.2006 AU 2001-20541 Al 12.06.2001
AU 2054101 A 12.06.2001
EP 1238367 A2 11.09. 2002
JP 2003-515942 A 07.05.2003
WO 2001-40145 A2 07.06.2001
WO 2001-40145 A3 07.06.2001

US 2005-0135667 A1 23.06.2005 None

US 7283659 B1 16.10.2007 None

US 2004-0120569 A1 24.06.2004 W 262357 B 21.09.2006
usS 7162071 B2 09.01.2007

JP 2003-317082 A 07.11.2003 JP 04155496 B2 24.09.2008
US 2003-0202703 A1l 30.10.2003
US 7409081 B2 05.08.2008

Form PCT/ISA/210 (patent family annex) (July 2009)



	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - claims
	Page 23 - claims
	Page 24 - claims
	Page 25 - claims
	Page 26 - claims
	Page 27 - claims
	Page 28 - claims
	Page 29 - claims
	Page 30 - drawings
	Page 31 - drawings
	Page 32 - drawings
	Page 33 - drawings
	Page 34 - drawings
	Page 35 - drawings
	Page 36 - drawings
	Page 37 - drawings
	Page 38 - wo-search-report
	Page 39 - wo-search-report

