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Description
TECHNICAL FIELD

[0001] The presentinvention relates generally to encoding and decoding signals. The present invention may be used
advantageously for split-band encoding and decoding in which frequency-subband signals are separately coded. The
present invention is particularly useful in perceptual audio coding systems.

BACKGROUND ART

[0002] There is a continuing interest to encode digital audio signals in a form that imposes low information capacity
requirements on transmission channels and storage media yet can convey the encoded audio signals with a high level
of subjective quality. Perceptual coding systems attempt to achieve these conflicting goals by using a process that
encodes and quantizes the audio signals in a manner that uses larger spectral components within the audio signal to
mask or render inaudible the resultant quantizing noise. Generally, it is advantageous to control the shape and amplitude
ofthe quantizing noise spectrum so thatitlies just below the psychoacoustic masking threshold of the signalto be encoded.
[0003] A perceptual encoding process may be performed by a so called split-band encoder that applies a bank of
analysis filters to the audio signal to obtain subband signals having bandwidths that are commensurate with the critical
bands of the human auditory system, estimates the masking threshold of the audio signal by applying a perceptual model
to the subband signals or to some other measure of audio signal spectral content, establishes quantization step sizes
for quantizing the subband signals that are just small enough so that the resultant quantizing noise lies just below the
estimated masking threshold of the audio signal, quantizes the subband signals according to the established quantization
step sizes, and assembles into an encoded signal a plurality of symbols that represent the quantized subband signals.
A complementary perceptual decoding process may be performed by a split-band decoder that extracts the symbols
from the encoded signal and recovers the quantized subband signals therefrom, obtains dequantized representations
of the quantized subband signals, and applies a bank of synthesis filters to the dequantized representations to generate
an audio signal that is, ideally, perceptually indistinguishable from the original audio signal.

[0004] The coding processes in these coding systems often use a uniform length symbol to represent the quantized
signal elements or components in each subband signal. Unfortunately, the use of uniform length symbols imposes a
higher information capacity than is necessary. The required information capacity can be reduced by using non-uniform
length symbols to represent the quantized components in each subband signal.

[0005] One technique for providing non-uniform length symbols to encode subband signals is disclosed in U.S. patent
5,924,064. According to this technique, the calculated power of each subband signal is used to categorize the subband
signal, which determines a respective quantization step size and entropy encoding table for Huffman encoding of the
guantized subband-signal components. Typically, Huffman code tables are designed using "training signals” that have
been selected to represent the signals to be encoded in actual applications. Huffman coding can provide very good
coding gain if the average probability density function (PDF) of the training signals are reasonably close to the PDF of
the actual signal to be encoded, and if the PDF is not flat.

[0006] If the PDF of the actual signal to be encoded is not close to the average PDF of the training signals, Huffman
coding will not realize a coding gain but may incur a coding penalty, increasing the information capacity requirements
of the encoded signal. This problem can be minimized by using multiple code books corresponding to different signal
PDFs; however, additional storage space is required to store the code books and additional processing is required to
encode the signal according to each code book and then pick the one that provides the best results.

[0007] Thereremainsaneed foracodingtechnique that can represent blocks of quantized subband-signal components
using non-uniform length symbols within each subband, that is not dependent upon any particular PDF of component
values, and can be performed efficiently using minimal computational and memory resources.

DISCLOSURE OF INVENTION

[0008] Itis an object of the present invention to provide for the advantages that can be realized by using non-uniform
length symbols to represent quantized signal components such as subband-signal components within a respective
frequency subband in a split-band coding system.

[0009] The present invention achieves this object using a technique that does not depend upon any particular PDF
of component values to achieve good coding gain and can be performed efficiently using minimal computational and
memory resources. In some applications, coding systems may advantageously use features of the present invention in
conjunction with other techniques like Huffman coding.

[0010] According to the teachings of one aspect of the present invention, a method for encoding an input signal
comprises receiving the input signal and generating a subband-signal block of subband-signal components representing
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a frequency subband of the input signal; comparing magnitudes of the components in the subband-signal block with a
threshold, placing each component into one of two or more classes according to component magnitude, and obtaining
a gain factor; applying the gain factor to the components placed into one of the classes to modify the magnitudes of
some of the components in the subband-signal block; quantizing the components in the subband-signal block; and
assembling into an encoded signal control information conveying classification of the components and non-uniform
length symbols representing the quantized subband-signal components.

[0011] According to the teachings of another aspect of the present invention, a method for decoding an encoded signal
comprises receiving the encoded signal and obtaining therefrom control information and non-uniform length symbols,
and obtaining from the non-uniform length symbols quantized subband-signal components representing a frequency
subband of an input signal; dequantizing the subband-signal components to obtain subband-signal dequantized com-
ponents; applying a gain factor to modify magnitudes of some of the dequantized components according to the control
information; and generating an output signal in response to the subband-signal dequantized components.

[0012] These methods may be embodied in a medium as a program of instructions that can be executed by a device
to carry out the present invention.

[0013] According to the teachings of another aspect of the present invention, an apparatus for encoding an input signal
comprises an analysis filter having an input that receives the input signal and having an output through which is provided
a subband-signal block of subband-signal components representing a frequency subband of the input signal; a subband-
signal block analyzer coupled to the analysis filter that compares magnitudes of the components in the subband-signal
block with a threshold, places each component into one of two or more classes according to component magnitude, and
obtains a gain factor, a subband-signal component processor coupled to the subband-signal block analyzer that applies
the gain factor to the components placed into one of the classes to modify the magnitudes of some of the components
in the subband-signal block; a first quantizer coupled to the subband-signal processor that quantizes the components
in the subband-signal block having magnitudes modified according to the gain factor, and a formatter coupled to the first
quantizer that assembles non-uniform length symbols representing the quantized subband-signal components and
control information conveying classification of the components into an encoded signal.

[0014] According to the teachings of yet another aspect of the present invention in an apparatus for decoding an
encoded signal, the apparatus comprises a deformatter that receives the encoded signal and obtains therefrom control
information and non-uniform length symbols, and obtains from the non-uniform length symbols quantized subband-
signal components; a first dequantizer coupled to the deformatter that dequantizes some of the subband-signal compo-
nents in the block according to the control information to obtain first dequantized components; a subband-signal block
processor coupled to the first dequantizer that applies a gain factor to modify magnitudes of some of the first dequantized
components in the subband-signal block according to the control information; and a synthesis filter having an input
coupled to the subband-signal processor and having an output through which an output signal is provided.

[0015] According to the teachings of yet another aspect of the present invention, a medium conveys (1) non-uniform
length symbols representing quantized subband-signal components, wherein the quantized subband-signal components
correspond to elements of a subband-signal block representing a frequency subband of an audio signal; (2) control
information indicating a classification of the quantized subband-signal components according to magnitudes of the
corresponding subband-signal block elements; and (3) an indication of a gain factor that pertains to magnitudes of the
quantized subband-signal components according to the control information.

[0016] The various features of the present invention and its preferred embodiments may be better understood by
referring to the following discussion and the accompanying drawings in which like reference numerals refer to like
elements in the several figures. The contents of the following discussion and the drawings are set forth as examples
only and should not be understood to represent limitations upon the scope of the present invention.

BRIEF DESCRIPTION OF DRAWINGS
[0017]

Fig. 1 is a block diagram of a split-band encoder incorporating gain-adaptive quantization.

Fig. 2 is a block diagram of a split-band decoder incorporating gain-adaptive dequantization.

Fig. 3 is a flowchart illustrating steps in a reiterative bit-allocation process.

Figs. 4 and 5 are graphical illustrations of hypothetical blocks of subband signal components and the effects of
applying gain to the components.

Fig. 6 is a block diagram of cascaded gain stages for gain-adaptive quantization.

Figs. 7 and 8 are graphical illustrations of quantization functions.

Figs. 9A through 9C illustrate how a split-interval quantization function can be implemented using a mapping trans-
form.

Figs 10 through 12 are graphical illustrations of quantization functions.
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Fig. 13 is a block diagram of an apparatus that may be used to carry out various aspects of the present invention.
MODES FOR CARRYING OUT THE INVENTION
A. Coding System

[0018] The present invention is directed toward improving the efficiency of representing quantized information such
as audio information and finds advantageous application in coding systems that use split-band encoders and split-band
decoders. Embodiments of a split-band encoder and a split-band decoder that incorporate various aspects of the present
invention are illustrated in Figs. 1 and 2, respectively.

1. Encoder
a) Analysis Filtering

[0019] InFig. 1, analysis filterbank 12 receives an input signal from path 11, splits the input signal into subband signals
representing frequency subbands of the input signal, and passes the subband signals along paths 13 and 23. For the
sake of illustrative clarity, the embodiments shown in Figs. 1 and 2 illustrate components for only two subbands; however,
it is common for a split-band encoder and decoder in a perceptual coding system to process many more subbands
having bandwidths that are commensurate with the critical bandwidths of the human auditory system.

[0020] Analysis filterbank 12 may be implemented in a wide variety of ways including polyphase filters, lattice filters,
the quadrature mirror filter (QMF), various time-domain-to-frequency-domain block transforms including Fourier-series
type transforms, cosine-modulated filterbank transforms and wavelet transforms. In preferred embodiments, the bank
of filters is implemented by weighting or modulating overlapped blocks of digital audio samples with an analysis window
function and applying a particular Modified Discrete Cosine Transform (MDCT) to the window-weighted blocks. This
MDCT is referred to as a Time-Domain Aliasing Cancellation (TDAC) transform and is disclosed in Princen, Johnson
and Bradley, "Subband/Transform Coding Using Filter Bank Designs Based on Time Domain Aliasing Cancellation,"
Proc. Int. Conf. Acoust., Speech, and Signal Proc., May 1987, pp. 2161-2164. Although the choice of implementation
may have a profound effect on the performance of a coding system, no particular implementation of the analysis filterbank
is important in concept to the present invention.

[0021] The subband signals passed along paths 13 and 23 each comprise subband-signal components that are
arranged in blocks. In a preferred embodiment, each subband-signal block is represented in a block-scaled form in which
the components are scaled with respect to a scale factor. A block-floating-point (BFP) form may be used, for example.
[0022] If analysis filterbank 12 is implemented by a block transform, for example, subband signals are generated by
applying the transform to a block of input signal samples to generate a block of transform coefficients, and then grouping
one or more adjacent transform coefficients to form the subband-signal blocks. If analysis filterbank 12 is implemented
by another type of digital filter such as a QMF, for example, subband signals are generated by applying the filter to a
sequence of input signal samples to generate a sequence of subband-signal samples for each frequency subband and
then grouping the subband-signal samples into blocks. The subband-signal components for these two examples are
transform coefficients and subband-signal samples, respectively.

b) Perceptual Modeling

[0023] In a preferred embodiment for a perceptual coding system, the encoder uses a perceptual model to establish
a respective quantization step size for quantizing each subband signal. One method that uses a perceptual model to
adaptively allocate bits is illustrated in Fig. 3. According to this method, step 51 applies a perceptual model to information
representing characteristics of the input signal to establish a desired quantization-noise spectrum. In many embodiments,
the noise levels in this spectrum correspond to the estimated psychoacoustic masking threshold of the input signal. Step
52 establishes initial proposed quantization step sizes for quantizing the components in the subband-signal blocks. Step
53 determines the allocations of bits that are required to obtain the proposed quantization step sizes for all subband-
signal components. Preferably, allowance is made for the noise-spreading effects of the synthesis filterbank in the split-
band decoder to be used to decode the encoded signal. Several methods for making such an allowance are disclosed
in U.S. patent 5,623,577 and in U.S. patent application Serial No. 09/289,865 of Ubale, et al. entitled "Quantization in
Perceptual Audio Coders with Compensation for Synthesis Filter Noise Spreading” filed April 12, 1999, both of which
are incorporated herein by reference.

[0024] Step 54 determines whether the total of the required allocations differs significantly from the total number of
bits that are available for quantization. If the total allocation is too high, step 55 increases the proposed quantization
step sizes. If the total allocation is too low, step 55 decreases the proposed quantization step sizes. The process returns
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to step 53 and reiterates this process until step 54 determines that the total allocation required to obtain the proposed
quantization step sizes is sufficiently close to the total number of available bits. Subsequently, step 56 quantizes the
subband-signal components according to the established quantization step sizes.

c) Gain-Adaptive Quantization

[0025] Gain-adaptive quantization may be incorporated into the method described above by including various aspects
of the present invention into step 53, for example. Although the method described above is typical of many perceptual
coding systems, it is only one example of a coding process that can incorporate the present invention. The present
invention may be used in coding systems that use essentially any subjective and/or objective criteria to establish the
step size for quantizing signal components. For ease of discussion, simplified embodiments are used herein to explain
various aspects of the present invention.

[0026] The subband-signal block for one frequency subband is passed along path 13 to subband-signal analyzer 14,
which compares the magnitude of the subband-signal components in each block with a threshold and places each
component into one of two classes according to component magnitude. Control information conveying the classification
of the components is passed to formatter 19. In a preferred embodiment, the components that have a magnitude less
than or equal to the threshold are placed into a first class. Subband-signal analyzer 14 also obtains a gain factor for
subsequent use. As will be explained below, preferably the value of the gain factor is related to the level of the threshold
in some manner. For example, the threshold may be expressed as a function of only the gain factor. Alternatively, the
threshold may be expressed as a function of the gain factor and other considerations.

[0027] Subband-signal components that are placed into the first class are passed to gain element 15, which applies
the gain factor obtained by subband-signal analyzer 14 to each component in the first class, and the gain-modified
components are then passed to quantizer 17. Quantizer 17 quantizes the gain-modified components according to a first
guantization step size and passes the resulting quantized components to formatter 19. In a preferred embodiment, the
first quantization step size is set according to a perceptual model and according to the value of the threshold used by
subband-signal analyzer 14.

[0028] Subband-signal components that are not placed into the first class are passed along path 16 to quantizer 18,
which quantizes these components according to a second quantization step size. The second quantization step size
may be equal to the first quantization step size; however, in a preferred embodiment, the second quantization step size
is smaller than the first quantization step size.

[0029] The subband-signal block for the second frequency subband is passed along path 23 and is processed by
subband-signal analyzer 24, gain element 25, and quantizers 27 and 28 in the same manner as that described above
for the first frequency subband. In a preferred embodiment, the threshold used for each frequency subband is adaptive
and independent of the threshold used for other frequency subbands.

d) Encoded Signal Formatting

[0030] Formatter 19 assembles the control information conveying the classification of the components and non-uniform
length symbols representing the quantized subband-signal components into an encoded signal and passes the encoded
signal along path 20 to be conveyed by transmission media including baseband or modulated communication paths
throughout the spectrum including from supersonic to ultraviolet frequencies, or by storage media including magnetic
tape, magnetic disk and optical disc that convey information using a magnetic or optical recording technology.

[0031] The symbols used to represent the quantized components may be identical to the quantized values or they
may be some type of code derived from the quantized values. For example, the symbols may be obtained directly from
a quantizer or they may be obtained by some process such as Huffman encoding the quantized values. The quantized
values themselves may be easily used as the non-uniform length symbols because non-uniform numbers of bits can be
allocated to the quantized subband signal components in a subband.

2. Decoder
a) Encoded Signal Deformatting

[0032] InFig. 2, deformatter 32 receives an encoded signal from path 31 and obtains therefrom symbols that represent
quantized subband-signal components and control information that conveys the classification of the components. De-
coding processes can be applied as necessary to derive the quantized components from the symbols. In a preferred
embodiment, gain-modified components are placed into a first class. Deformatter 32 also obtains any information that
may be needed by any perceptual models or bit allocation processes, for example.
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b) Gain-Adaptive Dequantization

[0033] Dequantizer 33 receives the components for one subband-signal block that are placed in the first class, de-
guantizes them according to a first quantization step size, and passes the result to gain element 35. In a preferred
embodiment, the first quantization step size is set according to a perceptual model and according to a threshold that
was used to classify the subband-signal components.

[0034] Gainelement35 applies a gain factor to the dequantized components received from dequantizer 33, and passes
the gain-modified components to merge 37. The operation of gain element 35 reverses the gain modifications provided
by gain element 15 in the companion encoder. As explained above, preferably this gain factor is related to the threshold
that was used to classify the subband-signal components.

[0035] Subband-signal components that are not placed into the first class are passed to dequantizer 34, which de-
guantizes these components according to a second quantization step size, and passes the result to merge 37. The
second quantization step size may be equal to the first quantization step size; however, in a preferred embodiment, the
second quantization step size is smaller than the first quantization step size.

[0036] Merge 37 forms a subband-signal block by merging the gain-modified dequantized components received from
gain element 35 with the dequantized components received from dequantizer 36, and passes the resulting subband-
signal block along path 38 to synthesis filterbank 39.

[0037] Quantized components in the subband-signal block for the second frequency subband are processed by de-
quantizers 43 and 44, gain element 45 and merge 47 in the same manner as that described above for the first frequency
subband, and passes the resulting subband-signal block along path 48 to synthesis filterbank 39.

c) Synthesis Filtering

[0038] Synthesis filterbank 39 may be implemented in a wide variety of ways that are complementary to the ways
discussed above for implementing analysis filterbank 12. An output signal is generated along path 40 in response to the
blocks of subband-signal components received from paths 38 and 48.

B. Features
1. Subband-Signal Component Classification
a) Simplified Threshold Function

[0039] The effects of gain-adaptive quantization may be appreciated by referring to Fig. 4, which illustrates hypothetical
blocks 111, 112 and 113 of subband-signal components. In the example illustrated, each subband-signal block comprises
eight components numbered from 1 to 8. Each component is represented by a vertical line and the magnitude of each
component is represented by the height of the respective line. For example, component 1 in block 111 has a magnitude
slightly larger than the value 0.25 as shown on the ordinate axis of the graph.

[0040] Line 102 represents a threshold at the 0.50 level. Each component in block 111 may be placed into one of two
classes by comparing the respective component magnitudes with the threshold. The components having a magnitude
less than or equal to the threshold are placed into a first class. The remaining components are placed into a second
class. Alternatively, slightly different results may be obtained if components are classified by placing into the first class
those components that have a magnitude strictly less than the threshold. For ease of discussion, threshold comparisons
made according to the first example will be assumed and mentioned more particularly herein.

[0041] The components in block 112 are obtained by applying a gain factor of two to each block 111 component that
is placed into the first class. For example, the magnitude of component 1 in block 112, which is slightly larger than 0.500,
is obtained by multiplying the magnitude of component 1 in block 111 with a gain factor equal to two. Conversely, the
magnitude of component 2 in block 112 is equal to the magnitude of component 2 in block 111 because this component
was placed into the second class and is not modified by the gain factor.

[0042] Line 104 represents a threshold at the 0.25 level. Each component in block 111 may be placed into one of two
classes by comparing the respective component magnitudes with this threshold and placing the components having a
magnitude less than or equal to the threshold into a first class. The remaining components are placed into a second class.
[0043] The components in block 113 are obtained by applying a gain factor of four to each block 111 component that
is placed into the first class. For example, the magnitude of component 3 in block 113, which is about 0.44, is obtained
by multiplying the magnitude of component 3in block 111, whichis about 0.11, with a gain factor equal to four. Conversely,
the magnitude of component 1in block 113 is equal to the magnitude of component 1 in block 111 because this component
was placed into the second class and is not modified by the gain factor.

[0044] The threshold may be expressed as a function of only the gain factor. As shown by these two examples, the
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threshold may be expressed as

Th= M

o

where

Th = the threshold value; and
G = gain factor.

b) Alternative Threshold Function

[0045] Unfortunately, a threshold obtained from expression 1 may be too large because a subband-signal component
having a magnitude that is slightly less than threshold Th, when modified by gain factor G, may overload the quantizer.
[0046] A value is said to overload a quantizer if the quantization error of that value exceeds one-half the quantization
step size. For symmetric quantizers having a uniform quantization step size that quantize values into a range from
approximately -1 to +1, the region of positive quantities that overload the quantizer may be expressed as

AQ
Qop > Quuax + 5~ (2a)

and the region of negative values that overload the quantizer may be expressed as

' AQ :
OOL < -QMAX - T (2b)

where

Qo = a value that overloads the quantizer;
Quax = maximum positive quantized value; and
AQ = quantization step size.

[0047] Fora b-bit symmetric mid-tread signed quantizer having a uniform quantization step size that quantizes values
into a range from approximately -1 to +1, the maximum positive quantized value Q. is equal to 1-21-b, the quantization
step size AQ is equal to 21-b, and one-half the quantization step size is equal to 2-0. Expression 2a for positive overload
values may be rewritten as

Qg > 12" +2P=127" (3a)

and expression 2b for negative overload values may be rewritten as
Qo <—(1-2")-2"* =142, (3a)

[0048] Line 100 in Fig. 4 represents the boundary of positive overload values for a 3-bit symmetric mid-tread signed
quantizer. The negative range of this quantizer is not shown. The maximum positive quantized value for this quantizer
is 0.75 = (1-21-3) and one-half the quantization step size is 0.125 = 2-3; therefore, the boundary for the positive overload
values for this quantizer is 0.875 = (1-2-3). The boundary for negative overload values is -0.875.

[0049] Component5in block 111 has a magnitude that is slightly less than the threshold at value 0.500. When a gain
factor equal to two is applied to this component, the resultant magnitude exceeds the overload boundary of the quantizer.
A similar problem occurs for component 6 when a threshold equal to 0.250 is used with a gain factor equal to four.
[0050] A threshold value for positive quantities that avoids overload and optimally maps the domain of positive com-
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ponent values in the first class into the positive range of a quantizer may be expressed as

OOL
Th==2-. (4a)

The threshold for the negative quantities may be expressed as
Th=- 2. (4b)

[0051] Throughout the remainder of this discussion, only the positive threshold will be discussed. This simplification
does not lose any generality because those operations that compare component magnitudes with a positive threshold
are equivalent to other operations that compare component amplitudes with positive and negative thresholds.

[0052] For the b-bit symmetric mid-tread signed quantizer described above, the threshold function of expression 4a
may be rewritten as

S

[0053] The effects of gain-adaptive quantization using this alternative threshold are illustrated in Fig. 5, which illustrates
hypothetical blocks 121, 122, 123 and 124 of subband signal components. In the examples illustrated, each subband-
signal block comprises eight components numbered from 1 to 8, the magnitudes of which are represented by the length
of respective vertical lines. Lines 102 and 104 represent the thresholds for a 3-bit symmetric mid-tread signed quantizer
for gain factors equal to 2 and 4, respectively. Line 100 represents the boundary of positive overload values for this
quantizer.

[0054] The components in subband-signal block 122 may be obtained by comparing the magnitudes of the components
in block 121 with threshold 102 and applying a gain of G=2 to the components that have magnitudes less than or equal
to the threshold. Similarly, the components in subband-signal block 123 may be obtained by comparing the magnitudes
of the components in block 121 with threshold 104 and applying a gain of G=4 to the components that have magnitudes
less than or equal to this threshold. The components in subband-signal block 124 may be obtained using a cascade
technique, described below. Unlike the examples shown in Fig. 4 for the first threshold discussed above, none of the
gain-modified components shown in Fig. 5 exceed the overload boundary of the quantizer.

[0055] On one hand, the alternative threshold according to expression 5 is desirable because it avoids quantizer
overload for small-magnitude components in the first class and optimally loads the quantizer. On the other hand, this
threshold may not be desirable in some embodiments that seek an optimum quantization step size because the threshold
cannot be determined until the quantization step size is established. In embodiments that adapt the quantization step
size by allocating bits, the quantization step size cannot be established until the bit allocation b for a respective subband-
signal block is known. This disadvantage is explained in more detail below.

2. Quantization

[0056] Preferably, the quantization step size of the quantizers used to quantize components in a subband-signal block
is adapted in response to the gain factor for that block. In one embodiment using a process similar to that discussed
above and illustrated in Fig. 3, a number of bits b is allocated to each component within a subband-signal block and
then the quantization step size and possibly the bit allocation is adapted for each component according to the gain factor
selected for that block. For this embodiment, the gain factor is selected from four possible values representing gains of
1, 2, 4 and 8. Components within that block are quantized using a symmetric mid-tread signed quantizer.

[0057] Larger-magnitude components that are not placed into the first class and are not gain modified are assigned
the same b number of bits as would be allocated without the benefit of the present invention. In an alternative embodiment
using a split-interval quantization function discussed below, the bit allocation for these larger-magnitude components
can be reduced for some gain factors.

[0058] Smaller-magnitude components that are placed into the first class and are gain modified are allocated a number
of bits according to the values shown in Table I.
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Table |
Gain | Allocation
1 b
2 b-1
4 b-2
8 b-3

[0059] A gain factor equal to 1 for a particular subband-signal block indicates the gain-modified feature of the present
invention is not applied to that block; therefore, the same b number of bits are allocated to each component as would
be allocated without the benefit of the present invention. The use of gain factor G=2, 4 and 8 for a particular subband-
signal block can potentially provide the benefit of a reduced allocation of 1, 2 and 3 bits, respectively, for each smaller-
magnitude component in that subband block.

[0060] The allocations shown in Table | are subject to the limitation that the number of bits allocated to each component
cannot be less than one. For example, if the bit-allocation process allocated b=3 bits to the components of a particular
subband-signal block and a gain factor G=8 is selected for that block, the bit allocation for the smaller-magnitude
components would be reduced to one bit rather than to zero bits as suggested by Table I. The intended effect of the
gain modification and the adjustment to the bit allocation is to preserve essentially the same signal-to-quantization-noise
ratio using fewer bits. If desired, an embodiment may avoid selecting any gain factor that does not reduce the number
of allocated bits.

3. Control Information

[0061] As explained above, subband-signal analyzer 14 provides control information to formatter 19 for assembly into
the encoded signal. This control information conveys the classification for each component in a subband-signal block.
This control information may be included in the encoded signal in a variety of ways.

[0062] One way to include control information is to embed into the encoded signal a string of bits for each subband-
signal block in which one bit corresponds to each component in the block. A bit set to one value, the value 1 for example,
would indicate the corresponding component is not a gain modified component, and a bit set to the other value, which
is the value 0 in this example, would indicate the corresponding component is a gain modified component. Another way
to include control information is to embed a special "escape code" in the encoded signal immediately preceding each
component that is gain modified or, alternatively, is not gain modified.

[0063] Inthe preferred embodiment discussed above that uses a symmetric mid-tread signed quantizer, each large-
magnitude component that is not gain modified is preceded by an escape code that is equal to an unused quantization
value. For example, the quantization values for a 3-bit two’s complement signed quantizer ranges from a minimum of
-0.750, represented by the 3-bit binary string b’101, to a maximum of +0.75, represented by the binary string b’'011. The
binary string b’100, which correspondsto -1.000, is not used for quantization and is available for use as control information.
Similarly, the unused binary string for a 4-bit two’'s complement signed quantizer is b’ 1000.

[0064] Referring to subband-signal block 121 in Fig. 5, components 4 and 5 are large-magnitude components that
exceed threshold 102. If this threshold is used in conjunction with a gain factor G=2, the bit allocation for all small-
magnitude components placed in the first class is b-1 as shown above in Table I. If the bit-allocation process allocates
b=4 bits to each component in block 121, for example, the allocation for each subband-signal component would be
reduced to 3=(b-1) bits and a 3-bit quantizer would be used to quantize the small-magnitude components. Each large-
magnitude component, which in this example are components 4 and 5, would be quantized with a 4-bit quantizer and
identified by controlinformation that equals the unused binary string of the 3-bit quantizer, or b’100. This control information
for each large-magnitude component can be conveniently assembled into the encoded signal immediately preceding
the respective large-magnitude component.

[0065] It may be instructional to point out that the present invention does not provide any benefit in the example
discussed in the preceding paragraph. The cost or overhead required to convey the control information, which is six bits
in this example, is equal to the number of bits that are saved by reducing the bit allocation for the small-magnitude
components. Referring to the example above, if only one component in block 121 were a large-magnitude component,
the present invention would reduce the number of bits required to convey this block by four. Seven bits would be saved
by reduced allocations to seven small-magnitude components and only three bits would be required to convey the control
information for the one large-magnitude component.

[0066] This last example ignores one additional aspect. Two bits are required for each subband-signal block in this
exemplary embodiment to convey which of four gain factors are used for that block. As mentioned above, a gain factor
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equal to 1 may be used to indicate the features of the present invention are not applied for a particular subband-signal
block.

[0067] The present invention usually does not provide any advantage for quantizing subband-signal blocks with four
or fewer components. In perceptual coding systems that generate subband signals having bandwidths commensurate
with the critical bandwidths of the human auditory system, the number of components in subband-signal blocks for low-
frequency subbands is low, perhaps only one component per block, but the number of components per subband-signal
block increases with increasing subband frequency. As a result, in preferred embodiments, the processing required to
implement features of the present invention may be restricted to the wider subbands. An additional piece of control
information may be embedded into the encoded signal to indicate the lowest frequency subband in which gain-adaptive
quantization is used. The encoder can adaptively select this subband according to input signal characteristics. This
technique avoids the need to provide control information for subbands that do not use gain-adaptive quantization.

4, Decoder Features

[0068] A decoder that incorporates features of the present invention may adaptively change the quantization step size
of its dequantizers in essentially any manner. For example, a decoder that is intended to decode an encoded signal
generated by encoder embodiments discussed above may use adaptive bit allocation to set the quantization step size.
The decoder may operate in a so called forward-adaptive system in which the bit allocations may be obtained directly
from the encoded signal, it may operate in a so called backward-adaptive system in which the bit allocations are obtained
by repeating the same allocation process that was used in the encoder, or it may operate in a hybrid of the two systems.
The allocation values obtained in this manner are referred to as the "conventional" bit allocations.

[0069] The decoder obtains control information from the encoded signal to identify gain factors and the classification
of the components in each subband-signal block. Continuing the example discussed above, control information that
conveys a gain factor G=1 indicates the gain-adaptive feature was not used and the conventional bit allocation b should
be used to dequantize the components in that particular subband-signal block. For other gain factor values, the conven-
tional bit allocation b for a block is used to determine the value of the "escape code" or control information that identifies
the large-magnitude components. In the example given above, an allocation of b=4 with a gain factor G=2 indicates the
control information is the binary string b’100, which has a length equal to 3=(b-1) bits. The presence of this control
information in the encoded signal indicates a large-magnitude component immediately follows.

[0070] The bit allocation for each gain-modified component is adjusted as discussed above and shown in Table I.
Dequantization is carried out using the appropriate quantization step size and the gain-modified components are sub-
jected to a gain factor that is the reciprocal of the gain factor used to carry out gain modification in the encoder. For
example, if small-magnitude components were multiplied by a gain factor G=2 in the encoder, the decoder applies a
reciprocal gain G=0.5 to the corresponding dequantized components.

C. Additional Features
[0071] In addition to the variations discussed above, several alternatives are discussed below.
1. Additional Classifications

[0072] According to one alternative, the magnitudes of the components in a subband-signal block are compared to
two or more thresholds and placed into more than two classes. Referring to Fig. 5, for example, the magnitude of each
component in block 121 could be compared to thresholds 102 and 104 and placed into one of three classes. Gain factors
could be obtained for two of the classes and applied to the appropriate components. For example, a gain factor G=4
could be applied to the components having magnitudes less than or equal to threshold 104 and a gain factor G=2 could
be applied to the components having a magnitude less than or equal to threshold 102 but larger than threshold 104.
Alternatively, a gain factor G=2 could be applied to all of the components having magnitudes less than or equal to
threshold 102 and a gain factor G=2 could be applied again to the components that had magnitudes less than or equal
to threshold 104.

2. Cascaded Operation

[0073] The gain modification process described above may be carried out multiple times prior to quantization. Fig. 6
is a block diagram that illustrates one embodiment of two gain stages in cascade. In this embodiment, subband-signal
analyzer 61 compares the magnitudes of the components in a subband-signal block with a first threshold and places
the components into one of two classes. Gain element 62 applies a first gain factor to the components placed into one
of the classes. The value of the first gain factor is related to the value of the first threshold.
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[0074] Subband-signal analyzer 64 compares the magnitudes of the gain-modified components and possibly the
remaining components in the block with a second threshold and places the components into one of two classes. Gain
element 65 applies a second gain factor to the components placed into one of the classes. The value of the second gain
factor is related to the value of the second threshold. If the second threshold is less than or equal to the first threshold,
subband-signal analyzer 64 does not need to analyze the components that analyzer 61 placed into the class for mag-
nitudes greater than the first threshold.

[0075] The subband-signal block components are quantized by quantizers 67 and 68 in a manner similar to that
discussed above.

[0076] Referring to Fig. 5, the components in subband-signal block 124 may be obtained by the successive application
of gain stages in which subband-signal analyzer 61 and gain element 62 apply a gain factor G=2 to the components
having a magnitude less than or equal to threshold 102, and subband-signal analyzer 64 and gain element 65 apply a
gain factor G=2 to the gain-modified components having a magnitude that is still less than or equal to threshold 102.
For example, components 1 to 3 and 6 to 8 in block 121 are modified by a gain factor G=2 in the first stage, which
produces an interim result that is shown in block 122. Components 1, 3, 7 and 8 are modified by a gain factor G=2 in
the second stage to obtain the result shown for block 124.

[0077] Inembodiments that use gain stages in cascade, suitable control information should be provided in the encoded
signal so that the decoder can carry out a complementary set of gain stages in cascade.

3. Optimized Bit Allocation

[0078] There are several possible strategies for applying gain-adaptive quantization. One simple strategy analyzes
the components in a respective subband-signal block by starting with a first threshold and related first gain factor G=2
and determines if gain-adaptive quantization according to the first threshold and first gain factor yields a reduction in the
bit allocation requirements. If it does not, analysis stops and gain-adaptive quantization is not carried out. If it does yield
a reduction, analysis continues with a second threshold and related second gain factor G=4. If the use of the second
threshold and related gain factor does not yield a reduction in bit allocation, gain adaptive quantization is carried out
using the first threshold and first gain factor. If the use of the second threshold and second gain factor does yield a
reduction, analysis continues with a third threshold and related third gain factor G=8. This process continues until either
the use of a threshold and related gain factor do not yield a reduction in bit allocation, or until all combinations of thresholds
and related gain factors have been considered.

[0079] Another strategy seeks to optimize the choice of gain factor by calculating the cost and benefit provided by
each possible threshold and related gain factor and using the threshold and gain factor that yield the greatest net benefit.
For the example discussed above, the net benefit for a particular threshold and related gain factor is the gross benefit
less the cost. The gross benefit is the number of bits that are saved by reducing the bit allocation for the small-magnitude
components that are gain modified. The cost is the number of bits that are required to convey the control information
for the large-magnitude components that are not gain modified.

[0080] One way in which this preferred strategy may be implemented is shown in the following program fragment.
This program fragment is expressed in pseudo-code using a syntax that includes some syntactical features of the C,
FORTRAN and BASIC programming languages. This program fragment and the other programs shown herein are not
intended to be source code segments that are suitable for compilation but are provided to convey a few aspects of
possible implementations.
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Gain (X, N,b) {
Th2 = (1-27(-b)) / gf[1];  //initialize threshold for gain factor G=2

Th4 =Th2/2, //... for gain factor G=4
Th8 =Th4 /2, /1... for gain factor G=8
n2=n4=n8=0; /hnitialize counters
for (k=1toN) { /ffor each component k ...
CompMag = Abs(X[k]); //get component magnitude
if (CompMag > Th2)
n2=n2+1; //count components above Th2
_else if (CompMag > Thd)
M=n4+1]; {/count comp between Th4 and Th2
else if (CompMag > Th8)
n8=n8+1; //count comp between Th8 and Th4
1}124 =n2 + n4; //no. of large components above Th4
n248 = n24 + n§; //no. of large components above Th8

benefit2 = Min(b-1, 1); //bits per small component saved by using G=2
benefitd = Min(b-1, 2); //bits per small component saved by using G=4
benefit8 = Min(b-1, 3); - //bits per small component saved by using G=8
net{0] =0; //net benefit for no gain modification

net[1] = (N-n2) * benefit2 - n2 * (b-benefit2); //net benefit for using G=2
net[2] = (N-n24) * benefitd - n24 * (b-benefitd);, //net benefit for using G=4
net[3] = (N-n248) * benefit8 - n248 * (b-benefit8); //net benefit for using G=8 -
j = IndexMax(net[j], j=0 to 3); //get index of maximum benefit

Gain = gffj]; {/get gain factor

[0081] The function Gainis provided with an array X of subband-signal block components, the number N of components
in the block, and the conventional bit allocation b for the block of components. The first statement in the function uses
a calculation according to expression 5, shown above, to initialize the variable Th2 to represent the threshold that is
related to a gain factor G=2 that is obtained from an array gf. In this example, the gain factors gf[1], gf[2] and gf[3] are
equal to G=2, 4 and 8, respectively. The next statements initialize variables for the thresholds that are related to gain
factors G=4 and 8. Next, counters are initialized to zero that will be used to determine the number of large-magnitude
components in various classes.

[0082] The statements in the for-loop invoke function Abs to obtain the magnitude for each subband-signal block
component in the array X and then compare the component magnitude with the thresholds, starting with the highest
threshold. If the magnitude is greater than threshold Th2, for example, the variable n2 is incremented by one. When the
for-loop is finished, the variable n2 contains the number of components that have a magnitude greater than threshold
Th2, the variable n4 contains the number of components that have a magnitude that is greater than threshold Th4 but
less than or equal to threshold Th2, and the variable n8 contains the number of components that have a magnitude that
is greater than threshold Th8 but less than or equal to threshold Th4.

[0083] The two statements immediately following the for-loop calculate the total number of components that are above
respective thresholds. The number in variable n24 represents the number of components that have a magnitude greater
than threshold Th4, and the number in variable n248 represents the number of components that have a magnitude
greater than threshold Th8.

[0084] The next three statements calculate the benefit per small-magnitude component for using each gain factor.
This benefit may be as much as 1, 2 or 3 bits per component as shown above in Table I, but the benefit is also limited
to be no more than b-1 bits per component since the allocation to each component is limited to a minimum of one bit.
For example, the number in variable benefit2 represents the number of bits per small-magnitude component that are
saved by using a gain factor G=2. As shown in Table I, this benefit may be as much as one bit; however, the benefit is
also limited to be no greater than the conventional bit allocation b minus one. The calculation of this benefit is provided
by using the function Min to return the minimum of the two values b-1 and 1.

[0085] Net benefits are then calculated and assigned to elements of array net. The element net[0] represents the net
benefit of not using gain-adaptive quantization, which is zero. The net benefit for using a gain factor G=2 is assigned to
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net[1] by multiplying the appropriate benefit per small-magnitude component benefit2 by the appropriate number of
small-magnitude components (N-n2) and then subtracting the cost, which is the number of large-magnitude components
n2 multiplied by the length of the unused quantizer value used for the control information. This length is the bit-length
of the small-magnitude components, which may be obtained from the conventional bit allocation b reduced by the bits
saved per small-magnitude component. For example, the bit-length of the small-magnitude components when the gain
factor G=2 is the quantity (b-benefit2). Similar calculations are performed to assign the net benefit for using gain factors
G=4 and 8 to variables net[2] and net [3], respectively.

[0086] The function IndexMax is invoked to obtain the array index j for the largest net benefit in the array net. This
index is used to obtain the appropriate gain factor from the gf array, which is returned by the function Gain.

4. Improved Efficiency Using the Simplified Threshold Function

[0087] It was mentioned above that various features of the present invention may be incorporated into a perceptual
bit allocation process such as that illustrated in Fig. 3. In particular, these features may be performed in step 53. Step
53 is performed within a loop that reiteratively determines a proposed bit allocation for quantizing components in each
subband-signal block to be encoded. Because of this, the efficiency of the operations performed in step 53 are very
important.

[0088] The process discussed above for function Gain, which determines the optimum gain factor for each block, is
relatively inefficient because it must count the number of subband-signal block components that are placed in various
classes. The component counts must be calculated during each iteration because the thresholds that are obtained
according to expression 5 cannot be calculated until the proposed bit allocation b for each iteration is known.

[0089] Incontrasttothe thresholds obtained according to expression 5, the thresholds obtained according to expression
1 are less accurate but can be calculated before the proposed bit allocation b is known. This allows the thresholds and
the component counts to be calculated outside the reiteration. Referring to the method shown in Fig. 3, the thresholds
Th1, Th2 and Th3, and the component counts n2, n24 and n248 could be calculated in step 52, for example.

[0090] An alternative version of the function Gain discussed above, which may be used in this embodiment, is shown
in the following program fragment.

Gain2 (X, N) {
benefit2 = Min(b-1, 1), //oits per small component saved by using G=2
benefit4 = Min(b-1, 2); /foits per small component saved by using G=4
benefit8 = Min(b-1, 3); //bits per small component saved by using G=8
net[0] =0, //net benefit for no gain modification
net[1] = (N-n2) * benefit2 - n2 * (b-benefit2); //net benefit for using G=2
net[2] = (N-n24) * benefit4 - n24 * (b-benefit4); //net benefit for using G=4
net[3] = (N-n248) * benefit8 - n248 * (b-benefit8); //net benefit for using G=38
j = IndexMax(net[j], =0 to 3); //get index of maximum benefit
Gain = gf[j]; //get gain factor

[0091] The statements in function Gain2 are identical to the corresponding statements in function Gain discussed
above that calculate the net benefits for each gain factor and then select the optimum gain factor.

5. Quantization Functions
a) Split-Interval Functions

[0092] The quantization accuracy of large-magnitude components can be improved by using a split-interval quanti-
zation function that quantizes input values within two non-contiguous intervals.

[0093] Line 105inFig. 7 is a graphical illustration of a function that represents the end-to-end effect of a 3-bit symmetric
mid-tread signed quantizer and complementary dequantizer. Values along the x axis represent input values to the
quantizer and values along the q(x) axis represent corresponding output values obtained from the dequantizer. Lines
100 and 109 represent the boundaries of positive and negative overload values, respectively, for this quantizer. Lines
102 and 108 represent the positive and negative thresholds, respectively, for gain factor G=2 according to expression
1 and as shown in Fig. 4. Lines 104 and 107 represent the positive and negative thresholds, respectively, for gain factor
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G=4.

[0094] Referring to Fig. 1, if subband-signal analyzer 14 classifies subband-signal block components according to
threshold 102, then it is known that the magnitudes of the components provided to quantizer 18 are all greater than
threshold 102. In other words, quantizer 18 would not be used to quantize any values that fall between thresholds 108
and 102. This void represents an under utilization of the quantizer.

[0095] This under utilization may be overcome by using a quantizer that implements a split-interval quantization
function. A variety of split-interval functions are possible. Fig. 8 is a graphical illustration of a function that represents
the end-to-end effect of one split-interval 3-bit signed quantizer and a complementary dequantizer. Line 101 represents
the function for positive quantities and line 106 represents the function for negative quantities.

[0096] The function shown in Fig. 8 has eight quantization levels in contrast to the function shown in Fig. 7, which has
only seven quantization levels. The additional quantization level is obtained by using the level discussed above that, for
a mid-tread quantization function, corresponds to -1.

b) Non-Overloading Quantizers

[0097] A 3-bit quantizer and complementary dequantizer that implement the function illustrated in Fig. 8 is preferred
for quantizing values within a split-interval from -1.0 to about -0.5 and from about +0.5 to +1.0 because the quantizer
cannot be overloaded. As explained above, a value overloads a quantizer if the quantization error of that value exceeds
one-half the quantization step size. In the example shown in Fig. 8, dequantizer outputs are defined for values equal to
-0.9375, -0.8125, -0.6875, -0.5625, +0.5625, +0.6875, +0.8125 and +0.9375, and the quantization step size is equal to
0.125. The magnitude of the quantization error for all values within the split-interval mentioned above is no greater than
0.0625, which is equal to one-half the quantization step size. Such a quantizer is referred to herein as a "non-overloading
guantizer" because it is immune to overload.

[0098] Non-overloading single- and split-interval quantizers for essentially any quantization step size may be realized
by implementing a quantization function having quantizer outputs that are bounded by quantizer "decision points" spaced
appropriately within the intervals of values to be quantized. Generally speaking, the decision points are spaced apart
from one another by some distance d and the decision points that are closest to a respective end of an input-value
interval are spaced from the respective end by the amount d. This spacing provides a quantizer that, when used with a
complementary dequantizer, provides uniformly spaced quantized output values separated from one another by a par-
ticular quantization step size and having a maximum quantization error that is equal to one-half this particular quantization
step size.

¢) Mapping Functions

[0099] A split-interval quantizer may be implemented in a variety of ways. No particular implementation is critical. One
implementation, shown in Fig. 9A, comprises mapping transform 72 in cascade with quantizer 74. Mapping transform
72 receives input values from path 71, maps these input values into an appropriate interval, and passes the mapped
values along path 73 to quantizer 74.

[0100] If quantizer 74 is an asymmetric mid-tread signed quantizer, then the mapping function represented by lines
80 and 81 illustrated in Fig. 9B would be suitable for mapping function 72. According to this mapping function, values
within the interval from -1.0 to -0.5 are mapped linearly into an interval from -1.0-72AQ to -12AQ, where AQ is the
quantization step size of quantizer 74, and values within the interval from +0.5 to +1.0 are mapped linearly into an interval
from -12AQ to +1.0-2AQ. In this example, no large-magnitude component can have a value exactly equal to either -0.5
or +0.5 because components with these values are classified as small-magnitude components. Because of this, mapping
transform 72 will not map any input value to -2AQ exactly; however, it may map input values arbitrarily close to and on
either side of -12AQ.

[0101] The effect of this mapping may be seen by referring to Figs. 9B and 9C. Referring to Fig. 9B, it can be seen
that mapping transform 72 maps input points 82 and 84 to mapped points 86 and 88, respectively. Referring to Fig. 9C,
which illustrates a function representing the end-to-end effects of a 3-bit asymmetric mid-tread signed quantizer and
complementary dequantizer, the mapped points 86 and 88 may be seen to lie on either side of quantizer decision point
87, which has the value -2AQ.

[0102] A complementary split-interval dequantizer may be implemented by an asymmetric mid-tread signed dequan-
tizer that is complementary to quantizer 74 followed by a mapping transform that is the inverse of mapping transform 72.

d) Composite Functions

[0103] Inan example discussed above, gain-adaptive quantization with a gain factor G=2 is used to quantize compo-
nents of a subband signal for which conventional bit allocation b is equal to three bits. As explained above in conjunction
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with Table I, 3 bits are used to quantize the large-magnitude components bits and 2=(b-1) bits are used to quantize the
small-magnitude gain-modified components. Preferably, a quantizer that implements the quantization function of Fig. 8
is used to quantize the large-magnitude components.

[0104] A 2-bit symmetric mid-tread signed quantizer and complementary dequantizer that implement function 111
shown in Fig. 10 may be used for the small-magnitude gain-modified components. Function 111 as illustrated takes into
account the scaling and descaling effects of the gain factor G=2 used in conjunction with the quantizer and dequantizer,
respectively. The output values for the dequantizer are -0.3333..., 0.0 and +0.3333..., and the quantizer decision points
are at -0.1666 ... and +0.1666

[0105] A composite of the functions for the large-magnitude and small-magnitude components is illustrated in Fig. 11.

e) Alternative Split-Interval Functions

[0106] The use of a split-interval quantizer with a gain factor G=2 and a threshold at or about 0.500 provides an
improvement in quantization resolution of about one bit. Thisimproved resolution may be used to preserve the quantization
resolution of large-magnitude components while reducing the bit allocation to these components by one bit. In the
example discussed above, 2-bit quantizers could be used to quantize both large-magnitude and small-magnitude com-
ponents. A composite of the quantization functions implemented by the two quantizers is shown in Fig. 12. Quantizers
implementing quantization functions 112 and 113 could be used to quantize large-magnitude components having positive
and negative amplitudes, respectively, and a quantizer implementing quantization function 111 could be used to quantize
the small-magnitude components.

[0107] The use of split-interval quantization functions with larger gain factors and smaller thresholds does not provide
a full bit of improved quantization resolution; therefore, the bit allocation cannot be reduced without sacrificing the
guantization resolution. In preferred embodiments, the bit allocation b for large-magnitude mantissas is reduced by one
bit for blocks that are gain-adaptively quantized using a gain factor G=2.

[0108] The dequantization function provided in the decoder should be complementary to the quantization function
used in the encoder.

6. Intra-Frame Coding

[0109] The term "encoded signal block" is used here to refer to the encoded information that represents all of the
subband-signal blocks for the frequency subbands across the useful bandwidth of the input signal. Some coding systems
assemble multiple encoded signal blocks into larger units, which are referred to here as a frame of the encoded signal.
A frame structure is useful in many applications to share information across encoded signal blocks, thereby reducing
information overhead, or to facilitate synchronizing signals such as audio and video signals. A variety of issues involved
with encoding audio information into frames for audio/video applications are discussed in U.S. patent application serial
number PCT/US 98/20751 filed October 17, 1998, which is incorporated herein by reference.

[0110] The features of gain-adaptive quantization discussed above may be applied to groups of subband-signal blocks
that are in different encoded signal blocks. This aspect may be used advantageously in applications that group encoded
signal blocks into frames, for example. This technique essentially groups the components in multiple subband-signal
blocks within a frame and then classifies the components and applies a gain factor to this group of components as
described above. This so called intra-frame coding technique may share control information among the blocks within a
frame. No particular grouping of encoded signal blocks is critical to practice this technique.

D. Implementation

[0111] The present invention may be implemented in a wide variety of ways including software in a general-purpose
computer system or in some other apparatus that includes more specialized components such as digital signal processor
(DSP) circuitry coupled to components similar to those found in a general-purpose computer system. Fig. 13 is a block
diagram of device 90 that may be used to implement various aspects of the presentinvention. DSP 92 provides computing
resources. RAM 93 is system random access memory (RAM). ROM 94 represents some form of persistent storage such
as read only memory (ROM) for storing programs needed to operate device 90 and to carry out various aspects of the
present invention. I/O control 95 represents interface circuitry to receive and transmit audio signals by way of commu-
nication channel 96. Analog-to-digital converters and digital-to-analog converters may be included in I/O control 95 as
desired to receive and/or transmit analog audio signals. In the embodiment shown, all major system components connect
to bus 91 which may represent more than one physical bus; however, a bus architecture is not required to implement
the present invention.

[0112] In embodiments implemented in a general purpose computer system, additional components may be included
for interfacing to devices such as a keyboard or mouse and a display, and for controlling a storage device having a
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storage medium such as magnetic tape or disk, or an optical medium. The storage medium may be used to record
programs of instructions for operating systems, utilities and applications, and may include embodiments of programs
that implement various aspects of the present invention.

[0113] The functions required to practice various aspects of the present invention can be performed by components
that are implemented in a wide variety of ways including discrete logic components, one or more ASICs and/or program-
controlled processors. The manner in which these components are implemented is not important to the present invention.
[0114] Software implementations of the present invention may be conveyed by a variety machine readable media
such as baseband or modulated communication paths throughout the spectrum including from supersonic to ultraviolet
frequencies, or storage media including those that convey information using essentially any magnetic or optical recording
technology including magnetic tape, magnetic disk, and optical disc. Various aspects can also be implemented in various
components of computer system 90 by processing circuitry such as ASICs, general-purpose integrated circuits, micro-
processors controlled by programs embodied in various forms of read-only memory (ROM) or RAM, and other techniques.

Claims
1. A method for encoding an input signal that comprises:

receiving the input signal and generating a subband-signal block of subband-signal components representing
a frequency subband of the input signal;

comparing magnitudes of the components in the subband-signal block with a threshold, placing each component
into one of two or more classes according to the respective component magnitude, and obtaining a gain factor;
applying the gain factor to the components placed into one of the classes to modify the magnitudes of some of
the components in the subband-signal block;

quantizing the components in the subband-signal block; and

assembling into an encoded signal control information conveying classification of the components and non-
uniform length symbols representing the quantized subband-signal components.

2. A method according to claim 1 that assembles control information into the encoded signal that indicates those
guantized subband-signal components having magnitudes that are not modified according to the gain factor, wherein
the control information is conveyed by one or more reserved symbols that are not used to represent quantized
subband-signal components.

3. A method according to claim 1 or 2 that comprises obtaining the threshold from a function that is dependent on gain
factor but independent of quantization step size of the quantized components.

4. A method according to claim 1 or 2 that comprises obtaining the threshold from a function that is dependent on gain
factor and quantization step size of the quantized components.

5. A method according to any one of claims 1 through 4 that comprises:
adaptively changing a respective quantization step size for each component in the subband-signal block ac-
cording to the class into which the component is placed by adaptively allocating bits to the component, and
obtaining the gain factor such that the number of bits allocated to the components with modified magnitudes is

reduced while preserving the respective quantization step size.

6. A method according to any one of claims 1 through 5 that comprises quantizing the components placed into one of
the classes according to a split-interval quantization function.

7. A method according to any one of claims 1 through 6 that places each component into one of three or more classes
according to component magnitude and comprises:

obtaining one or more additional gain factors each associated with a respective class, and
applying each of the additional gain factors to the components placed into the associated respective class.

8. A method according to any one of claims 1 through 7 that comprises:

comparing magnitudes of at least some of the components in the subband-signal block with a second threshold,
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placing each component into one of two or more second classes according to the respective component mag-
nitude, and obtaining a second gain factor; and

applying the second gain factor to the components placed into one of the second classes to modify the magnitudes
of some of the components in the subband-signal block;

wherein the non-uniform length symbols represent the quantized components as modified by the gain factor and
the second gain factor wherein the non-uniform length symbols represent the quantized components as modified
by the gain factor and the second gain factor.

A method according to any one of claims 1 through 8 that quantizes at least some of the components using one or
more non-overloading quantizers.

A method for decoding an encoded signal comprising:

receiving the encoded signal and obtaining there from control information and non-uniform length symbols, and
obtaining from the non-uniform length symbols quantized subband-signal components representing a frequency
subband of an input signal;

dequantizing the subband-signal components to obtain a subband-signal block of dequantized components;
applying a gain factor to modify magnitudes of some of the dequantized components according to the control
information to obtain a modified subband-signal block of dequantized components, wherein each dequantized
component in the modified subband-signal block is in one of two or more classes according to the respective
dequantized component magnitude as compared to a threshold and all dequantized components as modified
by the gain factor are in the same class; and

generating an output signal in response to the modified subband-signal block of dequantized components.

A method according to claim 10 that obtains control information from the encoded signal indicating those quantized
subband-signal components having magnitudes that are not to be modified according to the gain factor, wherein
the control information is conveyed by one or more reserved symbols that are not used to represent quantized
subband-signal components.

A method according to claim 10 or 11 that comprises dequantizing some of the quantized components in the subband-
signal block according to a dequantization function that is complementary to a splitinterval quantization function.

A method according to any one of claims 10 through 12 that comprises applying a second gain factor to modify
magnitudes of some of the dequantized components according to the control information.

A method according to any one of claims 10 through 13 that dequantizes at least some of the quantized components
using one or more dequantizers that are complementary to a respective non-overloading quantizer.

An apparatus for encoding an input signal comprising:

an analysis filter (12) having an input (11) that receives the input signal and having an output (13, 23) through
which is provided a subband-signal block of subband-signal components representing a frequency subband of
the input signal;

a subband-signal block analyzer (14, 24; 61) coupled to the analysis filter (12) that compares magnitudes of
the components in the subband-signal block with a threshold, places each component into one of two or more
classes according to the respective component magnitude, and obtains a gain factor;

a subband-signal component processor (15, 25; 62) coupled to the subband-signal block analyzer (14, 24; 61)
that applies the gain factor to the components placed into one of the classes to modify the magnitudes of some
of the components in the subband-signal block;

a first quantizer (17, 27; 67) coupled to the subband-signal processor that quantizes the components in the
subband-signal block having magnitudes modified according to the gain factor; and

a formatter (19) coupled to the first quantizer (17, 27; 67) that assembles non-uniform length symbols repre-
senting the quantized subband-signal components and control information conveying classification of the com-
ponents into an encoded signal.

An apparatus according to claim 15 that comprises a second quantizer (18, 28; 68) coupled to the subband-signal
block analyzer (14, 24; 61) that quantizes the components placed into one of the classes according to a split-interval
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quantization function, wherein the formatter (19) is also coupled to the second quantizer (18, 28; 68).

An apparatus according to claim 15 or 16 wherein the formatter (19) assembles control information into the encoded
signal that indicates those quantized subband-signal components having magnitudes that are not modified according
to the gain factor, wherein the control information is conveyed by one or more reserved symbols that are not used
to represent quantized subband-signal components.

An apparatus according to any one of claims 15 through 17 that obtains the threshold from a function thatis dependent
on gain factor but independent of quantization step size of the quantized components.

An apparatus according to any one of claims 15 through 17 that obtains the threshold from a function that is dependent
on gain factor and quantization step size of the quantized components.

An apparatus according to any one of claims 15 through 19 that adaptively changes a respective quantization step
size for each component in the subband-signal block according to the class into which the component is placed by
adaptively allocating bits to the component, and obtains the gain factor such that the number of bits allocated to the
components with modified magnitudes is reduced while preserving the respective quantization step size.

An apparatus according to any one of claims 15 through 20 that places each component into one of three or more
classes according to component magnitude, obtains one or more additional gain factors each associated with a
respective class, and applies each of the additional gain factors to the components placed into the associated
respective class.

An apparatus according to any one of claims 15 through 21 wherein

the subband-signal block analyzer (14, 24; 64) compares magnitudes of at least some of the components in the
subband-signal block with a second threshold, places each component into one of two or more second classes
according to the respective component magnitude, and obtains a second gain factor; and

the subband-signal component processor (15, 25; 65) applies the second gain factor to the components placed into
one of the second classes to modify the magnitudes of some of the components in the subband-signal block;
wherein the non-uniform length symbols represent the quantized components as modified by the gain factor and
the second gain factor.

An apparatus according to any one of claims 15 through 22 that quantizes at least some of the components using
one or more non-overloading quantizers.

An apparatus for decoding an encoded signal comprising:

a deformatter (32) that receives the encoded signal and obtains therefrom control information and non-uniform
length symbols, and obtains from the non-uniform length symbols quantized subband-signal components;

a first dequantizer (33, 43) coupled to the deformatter (32) that dequantizes some of the subband-signal com-
ponents in the block according to the control information to obtain a subband-signal block of first dequantized
components;

a subband-signal block processor (35, 45) coupled to the first dequantizer (33, 43) that applies a gain factor to
modify magnitudes of some of the first dequantized components in the subband-signal block according to the
control information to obtain a modified subband-signal block of dequantized components, wherein each de-
guantized component in the modified subband-signal block is in one of two or more classes according to the
respective dequantized component magnitude as compared to a threshold and all dequantized components as
modified by the gain factor are in the same class; and

a synthesis filter (39) having an input (38, 48) coupled to the subband-signal processor and having an output
(40) through which an output signal is provided.

An apparatus according to claim 24 that comprises a second dequantizer (34, 44) coupled to the deformatter (32)
that dequantizes other subband-signal components in the block according to a dequantization function that is com-
plementary to a split-interval quantization function to obtain second dequantized components, and wherein the
synthesis filter (39) has an input (38, 48) coupled to the second dequantizer (34, 44).

An apparatus according to claim 24 or 25 wherein the deformatter (32) obtains control information from the encoded
signal indicating those quantized subband-signal components having magnitudes that are not to be modified ac-
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cording to the gain factor, wherein the control information is conveyed by one or more reserved symbols that are
not used to represent quantized subband-signal components.

27. An apparatus according to any one of claims 24 through 26 wherein the subband-signal block processor (35, 45)
applies a second gain factor to modify magnitudes of some of the dequantized components according to the control
information.

28. An apparatus according to any one of claims 24 through 27 that dequantizes at least some of the quantized com-
ponents using one or more dequantizers that are complementary to a respective non-overloading quantizer.

29. A computer program product embodied on a machine readable medium, said computer program product comprising
program instructions executable by said machine to perform a method as defined in any one of claims 1 to 14.

Patentanspriiche
1. Verfahren zum Kodieren eines Eingabesignals, aufweisend:

Empfangen des Eingabesignals und Erzeugen eines Teilbandsignalblocks aus Teilbandsignalkomponenten,
die ein Frequenzteilband des Eingabesignals wiedergeben;

Vergleichen von GrofRen der Komponenten im Teilbandsignalblock mit einer Schwelle, Einordnen jeder Kom-
ponente in eine von zwei oder mehr Klassen entsprechend der jeweiligen KomponentengréfRe und Erhalten
eines Verstarkungsfaktors;

Anwenden des Verstarkungsfaktors auf die in eine der Klassen eingeordneten Komponenten zum Modifizieren
der GréRen einiger der Komponenten in dem Teilbandsignalblock;

Quantisieren der Komponenten in dem Teilbandsignalblock; und

Zusammenfiigen, zu einem kodierten Signal, von Steuerinformation, welche die Klassifizierung der Komponen-
ten Ubermittelt, und Symbolen ungleichmaRiger L&nge, welche die quantisierten Teilbandsignalkomponenten
darstellen.

2. Verfahren nach Anspruch 1, bei dem Steuerinformation in das kodierte Signal eingefligt wird, welche diejenigen
quantisierten Teilbandsignalkomponenten anzeigt, die GréRen haben, welche nicht entsprechend dem Verstar-
kungsfaktor modifiziert sind, und bei dem die Steuerinformation von einem oder mehr reservierten Symbolen tber-
mittelt wird, die nicht zum Darstellen quantisierter Teilbandsignalkomponenten verwendet werden.

3. Verfahren nach Anspruch 1 oder 2, welches aufweist, die Schwelle von einer Funktion zu erhalten, die vom Ver-
starkungsfaktor abhangig, aber von der Quantisierungsschrittgréle der quantisierten Komponenten unabhéngig ist.

4. Verfahren nach Anspruch 1 oder 2, welches aufweist, die Schwelle von einer Funktion zu erhalten, die vom Ver-
starkungsfaktor und von der Quantisierungsschrittgréf3e der quantisierten Komponenten abhéngig ist.

5. Verfahren nach einem der Anspriiche 1 bis 4, aufweisend:

eine jeweilige Quantisierungsschrittgro3e fiir jede Komponente in dem Teilbandsignalblock entsprechend der
Klasse, in die die Komponente eingeordnet ist, durch adaptives Zuteilen von Bits zu der Komponente adaptiv
zu andern, und

den Verstarkungsfaktor so zu erhalten, daf3 die Anzahl der den Komponenten mit modifizierten Gré3en zuge-
teilten Bits reduziert wird, wahrend die jeweilige QuantisierungsschrittgréRe erhalten bleibt.

6. Verfahren nach einem der Anspriiche 1 bis 5, welches aufweist, die in eine der Klassen eingeordneten Komponenten
geman einer Teilungsintervall-Quantisierungsfunktion zu quantisieren.

7. Verfahren nach einem der Anspruche 1 bis 6, bei dem jede Komponente entsprechend der Komponentengrofie in
eine von drei oder mehr Klassen eingeordnet wird und welches aufweist:

eine oder mehr zusatzliche Verstarkungsfaktoren zu erhalten, die je einer entsprechenden Klasse zugeordnet

sind, und jeden der zusatzlichen Verstarkungsfaktoren auf die Komponenten anzuwenden, die in die zugehdrige,
jeweilige Klasse eingeordnet sind.
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Verfahren nach einem der Anspriiche 1 bis 7, aufweisend:

Vergleichen der Grof3en mindestens einiger der Komponenten in dem Teilbandsignalblock mit einer zweiten
Schwelle, Einordnen jeder Komponente in eine von zwei oder mehr zweiten Klassen entsprechend der jeweiligen
KomponentengréRe und Erhalten eines zweiten Verstarkungsfaktors; und

Anwenden des zweiten Verstarkungsfaktors auf in eine der zweiten Klassen eingeordnete Komponenten zum
Modifizieren der Gré3en einiger der Komponenten in dem Teilbandsignalblock; wobei die Symbole ungleich-
maRiger Lange die quantisierten Komponenten, modifiziert durch den Verstarkungsfaktor und den zweiten
Verstarkungsfaktor, darstellen.

Verfahren nach einem der Anspriiche 1 bis 8, mit dem mindestens einige der Komponenten mit einem oder mehr
nicht Gberlastbaren Quantisierern quantisiert werden.

Verfahren zum Dekodieren eines kodierten Signals, aufweisend:

Empfangen des kodierten Signals und Erhalten von Steuerinformation und Symbolen ungleichméRiger Lange
aus demselben und Erhalten quantisierter Teilbandsignalkomponenten, welche ein Frequenzteilband eines
Eingabesignals wiedergeben, aus den Symbolen ungleichméRiger Lange;

Entquantisieren der Teilbandsignalkomponenten zum Erhalten eines Teilbandsignalblocks von entquantisierten
Komponenten;

Anwenden eines Verstarkungsfaktors zum Modifizieren von Grof3en einiger der entquantisierten Komponenten
entsprechend der Steuerinformation zum Erhalt eines modifizierten Teilbandsignalblocks von entquantisierten
Komponenten, wobei jede der entquantisierten Komponenten in dem modifizierten Teilbandsignalblock ent-
sprechend der jeweiligen entquantisierten KomponentengréfRe im Vergleich zu einem Schwellenwert sich in
einer von zwei oder mehr Klassen befindet und alle durch den Verstarkungsfaktor modifizierten entquantisierten
Komponenten in derselben Klasse sind; und

Erzeugen eines Ausgabesignals in Abh&angigkeit von dem modifizierten Teilbandsignalblock von entquantisier-
ten Komponenten.

Verfahren nach Anspruch 10, mit dem Steuerinformation aus dem kodierten Signal erhalten wird, welche diejenigen
guantisierten Teilbandsignalkomponenten anzeigt, die Gré3en haben, welche nicht entsprechend dem Verstar-
kungsfaktor zu modifizieren sind, wobei die Steuerinformation von einem oder mehr reservierten Symbolen tber-
mittelt wird, die nicht zum Darstellen quantisierter Teilbandsignalkomponenten verwendet werden.

Verfahren nach Anspruch 10 oder 11, welches aufweist, einige der quantisierten Komponenten in dem Teilbandsi-
gnalblock entsprechend einer Entquantisierungsfunktion zu entquantisieren, die zu einer Teilungsintervall-Quanti-
sierungsfunktion komplementar ist.

Verfahren nach einem der Anspriiche 10 bis 12, welches aufweist, einen zweiten Verstérkungsfaktor anzuwenden,
um GrolRen einiger der entquantisierten Komponenten entsprechend der Steuerinformation zu modifizieren.

Verfahren nach einem der Anspriche 10 bis 13, mit dem mindestens einige der quantisierten Komponenten mit
einem oder mehr Entquantisierern entquantisiert werden, welche zu einem jeweiligen, nicht tberlastbaren Quanti-
sierer komplementar sind.

Vorrichtung zum Kodieren eines Eingabesignals, aufweisend:

ein Analysefilter (12) mit einem Eingang (11), das das Eingabesignal empféangt, und mit einem Ausgang (13,
23), durch den ein Teilbandsignalblock von Teilbandsignalkomponenten geliefert wird, die ein Frequenzteilband
des Eingabesignals wiedergeben;

einen mit dem Analysefilter (12) gekoppelten Teilbandsignalblockanalysator (14, 24; 61), der Gro3en der Kom-
ponenten in dem Teilbandsignalblock mit einer Schwelle vergleicht, jede Komponente in eine von zwei oder
mehr Klassen entsprechend der jeweiligen Komponentengréf3e einordnet und einen Verstarkungsfaktor erhalt;
einen mit dem Teilbandsignalblockanalysator (14, 24; 61) gekoppelten Teilbandsignalkomponentenprozessor
(15, 25; 62), der den Verstarkungsfaktor auf die in eine der Klassen eingeordneten Komponenten anwendet,
um die Grof3en einiger der Komponenten in dem Teilbandsignalblock zu modifizieren;

einen mit dem Teilbandsignalprozessor gekoppelten ersten Quantisierer (17, 27; 67), der die Komponenten in
dem Teilbandsignalblock quantisiert, die Grdf3en haben, welche entsprechend dem Verstarkungsfaktor modi-
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fiziert sind; und

einen mit dem ersten Quantisierer (17, 27; 67) gekoppelten Formatierer (19), der Symbole ungleichméafiger
Lange, welche quantisierte Teilbandsignalkomponenten darstellen, und Steuerinformation, welche die Klassi-
fizierung der Komponenten tbermittelt, zu einem kodierten Signal zusammenfigt.

Vorrichtung nach Anspruch 15, aufweisend einen mit dem Teilbandsignalblockanalysator (14, 24; 61) gekoppelten
zweiten Quantisierer (18, 28; 68), der die in eine der Klassen eingeteilten Komponenten entsprechend einer Tei-
lungsintervall-Quantisierungsfunktion quantisiert, wobei der Formatierer (19) auch mit dem zweiten Quantisierer
(18, 28; 68) gekoppelt ist.

Vorrichtung nach Anspruch 15 oder 16, bei der der Formatierer (19) Steuerinformation in das kodierte Signal einflgt,
welche diejenigen quantisierten Teilbandsignalkomponenten anzeigt, die Gré3en haben, die nicht entsprechend
dem Verstérkungsfaktor modifiziert sind, wobei die Steuerinformation von einem oder mehr reservierten Symbolen
Uibermittelt wird, die nicht zum Darstellen quantisierter Teilbandsignalkomponenten verwendet werden.

Vorrichtung nach einem der Anspriiche 15 bis 17, welche die Schwelle von einer Funktion erhalt, die vom Verstar-
kungsfaktor abhangig, aber von der QuantisierungsschrittgréRe der quantisierten Komponenten unabhangig ist.

Vorrichtung nach einem der Anspriiche 15 bis 17, welche die Schwelle von einer Funktion erhalt, die vom Verstar-
kungsfaktor und der Quantisierungsschrittgré3e der quantisierten Komponenten abhangig ist.

Vorrichtung nach einem der Anspriche 15 bis 19, welche eine jeweilige QuantisierungsschrittgroR3e fir jede Kom-
ponente in dem Teilbandsignalblock entsprechend der Klasse, in die die Komponente eingeordnet wurde, durch
adaptive Zuteilung von Bits zu der Komponente adaptiv &ndert und den Verstarkungsfaktor so erhélt, dal3 die Anzahl
der den Komponenten mit modifizierten Gréf3en zugeordneten Bits verringert wird, wahrend die jeweilige Quanti-
sierungsschrittgrof3e erhalten bleibt.

Vorrichtung nach einem der Anspriiche 15 bis 20, welche jede Komponente in eine von drei oder mehr Klassen
entsprechend der KomponentengréRe einordnet, ein oder mehr zusétzliche Verstarkungsfaktoren erhalt, die je einer
entsprechenden Klasse zugeordnet sind, und jeden der zusétzlichen Verstarkungsfaktoren auf die Komponenten
anwendet, die in die zugehdérige, jeweilige Klasse eingeordnet wurden.

Vorrichtung nach einem der Anspruche 15 bis 21, bei der

der Teilbandsignalblockanalysator (14, 24; 64) Gro3en wenigstens einiger der Komponenten in dem Teilbandsi-
gnalblock mit einer zweiten Schwelle vergleicht, jede Komponente in eine von zwei oder mehr zweiten Klassen
entsprechend der jeweiligen Komponentengré3e einordnet und einen zweiten Verstarkungsfaktor erhalt; und

der Teilbandsignalkomponentenprozessor (15, 25; 65) den zweiten Verstarkungsfaktor auf die in eine der zweiten
Klassen eingeordneten Komponenten anwendet, um die Grof3en einiger der Komponenten in dem Teilbandsignal-
block zu modifizieren; wobei die Symbole ungleichméRiger Lange die quantisierten Komponenten, modifiziert durch
den Verstarkungsfaktor und den zweiten Verstarkungsfaktor, darstellen.

Vorrichtung nach einem der Anspruche 15 bis 22, welche mindestens einige der Komponenten mit einem oder mehr
nicht Gberlastbaren Quantisierern quantisiert.

Vorrichtung zum Dekodieren eines kodierten Signals, aufweisend:

einen Deformatierer (32), der das kodierte Signal empféngt und daraus Steuerinformation und Symbole un-
gleichmafiger Lange erhalt und aus den Symbolen ungleichméafiger Lange quantisierte Teilbandsignalkom-
ponenten erhélt;

einen mit dem Deformatierer (32) gekoppelten ersten Entquantisierer (33, 43), der einige der Teilbandsignal-
komponenten in dem Block entsprechend der Steuerinformation entquantisiert, um einen Teilbandsignalblock
von ersten entquantisierten Komponenten zu erhalten;

einen mit dem ersten Entquantisierer (33, 43) gekoppelten Teilbandsignalblockprozessor (35, 45), der einen
Verstarkungsfaktor zum Modifizieren von Gro3en einiger der ersten entquantisierten Komponenten in dem
Teilbandsignalblock entsprechend der Steuerinformation anwendet zum Erhalt eines modifizierten Teilbandsi-
gnalblocks von entquantisierten Komponenten, wobei jede entquantisierte Komponente in dem modifizierten
Teilbandsignalblock entsprechend der jeweiligen entquantisierten KomponentengréRe im Vergleich zu einem
Schwellenwert sich in einer von zwei oder mehr Klassen befindet und alle durch den Verstarkungsfaktor mo-
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difizierten entquantisierten Komponenten in derselben Klasse sind; und
ein Synthesefilter (39) mit einem Eingang (38, 48), das mit dem Teilbandsignalprozessor gekoppelt ist, und
einem Ausgang (40), durch den ein Ausgabesignal geliefert wird.

Vorrichtung nach Anspruch 24, die einen mit dem Deformatierer (32) gekoppelten zweiten Entquantisierer (34, 44)
aufweist, der weitere Teilbandsignalkomponenten in dem Block entsprechend einer Entquantisierungsfunktion ent-
qguantisiert, die zu einer Teilungsintervall-Quantisierungsfunktion komplementér ist, um zweite, entquantisierte Kom-
ponenten zu erhalten, und bei der das Synthesefilter (39) einen mit dem zweiten Entquantisierer (34, 44) gekoppelten
Eingang (38, 48) hat.

Vorrichtung nach Anspruch 24 oder 25, bei der der Deformatierer (32) Steuerinformation aus dem kodierten Signal
erhalt, welche diejenigen quantisierten Teilbandsignalkomponenten anzeigt, die GréRen haben, welche nicht ent-
sprechend dem Verstéarkungsfaktor zu modifizieren sind, wobei die Steuerinformation von ein oder mehr reservierten
Symbolen Ubermittelt wird, die nicht zum Darstellen quantisierter Teilbandsignalkomponenten verwendet werden.

Vorrichtung nach einem der Anspriiche 24 bis 26, bei der der Teilbandsignalblockprozessor (35, 45) einen zweiten
Verstarkungsfaktor zum Modifizieren einiger der entquantisierten Komponenten entsprechend der Steuerinformation
anwendet.

Vorrichtung nach einem der Anspriiche 24 bis 27, welche mindestens einige der quantisierten Komponenten mit
einem oder mehr Entquantisierern entquantisiert, die zu einem jeweiligen nicht Uberlastbaren Quantisierer komple-
mentar sind.

Rechnerprogrammprodukt, verkérpert auf einem maschinenlesbaren Trager, welches Programmbefehle aufweist,
die von der Maschine ausfuhrbar sind, um ein Verfahren nach einem der Anspriiche 1 bis 14 durchzufihren.

Revendications

1.

Procédé pour coder un signal d’entrée qui comprend :

la réception du signal d’entrée et la génération d'un bloc de signaux en sous-bandes de composantes de sighaux
en sous-bandes représentant une sous-bande de fréquences du signal d’entrée ;

la comparaison de grandeurs des composantes dans le bloc de signaux en sous-bandes a un seuil, en placant
chaque composante dans une de deux classes ou plus suivant la grandeur de composante respective, et en
obtenant un facteur de gain ;

I'application du facteur de gain aux composantes placées dans une des classes pour modifier les grandeurs
de certaines des composantes dans le bloc de signaux en sous-bandes ;

la quantification des composantes dans le bloc de signaux en sous-bandes ; et

'assemblage en un signal codé des informations de contréle acheminant la classification des composantes et
des symboles de longueur non uniforme représentant les composantes de signaux en sous-bandes quantifiées.

Procédé selon la revendication 1 qui assemble des informations de contrdle en signal codé qui indiquent les com-
posantes de signaux en sous-bandes quantifiées ayant des grandeurs qui ne sont pas modifiées suivant le facteur
de gain, dans lequel les informations de contréle sont acheminées par un ou plusieurs symboles réservés qui ne
sont pas utilisés pour représenter des composantes de signaux en sous-bandes quantifiées.

Procédé selon la revendication 1 ou 2 qui comprend I'obtention du seuil a partir d’'une fonction qui dépend du facteur
de gain mais qui est indépendante de la taille de pas de quantification des composantes quantifiées.

Procédé selon larevendication 1 ou 2 qui comprend I'obtention du seuil & partir d’'une fonction qui dépend du facteur
de gain et de la taille du pas de quantification des composantes quantifiées.

Procédé selon I'une quelconque des revendications 1 a 4 qui comprend:
un changement de maniére adaptative d'une taille de pas de quantification respective pour chague composante

dans le bloc de signaux en sous-bandes suivant la classe dans laquelle la composante est placée en affectant
de maniere adaptative des bits a la composante, et
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I'obtention du facteur de gain de telle sorte que le nombre de bits affectés aux composantes avec des grandeurs
modifiées est réduit tout en conservant la taille de pas de quantification respective.

Procédé selon I'une quelconque des revendications 1 a 5 qui comprend la quantification des composantes placées
dans une des classes suivant une fonction de quantification a intervalles séparés.

Procédé selon 'une quelconque des revendications 1 a 6 qui place chaque composante dans une de trois classes
ou plus suivant la grandeur de la composante et comprend :

I'obtention d’'un ou de plusieurs facteur(s) de gain supplémentaire(s) associé(s) a une classe respective, et
I'application de chacun des facteurs de gain supplémentaires aux composantes placées dans la classe res-
pective associée.

Procédé selon I'une quelconque des revendications 1 & 7 qui comprend :

la comparaison de grandeurs d’au moins certaines des composantes dans le bloc de signaux en sous-bandes
a un second seuil, en placant chaque composante dans une de deux secondes classes ou plus suivant la
grandeur de composante respective, et en obtenant un second facteur de gain ; et

I'application du second facteur de gain aux composantes placées dans une des secondes classes pour modifier
les grandeurs de certaines des composantes dans le bloc de signaux en sous-bandes ;

dans lequel les symboles de longueur non uniforme représentent les composantes quantifiées telles que modifiées
par le facteur de gain et le second facteur de gain.

Procédé selon I'une quelconque des revendications 1 a 8 qui quantifie au moins certaines des composantes en
utilisant un ou plusieurs quantificateur(s) non en surcharge.

Procédé pour décoder un signal codé comprenant :

laréception du signal codé et I'obtention & partir de celui-ci d’informations de contrdle et de symboles de longueur
non uniforme, et I'obtention a partir des symboles de longueur non uniforme de composantes de signaux en
sous-bandes quantifiées représentant une sous-bande de fréquences d’'un signal d’entrée ;

la déquantification des composantes de signaux en sous-bandes pour obtenir un bloc de sighaux en sous-
bandes de composantes déquantifiées ;

I'application d'un facteur de gain pour modifier les grandeurs de certaines des composantes déquantifiées
suivant les informations de contréle pour obtenir un bloc de signaux en sous-bandes modifié de composantes
déquantifiées, dans lequel chaque composante déquantifiée dans le bloc de signaux en sous-bandes modifié
appartient a une de deux classes ou plus suivant la grandeur de composante déquantifiée respective telle que
comparée a un seuil, et toutes les composantes déquantifiées telles que modifiées par le facteur de gain
appartiennent a la méme classe ; et

la génération d'un signal de sortie en réponse au bloc de signaux en sous-bandes modifié de composantes
déquantifiées.

Procédé selon la revendication 10 qui obtient des informations de contr6le du signal codé pour indiquer les com-
posantes de signaux en sous-bandes quantifiées ayant des grandeurs qui ne sont pas modifiées suivant le facteur
de gain, dans lequel les informations de contréle sont acheminées par un ou plusieurs symboles réservés qui ne
sont pas utilisés pour représenter des composantes de signaux en sous-bandes quantifiées.

Procédé selon larevendication 10 ou 11 qui comprend la déquantification de certaines des composantes quantifiées
dans le bloc de signaux en sous-bandes suivant une fonction de déquantification qui est complémentaire d’'une
fonction de quantification a intervalles séparés.

Procédé selon I'une quelconque des revendications 10 a 12 qui comprend I'application d’'un second facteur de gain
pour modifier des grandeurs de certaines des composantes déquantifiées suivant les informations de contréle.

Procédé selon I'une quelconque des revendications 10 a 13 qui déquantifie au moins certaines des composantes

quantifiées en utilisant un ou plusieurs déquantificateur(s) qui sont complémentaires d’'un quantificateur non en
surcharge respectif.

23



10

15

20

25

30

35

40

45

50

55

15.

16.

17.

18.

19.

20.

21.

22.

23.

EP 1175670 B2
Appareil pour coder un signal d’entrée comprenant :

un filtre d’analyse (12) ayant une entrée (11) qui recoit le signal d’entrée et ayant une sortie (13, 23) par laquelle
est fournie un bloc de signaux en sous-bandes de composantes de signaux en sous-bandes représentant une
sous-bande de fréquences du signal d’entrée ;

un analyseur de bloc de signaux en sous-bandes (14, 24 ; 61) couplé au filtre d’analyse (12) qui compare les
grandeurs des composantes dans le bloc de signaux en sous-bandes a un seuil, place chaque composante
dans une de deux classes ou plus suivant la grandeur de composante respective, et obtient un facteur de gain ;
un processeur de composantes de signaux en sous-bandes (15, 25 ; 62) couplé a I'analyseur de bloc de signaux
en sous-bandes (14, 24 ; 61) qui applique le facteur de gain aux composantes placées dans une des classes
pour modifier les grandeurs de certaines des composantes dans le bloc de signaux en sous-bandes ;

un premier quantificateur (17, 27 ; 67) couplé au processeur de signaux en sous-bandes qui quantifie les
composantes dans le bloc de signaux en sous-bandes ayant des grandeurs modifiées suivant le facteur de
gain ; et

un formateur (19) couplé au premier quantificateur (17, 27 ; 67) qui assemble des symboles de longueur non
uniforme représentant les composantes de signaux en sous-bandes quantifiées et des informations de contrdle
acheminant la classification des composantes en un signal codé.

Appareil selon la revendication 15 qui comprend un second quantificateur (18, 28 ; 68) couplé a I'analyseur de bloc
de signaux en sous-bandes (14, 24 61) qui quantifie les composantes placées dans une des classes suivant une
fonction de quantification & intervalles séparés, dans lequel le formateur (19) est également couplé au second
quantificateur (18, 28 ; 68).

Appareil selon la revendication 15 ou 16, dans lequel le formateur (19) assemble des informations de contrdle en
signal codé qui indiquent les composantes de signaux en sous-bandes quantifiées ayant des grandeurs qui ne sont
pas modifiées suivant le facteur de gain, dans lequel les informations de contréle sont acheminées par un ou
plusieurs symboles réservés qui ne sont pas utilisés pour représenter des composantes de signaux en sous-bandes
quantifiées.

Appareil selon 'une quelconque des revendications 15 a 17 qui obtient le seuil a partir d’'une fonction qui dépend
du facteur de gain mais qui est indépendante de la taille de pas de quantification des composantes quantifiées.

Appareil selon I'une quelconque des revendications 15 & 17 qui obtient le seuil a partir d’'une fonction qui dépend
du facteur de gain et de la taille du pas de quantification des composantes quantifiées.

Appareil selon 'une quelconque des revendications 15 a 19 qui change de maniére adaptative une taille de pas de
quantification respective pour chaque composante dans le bloc de sighaux en sous-bandes suivant la classe dans
laquelle la composante est placée en affectant de maniére adaptative des bits a la composante, et obtient le facteur
de gain de telle sorte que le nombre de bits affectés aux composantes avec des grandeurs modifiées est réduit tout
en conservant la taille de pas de quantification respective.

Appareil selon I'une quelconque des revendications 15 a 20 qui place chague composante dans une de trois classes
ou plus suivant la grandeur de la composante, obtient un ou plusieurs facteur(s) de gain supplémentaire(s) associé
(s) chacun a une classe respective, et applique chacun des facteurs de gain supplémentaires aux composantes
placées dans la classe respective associée.

Appareil selon I'une quelconque des revendications 15 a 21 dans lequel

'analyseur de bloc de signaux en sous-bandes (14, 24 ; 64) compare les grandeurs d’au moins certaines des
composantes dans le bloc de sighaux en sous-bandes a un second seuil, place chaque composante dans une de
deux secondes classes ou plus suivant la grandeur de composante respective, et obtient un second facteur de
gain ; et

le processeur de composantes de sighaux en sous-bandes (15, 25 ; 65) applique le second facteur de gain aux
composantes placées dans une des secondes classes pour modifier les grandeurs de certaines des composantes
dans le bloc de sighaux en sous-bandes ;

dans lequel les symboles de longueur non uniforme représentent les composantes quantifiées telles que modifiées
par le facteur de gain et le second facteur de gain.

Appareil selon I'une quelconque des revendications 15 a 22 qui quantifie au moins certaines des composantes en
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utilisant un ou plusieurs quantificateur(s) non en surcharge.
Appareil pour décoder un signal codé comprenant :

un déformateur (32) qui regoit le signal codé et obtient a partir de celui-ci des informations de controle et des
symboles de longueur non uniforme, et obtient a partir des symboles de longueur non uniforme des composantes
de signaux en sous-bandes quantifiées ;

un premier déquantificateur (33, 43) couplé au déformateur (32) qui déquantifie certaines des composantes de
sighaux en sous-bandes dans le bloc suivant les informations de contrdle pour obtenir un bloc de signaux en
sous-bande des premiéres composantaes déquantifiées ;

un processeur de bloc de signaux en sous-bandes (35, 45) couplé au premier déquantificateur (33, 43) qui
applique un facteur de gain pour modifier les grandeurs de certaines des premieres composantes déquantifiées
dans le bloc de signaux en sous-bandes suivant les informations de contréle pour obtenir un bloc de signaux
en sous-bandes modifié des composantes déquantifiées, dans lequel chaque composante déquantifiée dans
le bloc de signaux en sous-bandes modifié appartient a une de deux classes ou plus suivant la grandeur de
composante déquantifiée respective par rapport a un seuil, et toutes les composantes déquantifiées telles que
modifiées par le facteur de gain appartiennent a la méme classe ; et

un filtre de synthese (39) ayant une entrée (38, 48) couplée au processeur de signaux en sous-bandes et ayant
une sortie (40) par laquelle un signal de sortie est fourni.

Appareil selon la revendication 24 qui comprend un second déquantificateur (34, 44) couplé au déformateur (32)
qui déquantifie d’autres composantes de signaux en sous-bandes dans le bloc suivant une fonction de déquantifi-
cation qui est complémentaire d’'une fonction de quantification a intervalles séparés pour obtenir des secondes
composantes déquantifiées, et dans lequel le filire de synthese (39) a une entrée (38, 48) couplée au second
déquantificateur (34, 44).

Appareil selon la revendication 24 ou 25, dans lequel le déformateur (32) obtient des informations de contrble a
partir du signal codé qui indiquent les composantes de signaux en sous-bandes quantifiées ayant des grandeurs
qui ne sont pas modifiées suivant le facteur de gain, dans lequel les informations de contréle sont acheminées par
un ou plusieurs symboles réservés qui ne sont pas utilisés pour représenter des composantes de signaux en sous-
bandes quantifiées.

Appareil selon I'une quelconque des revendications 24 & 26 dans lequel le processeur de bloc de signaux en sous-
bandes (35, 45) applique un second facteur de gain pour modifier des grandeurs de certaines des composantes
déquantifiées suivant les informations de controle.

Appareil selon I'une quelconque des revendications 24 a 27 qui déquantifie au moins certaines des composantes
quantifiées en utilisant un ou plusieurs déquantificateur(s) qui sont complémentaires d’'un quantificateur non en
surcharge respectif.

Produit de programme d’ordinateur incorporé sur un support d’'informations utilisable par un ordinateur, ledit produit

de programme d’ordinateur comprenant des instructions de programme exécutables par ledit ordinateur pour réaliser
un procédé tel que défini dans I'une quelconque des revendications 1 a 14.
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