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MOBILE ACCESS POINT FOR AD HOC NETWORK

FIELD OF THE INVENTION

[0001] The present invention relates to computer networks, and in particular a mobile

access point on an ad hoc network.

BACKGROUND OF THE INVENTION

[0002] In certain locations, such as residential, commercial and industrial buildings, etc., it
may be desirous to monitor, control and/or collect information (e.g., node information)
generated by one or more sensors and/or measuring or control devices distributed throughout
the location. Previous inventions have disclosed network nodes operable to wirelessly
transmit and receive its respective network node information to and from a centralized

location.

[0003] However, it is believed that such a system is difficult to implement, considering low
power transmission requirements and possibly disadvantageous environmental conditions, if
at least one of the network nodes is blocked, for example, by an obstacle, ambient noise,

interference, etc., from transmitting or receiving its related node information.

[0004] U.S. Pat. No. 6,850,511 and 7,002,944, hereby incorporated by reference herein,
teach a timely organized wireless ad hoc network or networks to overcome these

shortcomings.

[0005] When a node that has lost its connection with the wireless ad hoc network, it may be

difficult to access the node to diagnose the cause of the lost connection.

[0006] Thus, there is a need for a portable troubleshooting tool than can initiate a wireless

connection to a node on a timely organized wireless ad hoc network.
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BRIEF SUMMARY OF THE INVENTION

[0007] The present invention comprises a mobile access point for a timely organized ad hoc
data communications network. The networks includes a media-independent communications
links and a plurality of access points, where some the access points from the plurality of
access points is coupled to at least one other access point via the media-independent
communications link and some other access points from the plurality of access points are
coupled together via another media-independent communication link, thereby creating

several non-synchronized data communication networks.

[0008] The networks communicate data through a data collection cycle that includes a
broadcast interval, a time-slotted communications interval and a random access time-slotted
communications interval. The plurality of network nodes are arranged in a self-assigned
hierarchy where to one or more nodes, having multiple appearances, in the plurality of
network nodes will be assigned more than one time slot to transmit network node information

messages.

[0009] The wireless networks communicates data using access points (APs), network nodes
(NNs), media-independent network nodes (MINNSs) and device radios (DRs) during a data
collection cycle. The data collection cycle includes a broadcast interval, an assigned time-
slotted communications interval and a random access time-slotted communications interval.
Within each network, a plurality of network nodes are arranged in a self-assigned hierarchy
where one or more nodes in the plurality of network nodes can be assigned more than one
time slot to transmit network node information messages. Inside a network from the plurality
of networks in order to reduce the number of intervening transmissions, groups of media-
independent network nodes are connected together via media-independent communication
links. Information transmitted wirelessly by a MINN appears on the media-independent
communication link, thus allowing other MINN’s connected to the same media-independent
communication link to share the same wireless information no matter how disadvantageous
the wireless environmental conditions is. A group of MINN’s connected through a media-
independent communication link could also be connected to at least one access point from the
same timely organized ad hoc network in order to further reduce the number of intervening
transmissions (number of hops) between a node in the network and the destination, for

example, an access point.
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[0010] During the intervening transmissions the NN or DR or MINN do not need to wait
until one of its packet reaches the destination after a round trip. The device could start
sending the next packet transmission (e.g., transmit several packets at the same time in the
same network) thereby reducing the time required to transmit the whole message consisting

of several packets.

[0011] In one embodiment, the present invention is directed to a mobile access point having
a processor, a memory, a computer-readable medium, a radio frequency transceiver coupled
to the processor, a communications interface coupled to the memory, and software that, when

executed, causes the mobile access point to act as an access point in an ad hoc network..

[0012] In another embodiment of the present invention, a network node which has lost
connectivity to the timely organized ad hoc data communications network may connect to the

mobile access point for troubleshooting purposes.

[0013] In another embodiment of the present invention, the mobile access point may be
coupled to a portable computer that includes software tools for troubleshooting the
connectivity of a node which has lost its connection to the timely organized ad hoc data

communications network.

[0014] In another embodiment of the present invention, the mobile access point may be
configured to connect only to nodes at a particular hierarchal level on the timely organized ad

hoc data communications network.

[0015] In another embodiment of the present invention, the signal strength of the
transceiver on the mobile access point can be adjusted such that only nodes within a given

distance from the mobile access point are able to connect to the mobile access point.

BRIEF DESCRIPTION OF THE DRAWINGS

[0016] For the purposes of illustrating the present invention, there is shown in the drawings
a form which is presently preferred, it being understood however, that the invention is not

limited to the precise form shown by the drawing in which:
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[0017] FIG. 1 is a block diagram of a first exemplary ad hoc wireless network according to

the present invention.

[0018] FIG. 2 is a diagram of an exemplary data collection cycle according to the present

invention.

[0019] FIG. 3a is a block diagram of an exemplary network node having an optional media-

independent communication link interface according to the present invention.

[0020] FIG. 3b is a block diagram of an exemplary access point according to the present

invention with an optional second media independent communication link.

[0021] FIG. 4 is a block diagram of a second exemplary ad hoc wireless network according

to the present invention.

[0022] FIG. 5 is a block diagram of the second exemplary ad hoc wireless network of FIG.
4, in which an access point transmits acknowledgment and/or command information to a

network node.

[0023] FIG. 6 is a diagram of an exemplary data packet structure according to the present

invention.

[0024] FIG. 7 is a diagram of an exemplary data structure of bytes 4-9 of a BCDP data
packet.

[0025] FIG. 8 is a diagram of an exemplary data structure of bytes 4-9 of a NNDP data

packet according to the present invention.

[0026] FIG. 9 is a diagram of an exemplary data structure of bytes 4-9 of a CDP data packet

according to the present invention.

[0027] FIG. 10 is a flow diagram of the operational sequence of an exemplary network

node according to the present invention.

[0028] FIG. 11 is a flow diagram of an exemplary data packet processing sequence

according to the present invention.
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[0029] FIG. 12 is a flow diagram of an exemplary sequence for processing data packets

addressed to a network node according to the present invention.

[0030] FIG. 13 is a flow diagram of an exemplary transmit sequence according to the

present invention.

[0031] FIGs. 14a through 141 are a series of block diagrams showing an operational

sequence of a third éxemplary ad hoc wireless network upon power up.

[0032] FIGs. 15a through 15e are diagrams showing an exemplary dynamic self-routing

protocol according to the present invention.

[0033] FIG. 16 shows an example timely-organized ad hoc network having multiple access

points, according to the present invention.

[0034] FIG. 17a shows an operational flow of BCDP transmission in a multiple access

point, timely organized ad hoc network according to the present invention.

[0035] FIG. 17b shows an operational sequence of a single access point during a broadcast

time interval.

[0036] FIGs. 18a through 18i show an example timely organized ad hoc wireless network

having multiple access points according to the present invention.

[0037] FIG. 19 shows an example of a main data collection cycle and several
supplementary data collection cycles that extend the random access time slotted time interval

according to the present invention.

[0038] FIG. 20 shows multiple exemplary timely organized ad hoc networks including

network nodes having soft dependencies.

[0039] FIG. 21 shows an operational flow for data communication during a data collection
cycle where one or more nodes can be assigned more than one time slot according to the

present invention.

[0040] Fig 22 is a block diagram of an exemplary mobile access point on a timely

organized wireless ad hoc network according to one embodiment of the present invention.
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DETAILED DESCRIPTION OF THE INVENTION

[0041] Referring to FIG. 1, there is seen a first exemplary ad hoc wireless network 100
according to the present invention. Wireless network 100 includes a plurality of network
nodes 110a, 110b, 110c, . . ., 110n, some which are media independent network nodes (110a
and 110n), at least one access point 120, a local server (with database) 130 communicatively
coupled to the access point 120, media independent communication link 135
communicatively coupling media independent network nodes, an internal network 145 and an
external network 140 communicatively coupled to the local server (with database) 130, a
device radio 160 communicatively coupled to at least one of the network nodes 110a, 110b,
110c, ..., 110n, and a central server (with database) 150 communicatively coupled to the
external network 140. Wireless ad hoc network 100 may be used, for example, to
communicate node information within or outside a structure, such as an apartment building, a
house, an office building, a residential building, a commercial building, an industrial

building, etc.

[0042] The local server (with database) 130 includes a workstation, which executes specific
software algorithms for monitoring and controlling devices connected to at least one of the
network nodes 110a, 110b, 110c, . . ., 110n or to the device radio 160. The local server (with
database) 130 collects and stores information and presents the information to a user

connected to the same local network 145, for example, an Intranet.

[0043] The at least one access point 120 is the final destination of node information
transmitted by one or more of the network nodes 110a, 110b, 110c, . .., 110n. The node
information may be received from or transmitted to one or more sensors, measuring and
control devices (not shown), and may include, for example, the temperature of a room,
lighting conditions of a room, energy usage, smoke and CO detector data, elevator(s)
conditions, door activation data, heating ventilation and air conditioning (HVAC) system

parameters and controls, pressure data, vibration data, etc.

[0044] The device radio 160 functions similarly to at least one of the network nodes 110a,
110b, 110c, . . ., 110n, except that the device radio 160 is battery powered and does not
participate in network routing. For this purpose, the device radio 160 is configured to

communicate with at least one network node during the random access time interval (or
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specially assigned time interval), after which the device radio may, for example, enter a

"sleep mode" to conserve energy.

[0045] The central server (with database) 150 is responsible for collecting information from
at least one local server, as well as from at least one database. The central server (with
database) 150 is also configured to monitor and control the one or more sensors and/or
measuring devices (not shown) connected to the network nodes 110a, 110b, 110c, ..., 110n
and/or to the device radio 160. The central server (with database) 150 may also be
communicatively coupled to other computers, for example, via an Internet connection. In this
manner, the central server (with database) 150 is operable to provide services to users

wishing to control the ad hoc wireless network 100 from at least one remote location.

[0046] The external network 140 may include, for example, a wide area network (WAN), a
local area network (LAN), an Intranet, the Internet, etc. The external network 140
communicatively couples the local server (with database) 130 with the central server (with
database) 150. In this manner, the external network 140 permits the local server (with
database) 130 and the central server (with database) 150 to communicate across relatively

large distances.

[0047] The local server (with database) 130 is configured to provide information
concerning the layout of the physical site, within which the ad hoc wireless network is
implemented. The local server (with database) 130 is also configured to update newly added
sensors and/or measuring devices (not shown) connected to the ad hoc network. The central
server (with database) 150 may, for example, provide software updates, new administration

information, new software parameters, etc., to the local server (with database) 130.

[0048] When wirelessly transmitting node information to the access point 120, each of the
network nodes 110a, 110b, 110c, . . ., 110n may utilize any radio communication method
suitable for multiple access communications, such as spread spectrum, Frequency Division

Multiple Access, and/or Time Division Multiple Access (TDMA).

[0049] A spread spectrum communication method, which may include Direct Sequence
Spread Spectrum (DSSS) or Frequency Hoping Spread Spectrum (FHSS), "spreads” a
transmitted signal across a frequency bandwidth much greater than that necessary to send the

original signal. For this purpose, the signal may be spread using a pseudorandom code

7
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independent of the signal. This may result in many benefits, such as immunity to interference
and jamming. After transmission, a spread spectrum receiver synchronizes to the spread
spectrum signal (i.e., acquires the spread spectrum signal) and de-spreads the data. The use
of independent respective pseudorandom codes allows multiple users, for example, the
network nodes 110a, 110b, 110c, . . ., 110n, to simultaneously transmit in the same

frequency band.

[0050] FDMA is yet another radio communication method that permits multiple access
communications. In FDMA, each of the multiple users, for example, the network nodes
110a, 110b, 110c, . . ., 110n, is assigned a unique frequency bandwidth, within which it may
transmit its node information. The mutual exclusivity of each of the unique frequency
bandwidths permits each of the multiple users, for example, the network nodes 110a, 110b,
110c, ..., 110n, to transmit its respective node information at the same time without

interference.

[0051] TDMA is still another radio communication method that permits multiple access
communications. In TDMA, each of multiple users, for example, the network nodes 110a,
110b, 110c, . . ., 110n, is assigned a specific time slot, during which it may transmit its node
information. In this manner, TDMA permits the users to access the same frequency
bandwidth at different times. As discussed below, any radio communications method that
permits timely organized radio communication may be used. In this manner, it is believed
that a timely organized radio communication method, introduces order into an otherwise
random transmission multi-node ad hoc wireless network. In this manner, a timely organized
radio communication method, may allow for a robust, self-building, self-routing, dynamic ad

hoc network architecture, which is easily expandable.

[0052] In the various exemplary ad hoc networks according to the present invention
described below, a timely organized radio communication method is utilized. However,
persons having ordinary skill in the art will recognize that the present invention is
independent of any modulation schemes, such as phase modulation schemes, frequency
modulation schemes, amplitude modulation schemes, pulse modulation schemes and/or any
combination of these modulation schemes. Furthermore, although the timely organized radio
communication method described below utilizes a single frequency band, persons having

ordinary skill in the art will recognize that the present invention may simultaneously utilize
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different frequency bands to increase the number of network nodes 110a, 110b, 110c, .. .,

110n and/or the amount of information capable of being transmitted through the network.

[0053] Referring now to FIG. 2, there is seen an exemplary timely organized data collection
cycle 200 according to the present invention, data collection cycle 200 being indefinitely
repetitive. Data collection cycle 200 is divided into a broadcast interval 210c, an assigned
time-slotted communications interval 210a, and a random access time-slotted
communications interval 210b. The assigned time-slotted communication interval 210a
includes a plurality of assignable time slots 215a, 215b, 215c, . . ., 215n, and the random
access time-slotted communication interval 210b includes a plurality of random access time

slots 220a, 220b, 220c, . .., 220n.

[0054] At any given time, each of the network nodes 110a, 110b, 110c, . . ., 110n, is either
assigned to one of the assignable time slots 215a, 215b, 215c, . . ., 215n or assigned to none
of the assignable time slots 215a, 215b, 215c, . . ., 215n. If a network node, for example,
network node 110a, is not assigned to one of time slots 215a, 215b, 215c, . . ., 215n, that
node transmits node information during one of the random access time slots 220a, 220b,
220c, . . ., 220n of the random access time-slotted communication interval 210b, until the
network node receives information from the access point 120 that permits it to determine

which of time slots 215a, 215b, 215¢, . . ., 215n to transmit node information in.

[0055] After determining the assignable time slot 215a, 215b, 215c, . . ., 215n within which
to transmit, the network node, for example, network node 110a, stops transmitting during the
random access time-slotted communication interval 210b and begins transmitting during its
newly assigned time slot 215a, 215b, 215c, . . . , 215n of the assigned time-slotted

communication interval 210a.

[0056] Referring now to FIG. 3a, there is seen a block diagram of an exemplary network
node (NN) 300 according to the present invention. Network node 300 includes a
microprocessor 310, a transceiver 315 communicatively coupled to the microprocessor 310, a
device 320 also communicatively coupled to the microprocessor 310, a communication buffer
312, and a power supply 325 for providing power to each of the microprocessor 310, the
transceiver 315, the communication buffer 312, and the device 320 via power bus 330. The

device 320 may be, for example, a sensor, a measuring and/or controlling device, or an
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interface. Network Node 300 could include an optional media independent communication
interface 335. When the optional media independent communication interface is connected
to a media independent communication link the network node 300 will be a media
independent network node (MINN) 300, as illustrated in Figure 1, 100a and 100n. All
wirelessly transmitted messages from MINN 300 will appear on the media independent

communication link.

[0057] Referring now to FIG. 3b, there is seen a block diagram of an exemplary access
point 350 according to the present invention. Access point 350 includes a microprocessor
355, a transceiver 360 communicatively coupled to the microprocessor 355, a primary media
independent communications interface-1 (for access points and /or local server) 365 and a
secondary media independent communications interface-2 (for the MINN’s) 336,

communicatively coupled to the microprocessor 355.

[0058] The access point 350 operates as a communication interface to the radio transceiver
360, the local server (with database) 130 and to other access points (not shown), using
independent communication processes. For this purpose, the access point 350 may be
provided, for example, with a communication buffer (not shown). It is believed to be
advantageous to provide large area installations with a plurality of distributed access points,
each of which is communicatively coupled to the same communication line or network. In
this manner, each of the access points operates independently, i.e., with no master-slave

relationships.

[0059] In operation, each of the network nodes 110a, 110b, 110c, . . ., 110n is operable to
wirelessly communicate its respective node information to the access point 120 via its
respective transceiver 315. In this manner, each of the network nodes 110a, 110b, 110c, . . .,
110n operates as a source of information to be transmitted. A source network node transmits
its respective node information only during its assigned time slot 215a, 215b, 215c, . . .,
215n, or during one of the random access time slots 220a, 220b, 220c, . . . , 220n if the none

of the time slots 215a, 215b, 215c, . ., 215n are assigned to the source network node.

[0060] Additionally, each of the network nodes 110a, 110b, 110c, ..., 110n is operable to
repackage and retransmit node information transmitted by at least one neighboring network

node 110a, 110b, 110c, ..., 110n. This "retransmission" may be required, for example, if a

10
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neighboring network node 110a, 110b, 110c, . . ., 110n is prevented from directly
transmitting its node information to the access point 120, for example, due to obstacles,
interference, noise, jamming, power limitations, propagation losses, etc. In this case, a
"transmission chain” is utilized, in which a "chain" of network nodes 110a, 110b, 110c, . . .,
110n serially retransmits the node information originally transmitted by a source network
node (i.e., the network nodes that originates the node information). In this manner, the node
information has a higher probability of reaching the access point 120. A network node
retransmitting information during a "chain transmission" (intervening transmission), does so
during the time slot 215a, 215b, 215c, . . ., 215d assigned to the source network node, or
during one of the random access time slots 220a, 220b, 220c, . . ., 220n (which is chosen by
the source network node itself) if none of the time slots 215a, 215b, 215¢, ..., 215n are

assigned to the source network node.

[0061] Each of the network nodes 110a, 110b, 110c, . . ., 110n dynamically assigns itself a
hierarchal level based on information (e.g., data packets) received from other network nodes
110a, 110b, 110c¢, ..., 110n. The hierarchal level is self-assigned in accordance with the
shortest path to the access point 120. That is, the hierarchal level depends on the number of
intervening transmissions to other network nodes 110a, 110b, 110c, . . ., 110n required to
ensure that the original transmission (i.e., node information) reaches the access point 120.
Thus, if a network node, for example, network node 110a, is capable of transmitting its node
information to the access point directly, without an intervening transmission to another
network node, it will self-assign a hierarchal level that is different (e.g., lower) than the
hierarchal level of another network node that must initiate at least one intervening
transmission to a neighboring network node to ensure that its node information reaches the

access point 120.

[0062] In one exemplary embodiment according to the present invention, the access point is
assigned a hierarchal level of, for example, "1", and each of the network nodes 110a, 110b,
110c, . .., 110n assigns itself a hierarchal level, for example, equal to the incremented
'minimum hierarchal level of the neighboring (e.g., intervening) network nodes it is capable of
directly communicating with. For this purpose, each of the network nodes 110a, 110b, 110c, .
.., 110n transmits data packets including that node's hierarchal level, as well as an ID value

that uniquely identifies the transmitting network node. These transmitted data packets may

11
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be received by neighboring network nodes 110a, 110b, 110c, . . ., 110n, each of which stores
the transmitted hierarchal level and the transmitting network node's ID value in a Last In First
Out (LIFO) memory buffer, so that the ID and hierarchal level of the neighboring network
node with the lowest hierarchal level is kept at the top of the LIFO stack. In this manner,
when a particular one of the network nodes 110a, 110b, 110c, . . ., 110n transmits node
information (e.g., data packets), the node information is addressed and sent to the network
node and/or the access point 120 at the top of the stack (or to the network node addressed by

a PARENT_ID, as more fully described below).

[0063] Referring now to FIG. 4, there is seen an exemplary ad hoc network 400 according
to the present invention, in which network nodes have self-assigned hierarchal levels. Add
hoc network 400 includes access point 420 and network nodes 410a, 410b, 410c, 410d. The
network 400 also includes transmission paths 440a, 440b, 440c, 440d, as well as obstacles
430a, 430b, which block direct transmission from network nodes 410c and 410d,
respectively. In this exemplary embodiment, the access point 420 is fixedly assigned a
hierarchal level of "1", and network nodes 410a, 410b each assign themselves a hierarchal
level of "2", since each of these nodes 410a, 410b is capable of transmitting node information

directly to the access point 420 via transmission paths 440a, 440b, respectively.

[0064] Network node 410c is not capable of transmitting its node information directly to
the access point 420, due to obstacle 430a. Thus, network node 410c must engage in a "chain
transmission." That is, network node 410c must engage in at least one intervening
transmission to network node 410b to ensure that its node information reaches the access
point 420. For this purpose, network node 410c transmits its node information directly to
network node 410b via transmission path 440c, after which network node 410b repackages
and retransmits the node information directly to the access point 420 via transmission path
440b. Since network node 410c must initiate one intervening transmission to network node

410b, the network node 410c assigns itself a hierarchal level of "3".

[0065] In similar fashion, obstacle 430b prevents network node 410d from directly
transmitting node information to network nodes 410a, 410b and the access point 420. Thus,
network node 410d must transmit its node information to network node 410c via transmission
path 440d, after which network node 410c repackages and retransmits the node information

to network node 410b via transmission path 440c, and then network node 410b repackages

12
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and retransmits the node information directly to the access point 420 via transmission path
440b. Since network node 410d must engage in two intervening transmissions to network

nodes 410d, 410b, network node 410d assigns itself a hierarchal level of "4".

[0066] It should be noted that obstacles 430a, 430b may include any device, object,
mechanism, or phenomenon capable of preventing a direct wireless transmission. For
example, obstacles 430a, 430b may include a wall, ambient noise, a moving object (such as a
person), propagation losses, and/or a jamming device operable to prevent direct wireless

transmission.

[0067] It should also be noted that, although FIG. 4 shows only four network nodes 410a,
410b, 410c, 410d and one access point 420, the timely organized ad hoc wireless network 400
may include any number of network nodes and any number of access points, for example,
one or many network nodes and one access point, five network nodes and three access points,

7100 network nodes and six access points, etc.

[0068] It should also be noted that, although FIG. 4 shows each of network nodes 410a,
410b, 410c, 410d self-assigning a hierarchal level that increases with the required number of
intervening transmissions, the hierarchal level may be assigned in other ways. For example,
each of the network nodes 410a, 410b, 410c, 410d may assign itself a hierarchical level that
decreases with the required number of intervening transmissions. Or, alternatively, each of
the network nodes 410a, 410b, 410c, 410d may assign itself a hierarchical level having no
chronological correlation to the required number of intervening transmissions. Or,
alternatively, each of the network nodes 410a, 410b, 410c, 410d may assign itself a
hierarchical level in accordance with a suitably designed algorithm that depends on the
number of intervening transmissions to neighboring network nodes required to ensure that

node information reaches the access point 420.

[0069] Referring now to FIG. 5, there is seen the exemplary ad hoc wireless network 400
shown in FIG. 4, in which the access point 420 transmits acknowledgment and/or command
information to network node 410c to acknowledge receipt of node information originally
transmitted by source network node 410c and/or give some command to source network node
410c. In this exemplary embodiment, network node 410c is the "source" of node information

transmitted during one of its assigned time slot 215a, 215b, 215c, . . ., 215n or random access
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time slots 220a, 220b, 220c, . . ., 220n. To ensure that the node information transmitted by
network node 410c reaches the access point 420, network node 420b engages in a "chain
transmission” by retransmitting the node information to the access point 420. After receiving
the node information originated by source network node 410c, the access point 420 transmits
acknowledgment and/or command information to source network node 410c via the same
transmission path (i.é., the same chain transmission path) used to communicate the node
information to the access point 420, except in reverse order. Thus, the access point 420
transmits the acknowledgment and/or command information to network node 410b, after
which network node 410b retransmits the acknowledgment and/or command information to

source network node 410c.

[0070] The communications between the access point 120 and each of the network nodes
110a, 110b, 110c, . . ., 110n may be accomplished, for example, using differently formatted
data packets, for example, three differently formatted data packets. Below is described an
exemplary 3-type data packet communications scheme for communications between the
network nodes 110a, 110b, 110Qc, . . ., 110n and the access point 120. Alternatively, other
types of data communications schemes may be employed, such as a 2-type data packet
scheme, a 5-type data packet scheme, etc, and each of the packets may be transmitted, for
example, as a serial stream of smaller packets, if and when the communication channel

becomes less reliable.

[0071] As stated above, the exemplary timely organized ad hoc wireless network 100 may
utilizes a 3-type data packet communications scheme, which may include, for example, a
broadcast data packet (BCDP), a network node data packet (NNDP), and a
acknowledge/command data packet (CDP).

[0072] The BCDP data packet is a data packet transmitted by the access point 120 to all of
the network nodes 110a, 110b, 110c, . . ., 110n during the broadcast interval 210c of each
data collection cycle 200. To help ensure that all of the network nodes 110a, 110b, 110c, . . .
, 110n receive the BCDP data packet, each of the network nodes 110a, 110b, 110c, . . .,
110n, receiving the BCDP subsequently retransmits the BCDP data packet after a randomly
calculated delay. In this manner, the BCDP has a higher probability of reaching all the
network nodes 110a, 110b, 110c, 110n. The BCDP data packet contains information that

permits the network nodes 110a, 110b, 110c, . . ., 110n to synchronize to one another. This
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"synchronization"” may be necessary, for example, in a timely organized time-slotted
communication method, since each of the network nodes 110a, 110b, 110c, . . ., 110n must

determine its time to transmit information (TTT) with respect to all other network nodes.

[0073] The NNDP data packet is a data packet transmitted by one of the network nodes
110a, 110b, 110c, . . ., 110n, the NNDP data packet being ultimately destined for the access
point 120. The NNDP data packet contains node information received from one or more
sensors, measuring and/or controlling devices (not shown). The node information may
include, for example, the temperature of a room, lighting conditions of a room, energy usage,
etc. The NNDP data packet is originally transmitted by a source network node and
repackaged and retransmitted by at least one neighboring network node, if a "chain
transmission" is required to ensure that the NNDP data packet reaches the access point 120.
Both the original transmission of the NNDP data packet and any required retransmissions of
the NNDP data packet occur during the same time slot used by the source network node to
transmit the NNDP data packet (i.e., one of assignable time slots 215a, 215b, 215c, . . ., 215d
or random access time slot 220a, 220b, 220c, ..., 220n). Ina timely organized
communication method, for example, each of the network nodes 110a, 110b, 110c, ..., 110n
may originally transmit at least one NNDP data packet during its assigned time slot.
Depending on its self-assigned hierarchical level, the NNDP may be directly transmitted to
the access point 120 or may be transmitted to at least one other network node 110a, 110b,
110c, . .., 110n, if a chain transmission is required. The NNDP data packet contains the
respective node information, as well as auxiliary information used by other network nodes
110a, 110b, 110c, . . ., 110n for routing the node information to the access point 120, if a
chain transmission is required. Depending on the type of network node and the amount of
data contained within the node information, any of the network nodes 110a, 110b, 110c, . . .,
110n may transmit more than one, for example, five, NNDP data packets during one
transmission session, for example, during one assigned time slot 215a, 215b, 215c, . . ., 215n
or random access time slots 220a, 220b, 220c, 220n in a timely organized communication

method.

[0074] The CDP data packet is a data packet transmitted by the access point 120 to the
source network node after the access point 120 receives the NNDP data packet(s) originally

transmitted by the source network node. The CDP data packet includes acknowledgment
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information, as well as optional command information. The acknowledgment information
may be used by the source network node, for example, to determine its assigned time slot
215a,215b, 215¢, ..., 215n. The optional command information may include, for example,
at least one command to be executed by the source network node. The command may, for
example, turn off/on an air conditioner, regulate the opening of the steam valve for heating,
set and update certain parameters for a local controller, turn on an alarm, display certain

message(s), etc.

[0075] The access point 120 transmits the CDP data packet during the same time slot used
by the source network node to transmit the NNDP data packet(s) (i.e., during one of
assignable time slots 215a, 215b, 215c, . . ., 215d or random access time slot 220a, 220b,
220c, . . ., 220n) 215a, 215b, 215, . . ., 215n).

[0076] In one exemplary embodiment according to the present invention, the access point
120 transmits the CDP data packet to the source network node using the same path (i.e., the
same transmission chain) used by the source network node to transmit its NNDP data
packet(s) to the access point 120. For example, referring again to FIGS. 4 and 5, since
network node 410c transmits its NNDP data packet(s) to the access point 420 via network
node 410b, the access point 420 transmits the corresponding CDP data packet to network

node 410c via network node 410b.

[0077] As described above, the CDP data packet may contain, for example, information
that permits the source network node to determine its assigned time slot 215a, 215b, 215c, . .
215n. However, once assigned, the time slot may be lost if, for exafnple, the NNDP data
packet transmitted by the source network node never reaches the access point 120 or if the
CDP data packet transmitted by the access point 120 never reaches the source network node,
for example, due to noise, interference, jamming, etc. If this is the case, those network nodes
110a, 110b, 110c, . . ., 110n, which have not yet received a data packet (e.g., a CDP data
packet), as well as those network nodes 110a, 110b, 110c, . . ., 110n which have lost their
time slot, transmit their respective NNDP data packet(s) during one of the random access
time slots 220a, 220b, 220, . . . , 220n of the random access communications interval 210b.
In this manner, the access point 120 may receive the NNDP data packet(s) transmitted during
the random access communications interval 210b, after which it may transmit appropriately

addressed CDP data packets. As described above, each of the CDP data packets contains
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information that permits a respective network node to determine its assigned time slot 215a,

215b, 215c, . . ., 215n, which may then be used during the next data collection cycle 200.

[0100] Referring now to FIG. 6, there is seen further detail of an exemplary data packet
structure 600 according to the present invention. Each of the BCDP, NNDP, and CDP data
packets may include, for example, 12 bytes (0 through 11). Bytes 0 and 1 are a combination
of a Series No 610 (1/2 Byte), indicating the data collection cycle number originated by the
access point, and a to_ID 615 (11/2 Bytes) that uniquely identifies the intended destination of
the data packet, such as one of the neighboring network nodes 110a, 110b, 110c, ..., 110n or
the access point 120. For a BCDP data packet, the to_ID 615 does not address a particular
network node, since every network node 110a, 110b, 110c, . . ., 110n is an intended
destination of the BCDP data packet. Instead, the to_ID may be set to, for example, all
binary is (hexadecimal: FFF). The first nibble (i.e., 4 bits) of byte 2 contains the
from_hierarchical_level 620, which is either the hierarchal level of the transmitting network
node, or the hierarchical level of the transmitting access point 120 (e.g., "1"). The second
nibble of byte 2 and byte 3 contain a from_ID 625 that uniquely identifies either the
transmitting network node, i.e., one of the network nodes 110a, 110b, 110c, . . ., 110n or the

transmitting access point 120.

[0101] Bytes 4 9 contain the main_information 630. The format and content of the
main_information 630 depend on the type of data packet (e.g., BCDP, NNDP, CDP), as
described below. Bytes 10 and 11 contain checksum_info 635 used to store a calculated
checksum of the transmitted data packet. This may permit, for example, the intended
destination of the data packet to detect bit errors in a received data packet and, if necessary,
initiate appropriate measures. In lieu of or in addition to checksum_info 635, bytes 10 and 11
may contain other information suitable to detect and/or correct errors in the received data

packet, such as a hash code, error correction codes, etc.

[0102] The format and content of bytes 4 9 depend on the type of data packet. Referring
now to FIG. 7, there is seen an exemplary data structure of bytes 4 9 of a BCDP data packet.
The first nibble of byte 4 is set to, for example, "0000". The second nibble of byte 4 and byte
5 contain the AP_ID 710, i.e., a unique identifier assigned to the access point 120 (11/2
bytes). Byte 6 contains a synchro_delay 715, which is used by the network nodes 110a,
110b, 110c, . . ., 110n to synchronize to one another. Synchronization may be necessary, for
example, in a timely organized communications scheme, in which each of the network nodes
110a, 110b, 110c, .. ., 110n is assigned a respective time slot 215a, 215b, 215c, ..., 215n,
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within which to transmit its information. The synchro_delay 715 is set in accordance with a
subsequent time at which the network node assigned to the first time slot 215a should begin
transmission of a first NNDP data packet. Each of the network nodes 110a, 110b, 110c, . .. ,
110n uses the synchro_delay 715 to calculate a timeout between the moment of receiving the
BCDP data packet and this subsequent time to transmit. Upon retransmitting the BCDP data
packet to neighboring network nodes 110a, 110b, 110c, . . ., 110n, each of the network nodes
110a, 110b, 110c, . . ., 110n recalculates and changes the synchro_delay 715 by subtracting a

value representing the delay between receiving the BCDP data packet and retransmitting it.

[0103] The first nibble of byte 7 is reserved in this exemplary embodiment. However, it

should be appreciated that the first nibble of byte 7 may contain any additional information.

[0104] The second nibble of byte 7 includes a time_slot_length 720, which indicates the
size of each respective time slot 215a, 215b, 215c, . . ., 215d assigned to each of the network
nodes 110a, 110b, 110c, . . ., 110n. In this exemplary embodiment, each time slot 215a,
215b, 215¢, . . ., 215d has the same length. The time_slot_length 720 is calculated in
accordance with the total number of network nodes 110a, 110b, 110c, . .., 110n and the
maximum time required for the network node assigned the highest hierarchical level to
transmit its node information to the access point 120. Thus, the time_slot_length 720
necessarily determines the maximum number of NNDP data packets that may be transmitted
and/or retransmitted by a network node and the maximum number of network nodes 110a,
110b, 110c, . . ., 110n required for chain transmission during its respective time slot 215a,
215b, 215c, . . ., 215n or random access time slot 220a, 220b, 220c, . . ., 220n.

[0105] The first nibble of byte 8 is reserved in this exemplary embodiment. However, it

should be appreciated that the first nibble of byte 8 may contain any additional information.

[0106] The second nibble of byte 8 and byte 9 contain total_slots 725, which include the
total number of assignable time slots 215a, 215b, 215c, . . ., 215d in the assigned time-slotted
communications interval 210a, which depends on the total number of network nodes 110a,

110b, 110c, . . ., 110n in the timely organized ad hoc wireless network 100.

Referring now to FIG. 8, there is seen an exemplary data structure of bytes 4-9 of an NNDP
data packet. The first nibble of byte 4 contains a parameter_number 810 that uniquely
identifies a particular NNDP data packet within a series of NNDP data packets transmitted by
a source network node during a respective time slot 215a, 215b, 215c, . . ., 215n or random

access time slot 220a, 220b, 220c, . ., 220n. For example, if network node 110a transmits
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three NNDP data packets during its assigned time slot, the first NNDP may have a
parameter_number 810 of "0000", the second NNDP may have a parameter_number 810 of
"0001", and the third NNDP may have a parameter_number 810 of "0010". It should be
appreciated, however, that the parameter_number 810 need not be consecutively assigned to a
respective NNDP data packet. For example, a special parameter_number 810, such as "1111"
or "1110", may be used to indicate the last NNDP data packet transmitted within an assigned

time slot.

[0107] The second nibble of byte 4 and byte 5 contain a source_ID 815 that uniquely
identifies the network node that is the source of the originally transmitted NNDP data

packet(s) (i.e., the source network node).

[0108] Bytes 6 9 contain a parameter_value 820, i.e., the main node information, for

example, the temperature of a room, the lighting conditions of a room, the energy usage, etc.

[0109] Referring now to FIG. 9, there is seen an exemplary data structure of bytes 4 9 of a
CDP data packet. The first nibble of byte 4 contains hex For "1111," in which hex F
indicates that the CDP data packet is addressed to the source network node, and "1111"

indicates otherwise.

[0110] The second nibble of byte 4 and byte 5 contain the destination ID 910 of the
network node intended to receive and process the CDP data packet (i.e., the network node
110a, 110b, 110c, . . ., 110n that was the source of the last received NNDP data packet(s)).

[0111] The first nibble of byte 6 contains a command-type 915, which indicates one of a
series of commands to be executed by the network node identified by the destination_ID 910.
If the CDP data packet does not include a command to be executed, the command_type 915

may be assigned to a default value, for example, "0000".

[0112] The second nibble of byte 6 and byte 7 contain the time_slot 920, which indicates
the time slot 215a, 2,15b, 215c¢, . . ., 215d assigned to the network node identified by the
destination_ID 910 (i.e., the network node that originated the NNDP data packet(s) last

received by the access point 120).

[0113] Bytes 8 and 9 contain command_parameters 925, which are used in conjunction

with the command_type 915 to execute a command issued by the access point 120.
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[0114] Referring now to FIG. 10, there is seen a flow diagram of the operational sequence
of an exemplary network node, for example, network node 110a, according to the present
invention. The operational sequence may be stored, for example, in a memory device, (not
shown) or in the microprocessor internal program or data memory, of the network node for
execution on microprocessor 310. Or, at least a portion of the operational sequence may be
implemented on, for example, a Field Programmable Gate Array (FPGA), an Application
Specific Integrated Circuit (ASIC), discrete logic circuits, etc.

[0115] The following is a description of exemplary variables, e.g., memory variables, used
by the operational sequence shown in FIG. 10. These variables may be stored, for example,
in the memory device (not shown) or in the microprocessor internal memory of the network
node. MY_SLOT: This variable stores which of the assignable time slots 215a, 215b, 215c, . .
., 215n the network node is assigned to. A MY_SLOT value of "null" indicates that the
network node has not yet received an assigned time slot or has lost its assigned time slot.

MY _ID The unique identifier assigned to the network node. MY_H_LVL: The hierarchal
level assigned to the network node. PARENT_ID: The unique ID of the neighboring network
node to which all subsequent data packets are addressed, until communications fails, i.e.,
until an acknowledgment NNDP data packet is not received, or until a neighboring network
node with a lower hierarchal level is detected. PARENT_H_LVL: The hierarchal level of the
neighboring network node identified by the PARENT_ID. LAST_FROM_ID: The ID of the
neighboring network node that has just transmitted an NNDP data packet to the current
network node. This variable is required to help route a subsequent CDP data packet
transmitted by the access point to the source network node. LAST_SOURCE: The ID of the
network node that is the source of the NNDP data packet(s) last received by the current

network node.

[0116] As shown in FIG. 10, the operational sequence begins at step 1010, after which step
1015 is executed. In step 1015, the network node executes initialization procedures, which
may include, for example, preparing communication buffers, updating, timers, and/or

enabling a receive mode of the transceiver 315.

[0117] In step 1020, it is determined whether a data packet (i.e., NNDP, CDP, or BCDP)
has been received by the network node. If so, step 1025 is executed, in which the data packet
is processed. After processing the received data packet, or if no data packets have been

received, step 1032 is executed, in which it is determined whether the transmit sequence is
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operational. If so, and if transmission is needed, transmit sequence step 1030 is executed. If

not, step 1020 is executed, in which it is checked whether a data packet has arrived.

[0118] Referring now to FIG. 11, there is seen an exemplary data packet processing
sequence 1025 as shown in FIG. 10. The data packet processing sequence 1025 begins by
checking whether the to_ID 615 of the received data is addressed to the network node (i.e.,
whether the network node is the intended destination of the received data packet). If not, the
data packet is either a BCDP data packet (i.e., a broadcast data packet, which is not addressed
to any individual network node), an NNDP data packet addressed to either another network

node or the access point 120, or a CDP data packet addressed to another network node.

[0119] If the data packet's to_ID 615 is not addressed to the network node, step 1115 is
executed, in which it is determined whether the received data packet is a BCDP data packet.

If so, step 1120 is executed, in which processing of the BCDP is performed.

[0120] During the BCDP data packet processing step 1120, the network node synchronizes
to other network nodes, thereby permitting the network node to determine the start of its
respective time slot 215a, 215b, 215c, . . ., 215n. For this purpose, it is determined whether
the network node's currently assigned time slot, i.e., MY_SLOT, is set to the "null” time slot.
MY_SLOT will be assigned the "null" time slot, for example, upon powering up the network
node or, for example, if the network node loses its assigned time slot (e.g., if the access point
120 does not receive NNDP data packet(s) originated by the network node or if the network
node does not receive a CDP data packet acknowledging the received NNDP data packet(s)

originated by the network node).

[0121] In this exemplary embodiment according to the present invention, the "null" time

slot is time slot "0".

[0122] If the network node's time slot (MY_SLOT) is set to the "null" time slot, i.e., the
0.sup.th time slot, the network node configures itself to transmit during one of the random
access time slots 220a, 220b, 220c, . . ., 220n of the random access communications interval
210b. To determine which of the random access time slots 220a, 220b, 220c, . . ., 220n to
transmit in, the network node uses the information contained in the BCDP data packet, for
example, the synchro_delay 715, the time_slot_length 720, and the total_slots 725. Using
this information, the network node may determine its time to transmit, for example, by the
following equation: Time to Transmit (TTT)=synchro_delay 715+(total_slots 725+random
integer)*time_slot_length 720.
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[0123] The random access time slotted interval may, for example, have a fixed amount of
time slots or, alternatively, a certain percentage of the total number of assigned time slots

may be assigned to the random access time slotted interval, for example, 10%.

[0124] If, however, MY_SLOT is not set to the "null" time slot, i.e., one of the time slots
215a, 215b, 215c, . .., 215n of the time-slotted communications interval 210a is assigned to
the network node, the network node may determine its time to transmit, for example, using
the following equation: Time to Transmit (TTT)=synchro_delay
715+(MY_SLOT*time_slot_len- gth 720).

[0125] After the network node synchronizes, i.e., determines the time to transmit, the
synchro_delay 715 of the BCDP data packet is recalculated, and then the modified BCDP
data packet is stored in a transmit buffer for subsequent retransmission during the Broadcast
interval 210c after a random delay. The random delay is necessary to prevent simultaneous
retransmission of the BCDP data packet by those network nodes 110a, 110b, 110c, ..., 110n
receiving the BCDP data packet essentially at the same time. The synchro_delay 715 is
recalculated before each retransmission of the BCDP data packet to ensure, or at least makes
more probable, that the synchro_delay 715 will expire at the same time for each of the
network nodes 110a, 110b, 110c, . . ., 110n. For this purpose, the synchro_delay 715, may
be recalculated, for example, according to the following equation: new synchro_delay
715=(received synchro_delay 715-delay between receipt of the BCDP data packet and

retransmission of the BCDP after the random timeout).

[0126] If the data packet received is an NNDP data packet transmitted by a neighboring
network node, step 1125 is executed, in which it is determined whether the NNDP data
packet is an acknowledgment NNDP data packet. A received NNDP data packet is an
acknowledgment NNDP data packet if the NNDP data packet is a retransmission of the
network node's NNDP data packet by a neighboring network node. For example, referring
back to FIG. 4, after network node 410c transmits an NNDP data packet to network node
410b, network node 410b retransmits the NNDP data packet to the access point 420. Network
node 410c also receives this retransmission of the NNDP data packet from netwdrk node
410b to the access point 420. By receiving the retransmission of the NNDP data packet,
network node 410c verifies that network node 410b received the original transmission of the
NNDP data packet from network node 410c to network node 410b (i.e., network node 410c
verifies the integrity of the transmission chain). That is, with respect to node 410c the NNDP

data packet is an acknowledgment or verification data packet. For this purpose, network
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node 410c checks the from_ID 625 and the main information 630 (i.e., the parameter_number
810, the source_ID 815, and the parameter_value 820) of the NNDP data packet. If the from
_ID 625 of the NNDP data packet transmitted by network node 410b is the same as the to_ID
615 of the NNDP data packet transmitted by network node 410c to network node 410b, and
the main information 630 of the NNDP data packet transmitted by network node 410b is the
same as the main information 630 of the NNDP data packet transmitted by network node
410c to network node 410b, the NNDP data packet is considered an acknowledgment NNDP
data packet. Thus, if, for example, network node 410b fails to retransmit the NNDP data
packet to the access point 420, for example, due to noise or interference blocking the original
transmission of the NNDP data packet from network node 410c to network node 410b,
network node 410c may retransmit the NNDP data packet to a different neighboring network
node. In this manner, network node 410c may ensure, or at least make it more likely, that its

NNDP data packet will eventually reach the access point 420.

[0127] Referring back to FIG. 11, if the NNDP data packet is an acknowledgment NNDP
data packet, step 1130 is executed, in which the network node stores the from_ID 625 and the
from_hierarchal_level 620 of the NNDP data packet as the PARENT _ID and a
PARENT_H_LVL, respectively. Then, the network node assigns itself a hierarchal level
(i.e., MY_H_LVL) equal to the PARENT_H_LVL+1. In this manner, all subsequent data
packets will be addressed to the network node identified by the PARENT_ID, until
communications fails, i.e., until an acknowledgment NNDP data packet is not received or

until a neighboring network node with a lower hierarchal level is detected (see below).

[0128] If it is determined, in step 1125, that the received data packet is not an NNDP
acknowledgment data packet, this indicates that the received packet is either a non-
acknowledgment type NNDP data packet or a CDP data packet addressed to another network
node. The network node ignores these types of packets, with the exception of the processing

performed by step 1135.

[0129] In step 1135, the LIFO stack is updated if the received data packet has a
from_hierarchal_level 620 that is either less than or equal to the hierarchal level of the
network node's ID currently stored at the top of the LIFO stack. Effectively, the network
node processes data packets not addressed to the network node to ensure that at least one
neighboring network node's ID and hierarchal level is stored at the top of the LIFO stack.
The LIFO stack, the PARENT_ID, and PARENT_H_LVL comprise the dynamic self-routing

protocol.
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[0130] If the received data packet is addressed to the network node, step 1140 is executed,
in which packets addressed to the network node are processed. Referring now to FIG. 12,
there is seen an exemplary sequence 1140 for processing data packets addressed to the
network node. If the received data packet is addressed to MY_ID, i.e., the network node,
then the received data packet is either a CDP data packet destined for the network node (i.e.,
the destination_ID 910 is equal to MY_ID), a CDP data packet destined for another network
node (i.e., the destination_ID 910 is not equal to MY_ID), or an NNDP data packet

transmitted by another network node and destined for the access point 120.

[0131] Instep 1210, it is determined whether the received data packet is a CDP data packet.
If not, step 1230 is executed, in which the network node processes the NNDP data packet

- transmitted by another network node. As described above, the network node may be the
intended destination of the NNDP data packet, if the source network node (i.e., the source of
the NNDP data packet) requires intervening transmission to other network nodes to ensure
that its respective node information reaches the access point. For example, referring back to
FIG. 4, network node 410c must transmit its NNDP data packet(s) to 410b, which then
retransmits the NNDP data packet(s) to the access point 420 (i.e., the final destination of the
NNDP data packet(s)). Thus, network node 410b is the intended destination of the NNDP

data packet transmitted by network node 410c.

Referring back to FIG. 12, the network node copies the from_ID 625 of the NNDP data
packet to the internal memory variable LAST_FROM_ID. This step is required because the
access point 120 will subsequently transmit a CDP data packet to the source of the NNDP
data packet using the same transmission chain, but in reverse order. Thus, when the current
network node subsequently receives a CDP data packet destined to the source of the current
NNDP data packet, the network node will retransmit the CDP data packet to the network
node identified by the LAST_FROM_ID. The network node also copies the destination_ID
910 of the CDP data packet to the variable LAST_SOURCE. In this manner, the network
node keeps track of the source of the NNDP data packet.

[0132] Then, step 1235 is executed, in which the network node determines which
neighboring network node to retransmit the NNDP data packet to by changing the to_ID 615
of the NNDP data packet to either the PARENT_ID or the ID at the top of the LIFO stack. In
this manner, the network node will retransmit the NNDP data packet to the neighboring
network node identified by the PARENT_ID, unless an acknowledgment NNDP data packet
was not detected from the PARENT_ID or if the network node at the top of the LIFO stack
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has a hierarchal level less than the PARENT_H_LVL, in which case the network node will
retransmit the NNDP data packet to the neighboring network node identified by the ID at the
top of the LIFO stack. If the network node retransmits the NNDP data packet to the
neighboring network node identified by the ID at the top of the LIFO stack, the ID is then
removed from the stack. In this manner, the LIFO stack is constantly updated with current

routing information.

[0133] Then, step 1240 is executed, in which the modified NNDP data packet is loaded in
the transmit buffer. Before doing so, however, the network node updates the
from_hierarchal_level 620 and the from_ID 625 of the NNDP data packet to indicate the
hierarchal level (i.e., MY_H_LVL) and ID (i.e., MY_ID) of the network node, respectively.
In this manner, the NNDP is retransmitted to the next neighboring network node in the
transmission chain or, alternatively, is transmitted directly to the access point 120. The
network node transmits the NNDP directly to the access point 120 if the network node is the
last network node in a transmission chain or if the network node is a source network node
neighboring the access point 120 (i.e., the network node's hierarchal level permits direct

transmission to the access point).

[0134] If step 1210 indicates that the received data packet is a CDP data packet, step 1215
is executed, in which it is determined whether the CDP data packet is destined for the current
network node (i.e., whether the destination_ID 910 is equal to MY_ID). If so, step 1220 is
executed, in which the information contained in the CDP data packet is used to determine the
network node's assigned time slot 215a, 215b, 215c¢, . .., 215n. Specifically, the network
node copies time_slot 930 of the CDP data packet to the variable MY_SLOT. Then, step
1225 is executed, in which it is determined whether the access point 120 requires the network
node to execute a command based on the command_type 915 and the command_parameters

925 of the CDP data packet. If so, the network node decodes and executes the command.

[0135] If step 1215 indicates that the CDP data packet is not destined for the current
network node (i.e., the destination_ID 910 of the CDP data packet is not equal to MY_ID),
step 1245 is executed, in which the network node loads the CDP data packet into the transmit
buffer for subsequent transmission to the neighboring network node identified by the
LAST_FROM_ID. For this purpose, the network node modifies the CDP data packet by
changing the to_ID 615 to LAST _FROM_ID, the from_ID 625 to MY_ID, and the
from_hierarchal_level 620 to MY_H_LVL. In this manner, the CDP data packet is
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eventually received by the source of the last transmitted NNDP data packet(s) using the same

transmission chain as was used to transmit the NNDP data packet(s) to the access point.

[0136] Referring now to FIG. 13, there is seen an exemplary transmit sequence 1030
according to the present invention. In step 1310, it is determined whether the time to transmit
has arrived, i.e., whether the time slot 215a, 215b, 215c, . . ., 215d assigned to the current
network node has arrived. If so, step 1315 is executed, in which data from sensors and
measuring devices is obtained (e.g., temperature of a room, energy usage, etc.) and packaged
into one or more NNDP data packets (e.g., packaged into the parameter_value 820 of one or
more NNDP data packets). Then, step 1320 is executed, in which the network node
determines which neighboring network node to transmit the newly packaged NNDP data
packet(s) to by setting the to_ID 615 of the NNDP data packet to either the PARENT _ID or
the ID at the top of the LIFO stack. Specifically, the network node will transmit the NNDP
data packet(s) to the neighboring network node identified by the PARENT_ID, unless an
acknowledgment NNDP data packet is not detected from the network node identified by the
PARENT_ID or if the network node at the top of the LIFO stack has a hierarchal level less
than the PARENT_H_L VL. If either of these events occurs, the network node will transmit
the NNDP data packet(s) to the neighboring network node identified by the ID at the top of
the LIFO stack, after which the ID is removed from the stack. Then, step 1325 is executed, in
which the newly packaged NNDP data packet(s) is/are loaded in the transmit buffer.

[0137] Steps 1330, 1335, 1340 operate together to transmit information contained in the
transmit buffer. First, in step 1330, it is determined whether the transmit buffer is empty. If
so, no information is transmitted, and the operational sequence loops back to step 1020. If
the transmit buffer is not empty, step 1335 is executed, in which it is determined whether a
random timeout has expired. If not, the operational sequence loops back to step 1020. If so,
step 1340 is executed, in which the contents of the transmit buffer are transmitted. Then, the

operational sequence loops back to step 1020.

[0138] The random delay defined by the random timeout only exists when the network
node is transmitting information in a time slot assigned to another network node. Thus, when

the network node is originating an NNDP data packet, the random timeout is "0".

[0139] Referring now to FIGS. 15a through 15e, there is seen an exemplary dynamic self-
routing protocol according to the present invention. FIG. 15 shows a LIFO stack 1510 and the
PARENT_ID memory variable of network node 410c shown in FIG. 4. LIFO stack 1510
includes a plurality of levels 1520a, 1520b, 1520c, . . ., 1520n, each of which is operable to
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store a network node ID and a network node hierarchal level. As described above with
reference to FIG. 4, the access point 420 has a hierarchal level of "1", each of network nodes
410a, 410b has a hierarchal level of "2", network node 410c has a hierarchal level of "3", and
network node 410d has a hierarchal level of "4". As shown in FIG. 15a, network node 410¢
has not yet assigned any of network nodes 410a, 410b, 410d or the access point 420 to either
the LIFO stack or the PARENT_ID memory variable.

[0140] For exemplary purposes only, network node 410a transmits a single NNDP data
packet to the access point 420 during its assigned time slot, for example, the 1.sup.st assigned
time slot 215a. This NNDP data packet is received by network node 410c, which proceeds to
process the NNDP data packet in the manner described above. As shown in FIG. 15b,
network node 410c copies the ID and hierarchal level of network node 410a to the top of
LIFO stack 1510, since network node 410c has not yet assigned a network node to the LIFO
stack 1510.

[0141] Then, at a subsequent point in time, network node 410d transmits a single NNDP
data packet to network node 410c. As described above, network node 410c¢ retransmits this
NNDP data packet to network node 410b, since obstacle 430b prevents network node 410d
from directly transmitting the NNDP data packet to the access point 420. However, since the
hierarchal level of network node 410d is not less than or equal to the hierarchal level of the
ID at the top of the LIFO stack 1510 (i.e., 4 is not less than or equal to 2), network node 410c
does not copy the ID of network node 410d to the top of the LIFO stack 1510.

[0142] Then, at a subsequent point in time, network node 410b transmits a single NNDP
data packet to the access point 420 during its assigned time slot, for example, the 3rd
assigned time slot 215c. This NNDP data packet is received by network node 410c, which
proceeds to process the NNDP data packet in the manner described above. As shown in FIG.
15¢, network node 410c copies the ID of network node 410b to the top of LIFO stack 1510,
since network node 410b has a hierarchal level that is less than or equal to the hierarchal level
of the ID at the top of the LIFO stack 1510 (i.e., 2 is equal to 2). In doing so, the ID of
network node 410a is pushed downward into the second position of the LIFO stack 1510.

[0143] Then, at a subsequent point in time, network node 410c transmits a single NNDP
data packet ultimately destined for the access point 420. Since no network node has been
assigned to the PARENT_ID, network node 410c transmits the NNDP data packet to the
network node at the top of the LIFO stack 1510, i.e., network node 410b. As shown in FIG.
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15d, network node 410c then removes network node 410b from the top of the LIFO stack
1510, causing network node 410a to advance to the it position of the LIFO stack 1510.

[0144] After receiving the NNDP data packet, network node 410b retransmits the NNDP
data packet to the access point 420. This "retransmission" is received by network node 410c,
thereby permitting network node 410c to acknowledge that the NNDP data packet transmitted
from network node 410c was actually received by network node 410b. That is, the
retransmitted NNDP data packet is also an "acknowledgment” NNDP data packet. At this
point, as shown in FIG. 15e, network node 410c copies the ID of network node 410b as the
PARENT_ID. In this manner, all subsequent transmissions from network node 410c will be
directed to network node 410b, until communications fails, i.e., until an acknowledgment
NNDP data packet is not received, or until a neighboring network node with a lower

hierarchal level is detected and placed on top of the LIFO stack.

[0145] Referring now to FIGS. 14a through 14, there is seen an exemplary ad hoc wireless
network 1400 upon power up. As shown in FIG. 14a, the hoc wireless network 1400
includes network nodes 1410a, 1410b, and 1410c, as well as access point 1420. In this
exemplary embodiment, network nodes 1410a, 1410b are capable of directly communicating
with the access point 1420. Network node 1410c, however, is prevented from directly
communicating with both the access point 1420 and network node 1410a by obstacle 1425.
As shown in FIG. 14a, upon power up, none of the network nodes 1410a, 1410b, 1410c has
assigned itself a hierarchal level or a PARENT_ID, and none of the network nodes 1410a,
1410b, 1410c has an network node ID at the top of its respective LIFO stack.

[0146] In this state, each of the network nodes 1410a, 1410b, 1410c is in a "listening" state,

in which it waits for a BCDP data packet to be received.

[0147] Referring now to FIG. 14b, the access point 1420 transmits the first BCDP data
packet during the broadcast interval 210c. The BCDP data packet is then received by
network nodes 1410a, 1410b. Each of network nodes 1410a, 1410b processes the BCDP data
packet according to step 1120 of FIG. 11, as described above. In this manner, each of
network nodes 1410a, 1410b determines that the BCDP data packet was transmitted by the
access point 1420, since the from_ID 625 of the BCDP identifies the access point 1420.

[0148] Referring now to FIG. 14c, each of the network nodes 1410a, 1410b copies the
from_ID 625 (i.e., the access point) and the from_hierarchal_level 620 (i.e., level "1" for the
access point) of the BCDP data packet to the top of the LIFO stack.
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[0149] Then, as shown in FIG. 14d, each of network nodes 1410a, 1410b retransmits the
BCDP after a random delay, as described above. In this manner, the network node 1410c
receives the BCDP and then retransmits the BCDP data packet after a random delay. At this
point, since each of the network nodes 1410a, 1410b, 1410c has received the BCDP data
packet, each of the network nodes is synchronized, i.e., each knows the time of the first

assignable time slot 215a.

[0150] Once synchronized, each of the network nodes 1410a, 1410b begins to transmit
NNDP data packet(s) during one of the random access time slots 220a, 220b, 220c, . . ., 220d
of the random access communications interval 210b, since none of the network nodes 1410a,
1410b has yet been assigned one of the assignable time slots 215a, 215b, 215c, . . ., 215n of
the time-slotted communications interval 210a. Network node 1410c, although synchronized,
does not begin to transmit NNDP data packet(s) because it has not yet assigned any of the
neighboring network nodes 1410a, 1410b to the top of its LIFO stack. That is, network node
1410c has not yet determined where to transmit subsequent NNDP data packets.

[0151] For exemplary purposes only, access point 1420 receives the NNDP data packet(s)
of network node 1410a first, for example, during the first random access time slot 220a. At
this point, as shown in FIG. 14e, the access point 1420 transmits a CDP data packet to
network node 1410a during the first random access time slot 220a. After the network node
1410a receives the CDP data packet, it copies the time_slot information 920 to MY_SLOT.
In this manner, network node 1410a is assigned one of the assignable time slots 215a, 215b,
215c, ..., 215n. In this exemplary embodiment, network node 1410a is assigned the 1.sup.st

time slot 215a.

[0152] The CDP also acts as an "acknowledgment" data packet for all network nodes (i.e.,
network nodes 1410a, 1410b) capable of directly communicating with the access point 1420.
Thus, as shown in FIG. 14e, network node 1410a assigns the ID of the access point as the
PARENT_ID and assigns the hierarchal level of the access point 1420 (e.g., level "1") to the
PARENT_H_LVL and also assigns itself an incremented hierarchal level of the hierarchal
level of the access point 1420 (i.e., 1+1="2").

[0153] Then, access point 1420 receives the NNDP data packet(s) of network node 1410b,
for example, during the third random access time slot 220c. At this point, as shown in FIG.
14{, the access point 1420 transmits a CDP data packet to network node 1410b during the
third random access time slot 220c. After the network node 1410b receives the CDP data

packet, it copies the time_slot information 920 to MY_SLOT. In this manner, network node
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1410b is assigned one of the assignable time slots 215a, 215b, 215c, . . ., 215n. In this

exemplary embodiment, network node 1410b is assigned the 2.sup.nd time slot 215b.

[0154] The CDP also acts as an "acknowledgment" data packet for network node 1410b.
Thus, as shown in FIG. 14f, network node 1410b assigns the ID of the access point as the
PARENT_ID and assigns the hierarchal level of the access point (e.g., level "1") to the
PARENT_H_LVL and also assigns itself an incremented hierarchal level of the hierarchal
level of the access point 1420 (i.e., 1+1="2").

[0155] At this point, the first data collection cycle 200 ends and the 2.sup.nd data collection
cycle begins. As shown in FIG. 14g, the access point 1420 transmits a second BCDP data
packet during the broadcast interval 210c, the BCDP data packet being received by network
nodes 1410a, 1410b. Then, as shown in FIG. 14h, network nodes 1410a, 1410b retransmit
the BCDP after a random time delay. However, unlike the first data collection cycle 200,
network node 1410b retransmits the BCDP with its hierarchal level (i.e., "2") to network node
1410c, which then proceeds to copy the from_ID 625 and the from_hierarchal_level 620 of
the BCDP data packet to the top of the stack. That is, the network node 1410c places the ID

and the hierarchal level of network node 1410b on top of its stack.

[0156] At this point, the network node 1410c begins transmitting NNDP data packet(s)
during one of the random access time slots 220a, 220b, 220c, . . ., 220d of the random access
communications interval 210b, since network nodes 1410c has not yet been assigned one of
the assignable time slots 215a, 215b, 215c, . . ., 215n of the time_slotted communications
interval 210a. Network nodes 1410a, 1410b, however, have already received their respective

time slots and, thus, transmit in time slot 215a, 215b respectively.

[0157] For exemplary purposes only, as shown in FIG. 14i, network node 1410c transmits a
single NNDP data packet during random access time slot 220a. Since a PARENT_ID has not
yet been assigned, network node 1410c transmits the NNDP data packet to the network node
whose ID is stored at the top of the stack (i.e., the ID of network node 1410b). Then, as
shown in FIG. 14j, network node 1410b retransmits the NNDP data packet to the access point
1420 (NOTE: since network node 1410c transmitted the NNDP data packet to the ID at the
top of the LIFO stack, this ID has been removed from the stack). At this point, the
retransmission of the NNDP by network node 1410b to the access point 1420 acts as an
acknowledgment to network node 1410c that network node 1410b has received the NNDP
data packet transmitted by network node 1410c to network node 1410b. Thus, network node
1410c assigns network node 1410b as the PARENT_ID and assigns itself a hierarchal level
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(i.e., MY_H_LVL) equal to the hierarchal level of network node 1410b incremented by 1
(i.e., 2+1="3"). All subsequent transmissions of NNDP data packets from network node
1410c will be transmitted to the network node identified by the PARENT _ID, until
communications are lost or until a new network node with a lower hierarchal level is detected
and placed on the LIFO stack.

[0158] Upon retransmitting the NNDP data packet to the access point 1420, network node
1410b saves the from_ID 625 as the LAST_FROM_ID. This step is required so that the
network node 1410b is able to properly route the subsequent CDP data packet transmitted by
the access point 1420 to the network node 1410c.

[0159] As shown in FIG. 14k, the access point 1420 transmits a CDP data packet to
acknowledge the receipt of the NNDP data packet transmitted by network node 1410c. For
this purpose, the access point 1420 uses the same transmission chain as was used to route the
NNDP data packet to the access point 1420, except in reverse order. Thus, the access point
1420 transmits the CDP data packet destined for network node 1410c to network node 1410b
(i.e., the to_ID 615 is set to the ID of network node 1410b and the destination_ID 910 is set
to the ID of network node 1410c¢).

[0160] As shown in FIG. 141, after receiving the CDP data packet destined for network
node 1410c, network node 1410b retransmits the CDP data packet to the network node
identified by LAST_FROM_ID, i.e., network node 1410b retransmits the CDP data packet to
network node 1410c. After network node 1410c receives the CDP data packet, it copies the
time_slot information 920 to MY_SLOT. In this manner, network node 1410c is assigned
one of the assignable time slots 215a, 215b, 215c, . . ., 215n. In this exemplary embodiment,
network node 1410c is assigned the 3rd time slot 215c.

[0161] In another exemplary embodiment according to the present invention, the source
network node retransmits the CDP acknowledgment data packet with a To_ID 615, a
From_ID 625, and a Destination_ID 910 equal to MY_ID, i.e., the source network node ID,
when the source network node receives the CDP acknowledgment data packet. This
retransmission of the CDP acknowledgment data packet may be used by neighboring network
nodes, for example, to help determine an assigned time slot. The reliability of the CDP
acknowledge message may be increased, for example, by allowing the source network node
to retransmit the CDP acknowledge data packet with lower power. In this case, the CDP
acknowledge data packet would be received only by neighboring network nodes, the

communication links of which permit reliable communication with the source network node.
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[0162] It should be appreciated that each of the network nodes 1410a, 1410b, 1410c may
transmit more than one NNDP data packet within its respective time slot. For example, with -
respect to the exemplary embodiment discussed immediately above, network node 1410c
may transmit a plurality of NNDP data packets within its assigned time slot 215¢. Of course,
the present invention permits for any number of NNDP data packets to be transmitted within
an assignable time slot 215a, 215b, 215c, . . ., 215n or random access time slot 220a, 220b,
220c, . . ., 220n by ensuring that each assignable time slot 215a, 215b, 215c, ..., 215n or
random access time slot 220a, 220b, 220c, . . ., 220n is large enough to accommodate the
desired number of NNDP data packets and the maximum number of retransmission required
during a chain communication. However, for exemplary purposes only, network node 1410c

transmits three NNDP data packets within its assigned time slot 215c.

[0163] To communicate the three data packets during time slot 215c, network node 1410c
may transmit all three NNDP data packets to network node 1410b before network node
1410b retransmits all three NNDP data packets to access point 1420. By waiting until all
three NNDP data packets are received before retransmission of the NNDP data packets,
network node 1410b avoids collisions which may occur if network node 1410¢ transmits a
successive NNDP data packet while network node 1410b is retransmitting a previously
received NNDP data packet. However, this method of communicating multiple NNDP data
packets may be time-consuming if the number of network nodes involved in the chain
communication between network node 1410c and access point 1420 is too large, as each
network node involved in the chain transmission would require a dedicated block of time to

receive all NNDP data packets before retransmission.

[0164] To avoid such excessive delays, in an alternative embodiment, network node 1410c
transmits each NNDP data packet in succession with a time delay between transmission of
successive NNDP data packets. This time delay should be made large enough to ensure that
a network node receiving the NNDP data packet retransmission (i.e., network node 1410b in
this example) has enough time to retransmit the NNDP data packet to the next device in the
chain (i.e., access point 1420 in this example) and to receive an "acknowledgement" packet
from the next device before network node 1410c transmits the next NNDP data packet. It
should be appreciated that, although network node 1410b is capable of communicating
directly with access point 1420, a similar delay between successively transmitted NNDP data
packets would be required if network node 1420b could not communicate directly with
access point 1420, but rather could only communicate directly with another network node, for

example, network node 1410a. In this case, the "acknowledgement” packet received by
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network node 1410b would be the NNDP data packet retransmitted by network node 1410a to
access point 1420. In either case, the time delay between successively transmitted NNDP
data packets should be made large enough to ensure that the network node receiving the
NNDP data packet in the chain transmission (i.e., network node 1410b in this example) has
enough time to retransmit the NNDP data packet and to receive an NNDP
"acknowledgement" packet before network node 1410c transmits subsequent NNDP data
packets. In doing so, several packets may be transmitted simultaneously and not interfere
with each other. Having several non-interfering packets transmitted by different network
nodes at the same time shortens the time required for chain transmission of multiple packets

in a time slot.

[0165] Referring now to FIG. 16, there is seen an exemplary timely organized ad hoc
network 1600 having multiple access points 1605a, 1605b, . . ., 1605n, local server 150 and
network nodes 1610a, 1610b, 1610c . . ., 1610n operable to communicate BCDP, NNDP and
command data packets (CDP) with access points 1605a, 1605b, . . ., 1605n. Multiple access
points 1605a, 1605b, . . ., 1605n may be required, for example, when not every network node
1610a, 1610b, 1610c . . ., 1610n is capable of communicating with one access point. This
may occur, for example, when network nodes are blocked by obstacles; when groups of
network nodes 1610a, 1610b, 1610c . . ., 1610n are separated by large distances; and/or
when a chain communication (the routings) between a network node and an access point may

require a large number of intermediate transmissions.

[0166] All of the access points 1605a, 1605b, . . ., 1605n are communicatively coupled to
each other over a media-independent communication link 1615 (hereinafter "MI link 1615"),
which is, in turn, coupled to a local server (with database) 150. MI link 1615 may include,
for example, a local area network, a wide area network, the Internet, an Intranet, an Ethernet
network, a wireless network, an optical communication link, a power-line communication
network, or any other network or medium operable to permit access points 1605a, 1605b, . . .

1605n and server 150 to communicate information with one another.

[0167] MIlink 1615 is used by each device connected to link 1615, including access points
1605a, 1605b, . . . 1605n and local server 150 to inform the remaining devices connected to
link 1615 (e.g., access points 1605a, 1605b, . . . 1605n and/or local server 150) of each
transmission or receipt of data packets. In this manner, the server 150 and/or all of the access
points 1605a, 1605b, . . ., 1605n are kept aware of the state of the entire ad hoc network 1600

at any given time. This "awareness" ensures that access points 1605a, 1605b, . . . 1605n do
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not simultaneously transmit information and/or do not assign the same assignable time slot
215a, 215b, 215¢, . 215n to different network nodes 1610a, 1610b, 1610c . . ., 1610n. With
respect to one exemplary embodiment according to the present invention, each access point
1605a, 1605b, . . . 1605n transmits a copy on MI link 1615 of all data packets wirelessly
transmitted and/or received to or from network nodes 1610a, 1610b, 1610c, . .., 1610n. For
example, if access point 1605a transmits a BCDP or CDP data packet, access point 1605a
will retransmit a copy of the BCDP or CDP data packet on link 1615. Likewise, if access
point 1605a receives an NNDP data packet, access point 1605a will retransmit a copy of the
NNDP data packet on MI link 1615.

[0168] When timely organized ad hoc network 1600 is turned on for the first time, access
points 1605a, 1605b, . . . 1605n and other devices connected to MI link 1615 transmit BCDP
data packets in sequence within the broadcast time interval 210c of data collection cycle 200.
Thus, the broadcast interval 210c must be large enough to accommodate sequential
transmission of respective broadcast packets by multiple access points 1605a, 1605b, . . .
1605 and to ensure that all network nodes 1610a, 1610b, 1610c . . ., 1610n in all hierarchal
levels retransmit the BCDP data packets within the Broadcast Time Interval 210c. The
length of the broadcast interval will be determined by the number of devices on MI link 1615
and/or by the number of hierarchical levels (whichever is bigger) in ad hoc network 1600.
With respect to one exemplary embodiment, broadcast interval 210a is made large enough to
accommodate all access points in ad hoc network 1600 (i.e., access points 1605a, 1605b, . . .
1605n), as well as all network nodes 1610a, 1610b, 1610c, . . ., 1610n dispersed across all
hierarchal levels. It should be appreciated that ad hoc network 1600 may include any number
of access points or network nodes and, as such, broadcast interval 210c may be made as large

or as small as required to accommodate all devices in ad hoc network 1600.

[0169] With respect to one exemplary embodiment according to the present invention, each
device connected to the MI link 1615 (e.g., each access point 1605a, 1605b, . . . 1605n and/or
server 150) is assigned a different "time-out" period, after which the BCDP data packet is
transmitted. Each respective time-out period may be determined, for example, in accordance
with the unique ID (i.e., MY_ID) assigned to each access point 1605a, 1605b, . . . 1605n. If
the time-out period of a particular access point 1605a, 1605b, . . . 1605n expires, that access
point will wirelessly transmit a BCDP data packet, while simultaneously (or some time
thereafter) transmitting a copy of the BCDP data packet to the remaining access points 1605a,
1605b, . . ., 1605n via link 1615. Once a particular access point transmits its BCDP data

packet, that particular access point remains dormant until the end of the broadcast interval
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(i.e., until the synchro_delay expires). The remaining access points 1605a, 1605b, . . .,
1605n, however, do not remain dormant. Rather, upon receiving the BCDP data packet over
link 1615, each of the remaining access points 1605a, 1605b, . . ., 1605n restarts its time-out
period, and the BCDP transmit cycle repeats within the broadcast interval 210c until all
remaining access points 1605a, 1605b, . . ., 1605n transmit a BCDP data packet. Each of
access points 1605a, 1605b, . . ., 1605n transmits a similar BCDP data packet, except that the
FROM_ID and the AP_ID of each transmitted BCDP packet is changed to the ID of the
particular access point transmitting the packet. Furthermore, each of access points 1605a,
1605b, . . ., 1605n (except the first one--i.e., the originator of the first BCDP data packet)
adjusts the Synchro_Delay number 715 by an appropriate amount to account for the amount
of time required to retransmit a BCDP data packet after receiving the BCDP data packet over
"Ml link 1615. For example, with respect to one exemplary embodiment, each of access
points 1605a, 1605b, . . ., 1605n subtracts an appropriate amount of time (e.g., time units)
from the Synchro_Delay number 715 representing a time delay between receipt of a BCDP
data packet over MI link 1615 and retransmission of the BCDP data packet to network 1600.
Each of access points 1605a, 1605b, . . ., 1605n also adjusts the total number of assigned
time slots 215a, 215b, 215¢, . . ., 215n within the assigned time_slotted communications
interval 210a to separate the Random Access Time Slotted Interval 210b established by
previous access points. In this case, every access point establishes a respective random
access time intervals 210b, which does not overlap with other time intervals 210b established

by other access points.

[0170] Referring to FIG. 17a, there is seen an operational flow of BCDP transmission in a
multiple access point timely organized ad hoc network 1600. The sequence begins at start
step 1750, and progresses to step 1755 upon power-up. After ad hoc network 1600 powers
up, all devices connected to MI link 1615 (e.g., access points 1605a, 1605b, . . ., 1605n
and/or server 150) begin a power-on timeout counter to ensure that all access points 1605a,
1605b, . . ., 1605n have enough time to initialize. After the power-on timeout expires (see
step 1760), broadcast time interval 210c begins in step 1765. At this stage of the sequence,
each device connected to MI link 1615 (e.g., access points 1605a, 1605b, . . ., 1605n and/or
server 150) resets an internal clock to begin countdown of an internal "time-out" period,
which is used to mark a transmit time for a BCDP data packet. Since the time-out periods

differ from one another (see above), no two time-out periods will expire at the same time.

[0171] Once the time-out period of one of the access points 1605a, 1605b, . . ., 1605n

expires (see step 1770), that access point, for example, access point 1605a, wirelessly
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transmits a BCDP data packet to the network nodes 1610a, 1610b, 1610c, . .., 1610n (see
step 1775) and then remains dormant for the remainder of the broadcast time interval 210c
(see step 1780).

[0172] In addition to wirelessly transmitting each BCDP to the network nodes 1610a,
1610b, 1610c, . . ., 1610n, access point 1605a transmits a copy of the BCDP data packet to
the remaining access points 1605b, 1605c, . . ., 1605n via MI link 1615. In this manner,
access points 1605a, 1605b,.. . ., 1605n are kept aware of all packets transmitted and/or
received by other access points 1605a, 1605b, . . ., 1605n. Thus, the dynamic self-routing
protocol employed by ad hoc network 1600 permits each access point to individually
determine the total number of hierarchal levels and access points 1605a, 1605b, . . ., 1605n
in ad hoc network 1600. For example, after transmitting its own BCDP data packet, access
point 1605a will listen to MI link 1615 during the remainder of the broadcast interval 210c.
By simply counting the number of BCDP packets communicated over MI link 1615 during
the broadcast time interval, access point 1605a can determine the total number of access
points 1605a, 1605b, . . ., 1605n in ad hoc network 1600, and by "listening" to transmitting
network nodes 1610a, 1610b, 1610c, . . ., 1610n over the wireless network and the MI link
1615 during data collection cycle 200, access point 1605a can determine the total number of

network nodes and hierarchal levels within network 1600.

[0173] After the remaining access points 1610b, 1610c, . . ., 1610n receive the copied
BCDP data packet transmitted by access point 1605a over MI link 1615, the remaining access
points 1610b, 1610c, . . ., 1610n reset their time-out counters, thereby restarting their
respective time-out periods (see step 1785). The sequence then proceeds back to step 1770.
As can be readily appreciated, the above-described sequence will repeat until all access points
1605a, 1605b, . . ., 1605n transmit a BCDP data packet during the broadcast time interval
210c.

[0174] As each access point 1605a, 1605b, . . ., 1605n transmits a BCDP data packet, an
appropriate amount of time unit delay is subtracted from the synchro_delay number 715
(Byte 6) of successively transmitted broadcast data packets BCDPs. This is required to
ensure that all devices within network 1600 (e.g., network nodes 1610a, 1610b, 1610c, . . .,
1610n, access points 1605a, 1605b, . . ., 1605n, and/or server 150) are "synchronized" in the
sense that all the devices begin the time slotted communication interval 210a at the same

time.
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[0175] Access points 1605a, 1605b, . . ., 1605n also monitor the synchro_delay number
715 (i.e., Byte 6 of the Broadcast Data structure illustrated in FIG. 7) in step 1790 to
determine whether the broadcast time interval 210c has ended. If so, the time slotted
communications interval 210a begins (see step 1795), and BCDP data packet transmission
does not resume until the beginning of the next broadcast time interval 210c (or

supplementary broadcast time interval 210d--see below) (see step 1798).

[0176] Referring now to FIG. 17b, there is seen an operational sequence of a single access
point, for example, access point 1605a, during broadcast time interval 210c. The sequence
begins at step 2005 and proceeds to step 2010, at which time the broadcast time interval 210c
(or supplemental broadcast time interval 210d) begins. At this time, access point 1605a
restarts its time-out interval and listens to MI link 1615 in step 2015 to determine whether
any other access points 1605b, 1605c, . . ., 1605n transmitted a BCDP data packet. If not,
the sequence proceeds to step 2020, during which access point 1605a checks whether its
time-out interval has expired. If the interval did not expire, the sequence proceeds back to
step 2015. If access point 1605a detects a BCDP transmission from another access point in
step 2015, access point 1605a restarts its time-out interval counter (see step 2025) and then

proceeds to step 2020.

[0177] If access point 1605a determines that its time-out interval has expired (see step
2020), access point 1605a transmits a BCDP data packet in step 2030 and then waits until the
beginning of the time_slotted communications interval 210a to begin processing NNDP and
CDP data packets. Access point 1605a will not transmit additional BCDP data packets until
the beginning of the next broadcast time interval (i.e., until the beginning of the next normal
or supplementary broadcast time interval--see below). Once a new broadcast time interval is

detected (see step 2035), the sequence repeats by proceeding back to step 2010.

[0178] Referring now to FIGS. 18a through 18i, there is seen an exemplary timely
organized ad hoc wireless network 1800 having multiple access points upon power up. As
shown in FIG. 18a, the network 1800 includes network nodes 1610a, 1610b, and 1610c, as
well as access points (A and B) 1605a, 1605b communicatively coupled to one another via
MTIlink 1615. In this exemplary embodiment, network node 1610a is capable of directly
communicating only with access point 1605a, and network node 1610b is capable of
communicating only with access point 1605b, due to obstacle 1426. Network node 1610c is

capable of communicating only with network node 1610b, since obstacles 1426, 1427 prevent
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network node 1610c from directly communicating with both access points 1605a, 1605b, as

well as network node 1610a.

[0179] As shown in FIG. 18a, upon power up, none of the network nodes 1610a, 1610b,
1610c has assigned itself a hierarchal level, a PARENT_ID, or Access Point Affiliation
AP_ID. Also, none of the network nodes 1610a, 1610b, 1610c has a network node ID or
AP_ID at the top of its respective LIFO stack. Similar to the ad hoc network of FIGS. 14a
through 141, upon power up, each of the network nodes 1610a, 1610b, 1610c is in a

"listening" state, in which it waits for a BCDP data packet to be received.

[0180] Referring now to FIG. 18b, access point 1605a transmits the first BCDP data packet
wirelessly toward network nodes 1610a, 1610b, 1610c and over link 1615 to access point
1605b, in a manner more fully described above. The BCDP data packet is received only by
network node 1610a, which processes the BCDP data packet according to step 1120 of FIG.
11. In this manner, network node 1610a determines that the BCDP data packet was
transmitted by access point 1605a (Access Point A), since the from_ID 625 of the BCDP data
packets identifies access point 1605a. With respect to the exemplary embodiment of FIGS.
18a through 181, access points 1605a, 1605b are assigned unique MY _IDs so that network
nodes 1610a, 1610b, and 1610c can determine from which access point a particular BCDP
data packet was transmitted. As shown in FIG. 18b, network node 1610a copies the
FROML_ID 625 of access point 1605a and pushes the from_hierarchal_level 620 (i.e., level
"1" for access points) of the BCDP data packet to the top of the LIFO stack. Network node
1610a also pushes the Affiliated Access Point's AP_ID to the top of its LIFO stack.

[0181] Then, as shown in FIG. 18c, network node 1610a retransmits the BCDP after a
random delay. As described above, this is required to ensure that all devices within network
1600 (e.g., network nodes 1610a, 1610b, 1610c, . . ., 1610n, access points 1605a, 1605b, . . .
, 1605n, and/or server 150) are "synchronized" in the sense that all the devices end the
broadcast time interval 210c and begin the time_slotted communication interval 210a at the
same time. However, since neither network node 1610b nor network node 1610c can
communicate with network node 1610a or access point 1605a, network nodes 1610b, 1610c

neither receive nor retransmit the BCDP transmitted by access point 1605a.

[0182] Next, as shown in FIG. 18d, access point 1605b transmits a second BCDP data
packet toward network nodes 1610a, 1610b, 1610c and over MI link 1615 to access point
1605a. The BCDP data packet is received only by network node 1610b, which processes the
BCDP data packet according to step 1120 of FIG. 11, as described above. In this manner,
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network node 1610b determines that the BCDP data packet was transmitted by access point
1605b, since the from_ID 625 of the BCDP identifies access point 1605b. Network node
1610b then copies the from_ID 625 of access point 1605b and the from_hierarchal_level 620
(i.e., level "1" for access points) of the BCDP data packet to the top of the LIFO stack, as
shown in FIG. 18d. Network node 1610b also pushes the Affiliated Access Point's AP_ID
(i.e., access point 1605b) to the top of its LIFO stack.

[0183] Then, as shown in FIG. 18e, network node 1610b retransmits the BCDP after a
random delay, as described above. Network node 1610c receives the retransmitted BCDP
data packet, which contains the AP_ID 710, the FROM_ID 625 of network node 1610b, and
the hierarchal level of network node 1610b (e.g., level "2"). Network node 1610c pushes this
information to the top of its LIFO stack and retransmits the BCDP data packet in a manner
more fully described above with respect to the exemplary embodiment illustrated in FIGS.
14a through 141. The retransmissions of BCDP packets could be performed with power
reduction (0 dB or more) to ensure that the parent ID, which is derived from BCDP packets

and used by network nodes for routings, is most reliable.

[0184] After the broadcast time interval 210c ends, each of the network nodes 1610a,
1610b, and 1610c begins to transmit NNDP data packet(s) during one of the random access
time slots 220a, 220b, 220c, . . ., 220d of the random access communications interval 210b,
since none of the network nodes 1610a, 1610b, or 1610c has yet been assigned one of the
assignable time slots 215a, 215b, 215c, .. ., 215n of the time_slotted communications

interval 210a.

[0185] For exemplary purposes only, access point 1605a receives the NNDP data packet(s)
of network node 1610a first, for example, during the first random access time slot 220a. At
this point, as shown in FIG. 18f, the access point 1605a transmits a CDP data packet to
network node 1610a during the first random access time slot 220a. After the network node
1610a receives the CDP data packet, it copies the time_slot information 920 to MY_SLOT.
In this manner, network node 1610a is assigned one of the assignable time slots 215a, 215b,
215c, ..., 215n. In this exemplary embodiment, network node 1610a is assigned the 1st
time slot 215a. Network node 1610a also assigns the ID of access point 1605a as the
PARENT_ID and assigns the hierarchal level of access point 1605a (e.g., level "1") to the
PARENT_H_LVL, as well as assigning itself an incremented hierarchal level of the
hierarchal level of access point 1605a (i.e., 1+1="2"). Network Node 1610a retransmits the

received CDP data packet with reduced power (0 db or more) to "announce" to network 1600
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a successful communication session. Neighboring network nodes that receive (i.e., hear) the
retransmission of the CDP data packet, may (but not necessarily) push the ID of the
retransmitting network node (i.e., network node 1605a in this example) to the top of their
respective LIFO stacks, as receipt of the retransmitted CDP may indicate that the transmitting
network node (i.e., network node 1605a in this example) may be used in part of a subsequent

chain communication (routing).

[0186] At the same time or immediately thereafter, access point 1605a transmits a copy of
the CDP data packet over link 1615, as shown in FIG. 18g. The copied CDP data packet is
received by access point 1605b, thereby enabling access point 1605b to determine that the 1st

time slot 215a has now been assigned.

[0187] Sometime thereafter, access point 1605b receives the NNDP data packet(s) of
network node 1610b, for example, during the third random access time slot 220c. At this
point, the access point 1605b transmits a CDP data packet to network node 1610b during the
third random access time slot 220c. Network Node 1610b retransmits the received CDP data
packet with reduced power (0 dB or more) to "announce" to network 1600 a successful
communication session. Neighboring network nodes that receive (i.e., hear) the
retransmission of the CDP data packet, may (but not necessarily) push the ID of the
retransmitting network node (i.e., network node 1605b in this example) to the top of their
respective LIFO stacks. After the network node 1610b receives the CDP data packet, it
copies the time_slot information 920 to MY_SLOT. In this manner, network node 1610b is
assigned one of the assignable time slots 215a, 215b, 215c, .. ., 215n. In this exemplary
embodiment, network node 1610b is assigned the 2nd time slot 215b. Network node 1610b
also assigns the ID of access point 1605b as the PARENT_ID and assigns the hierarchal level
of access point 1605b (e.g., level "1") to the PARENT_H_LVL and also assigns itself an

incremented hierarchal level of the hierarchal level of access point 1605b (i.e., 1+1="2").

[0188] At the same time or immediately thereafter, access point 1605b transmits a copy of
the CDP data packet over link 1615, as shown in FIG. 18i. The copied CDP data packet is
received by access point 1605a, thereby enabling access point 1605a to determine that the

2nd time slot 215b has been assigned.

[0189] Then, access point 1605b receives the NNDP data packet(s) of network node 1610¢c
through network node 1610b, for example, during the random access time slot 220n. At this
point, as shown in FIG. 18h, the access point 1605b transmits a CDP data packet with

destination address of 1610c (destination_ID 910) to network node 1610b, and network node
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1610b retransmits the CDP packet to network Node 1610c during the random access time slot
220n. Network Node 1610c retransmits the received CDP data packet with reduced power to
"announce" to network 1600 a successful communication session. Neighboring network
nodes that receive (i.e., hear) the retransmission of the CDP data packet, may (but not
necessarily) push the ID of the retransmitting network node (i.e., network node 1610c in this
example) to the top of their respective LIFO stacks, as receipt of the retransmitted CDP may
indicate that the transmitting network node (i.e., network node 1610c in this example) may be
used in part of a subsequent chain communication routing. Subsequent communication with
network node 1610c in a chain communication need not be performed at reduced power.
Measuring the received signal strength indication (RSSI) or measuring the received data bit
error rate (BER) by the network node is used also or in place of reduced power transmission

as an indicator for reliable Network Node partner for routings.

[0190] After the network node 1610c receives the CDP data packet, it copies the time_slot
information 920 to MY_SLOT. In this manner, network node 1610c is assigned one of the
assignable time slots 215a, 215b, 215c, . . ., 215n. In this exemplary embodiment, network
node 1610c is assigned the 3rd time slot 215¢. Network node 1610c also assigns the ID of
network node 1610b as the PARENT_ID and assigns the hierarchal level of network node
1610b (e.g., level "2") to the PARENT_H_LVL and also assigns itself an incremented
hierarchal level of the hierarchal level of NN 1610b (i.e., 2+1="3").

[0191] At the same time or immediately thereafter, access point 1605b transmits a copy of
the CDP data packet over link 1615, as shown in FIG. 18i. The copied CDP data packet is
received by access point 1605a, thereby enabling access point 1605a to determine that the 3rd

time slot 215c¢ has been assigned.

[0192] At this point, the first data collection cycle 200 ends and the 2nd data collection
cycle begins. After each collection cycle 200, access points 1605a, 1605b can determine the
number of network nodes in ad hoc network 1600 by the number of assignable time slots
215a, 215b, 215c, . .., 215n assigned during the collection cycle 200. Communication
proceeds much the same away as described with respect to the exemplary embodiment of
FIGS. 14a through 141.

[0193] The dynamic self-routing protocol described above permits ad hoc network 1600 to
synchronize multiple network nodes, regardless of which Access Point was the source of the
received broadcast. Since each network node is automatically assigned to an access point,

implementation of additional access points and/or the routing of additional network nodes
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may be achieved without requiring additional complex routing software and/or hardware.
Additional access points may be added as desired, with the dynamic self-routing protocol,

described above, automatically adapting.

[0194] Referring now to FIG. 19, there is seen a second exemplary data collection cycle
1900 according to the present invention, data collection cycle 1900 being indefinitely
repetitive. Data collection cycle 1900 is divided into a main data collection cycle 1910,
supplementary data collection cycle 1920 and one or more additional supplementary data
collection cycles 1930. The main collection cycle 1910 further divided into a broadcast
interval 210c, an assigned time_slotted communications interval 210a, and a random access
time_slotted communications interval 210b. The supplementary data ollection cycle 1920 is
divided into a supplementary broadcast interval 210d and a supplementary random access
time-slotted communications interval 210e having supplementary random access time slots
1920a, 1920Db, 1920c, ..., 1920n. Asis readily evident, data collection cycle 1900 is similar
to data collection cycle 200, with the exception of supplementary broadcast interval 210d and
supplementary random access time slotted communications interval 210e. During the
supplementary broadcast interval 210d, all access points (e.g., access points 1605a, 1605b, . .
-, 1605n of FIG. 16) transmit BCDP data packets in much the same way as the transmission
of BCDP data packets during the normal broadcast interval 210c. Any network node that did
not receive a BCDP data packet transmitted during the normal broadcast interval 210c or any
network node that did not receive a CDP data packet intended for the network node (e.g., due
to a transient obstacle) may retransmit an NNDP data packet during one of the supplementary
random access time slots 1920a, 1920b, 1920c, . . ., 1920n of the supplementary random
access time_slotted communications interval 210e. One of the access points 1605a, 1605b, . .
., 1605n may then transmit an additional CDP data packet to the network node. In this
manner, the transmitting access point may assign one of the assignable time slots 215a, 215b,
215c, ..., 215n to the network node without having to wait until the end of the next data
collection cycle 1900.

[0195] It should be appreciated that not every data collection cycle 200, 1900 need include
the supplementary broadcast interval 210d and the supplementary random access time slotted
communications interval 210e. These intervals 210d, 210e are only helpful if at least one
network node 1610a, 1610b, 1610c, . . ., 1610n lost synchronization. Access points 1605a,
1605b, . . ., 1605n can determine this event by simply comparing the number of network
nodes transmitting NNDP data packets in the previous data collection cycle 200, 1900 to the

number of network nodes transmitting NNDP data packets in the current data collection cycle
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200, 1900. If the number of network nodes transmitting in the present data collection cycle
200, 1900 is less than the number of network nodes transmitting in the previous data
collection cycle 200, 100a, access points 1605a, 1605b, . . ., 1605n may broadcast a
supplementary BCDP data packet during the supplementary broadcast interval 210d, in a
manner more fully described above. It should also be appreciated that after the current
supplementary data collection cycle is completed, additional supplementary BCDP data
packet(s) may be transmitted to create additional supplementary data collection cycles in
order to collect more NNDP data packets from network nodes 1610a, 1610b, 1610c, . . .,

1610n which did not yet transmit during the current data collection cycle 1900.

[0196] Referring now to FIG. 20, there is seen multiple exemplary timely organized ad hoc
networks including network nodes having soft dependencies. The exemplary embodiment of
FIG. 20 includes two timely organized ad hoc networks 2100a, 2100b.

[0197] Network 2100a is a multiple access point network similar to the one illustrated in
FIG. 16. Network 2100a includes two access points (A & B) 2105a, 2105b and a server
2120a coupled to one another over media-independent communication link 2115a
(hereinafter "MI Link 2115a"). These devices 2105a, 2105b, 2120a communicate with
network nodes 2110a, 2110b, 2110c, . . ., 2110g. Network 2100b is a single access point
network similar to the one illustrated in FIGS. 14a through 14]. Network 2100b includes one
access point 2105¢ and a server 2120b coupled to one another over media-independent
communication link 2115b (hereinafter "MI Link 2115b™). These devices 2105a, 2105b,
2120 communicate with network nodes 2110h, 21104, 2110j, .. ., 21101. It should be
appreciated, however, that there may exist any number of networks, each of which may
include any number of access points, servers, and network nodes. It should also be
appreciated that, although networks 2100a, 2100b include separate respective servers 2120a,
2120b at separate locations, servers 2120a, 2120b may be located in the same generally

vicinity and/or networks 2100a, 2100b may be managed by a single server.

[0198] As can be seen in FIG. 20, network node 2110g is capable of communicating with
both networks 2100a, 2100b. That is, network node 2110g is capable of direct
communication with access point (B) 2105b of network 2100a and with network node 2110h
of network 2100b. As described more fully above, a network node can determine its
hierarchal position within a particular network by processing BCDP or CDP data packets
transmitted by an access point and/or by processing NNDP data packets transmitted by

neighboring network nodes. If a particular network node is capable of communicating with
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more than one independent network (e.g., network node 2110g in the example illustrated in
FIG. 20), that network node can determine its relative hierarchal level within each network,
and then dynamically "soft-affiliate" itself to a particular network based on a predefined set
of rules. For example, with respect to the exemplary embodiment of FIG. 20, network node
2110g will "soft affiliate" itself with the network requiring the least number of intermediate
transmissions (i.e., hops) during a chain communication (i.e., the network within which
network node 2110g will have the lowest hierarchal level). However, it should be
appreciated that network node 2110g may affiliate itself to a particular network based on
other rules, for example, to a particular network requiring the least amount of power to
transmit, or to a particular network having at least one desired "type" of network node.
Regarding the exemplary embodiment of FIG. 20, network node 2110g is at a hierarchal level
of "2" with respect to access point 2105b of network 2100a and at a hierarchal level of "4"
with respect to access point 2105¢ of network 2100b. Thus, as shown in FIG. 20, network
node 2110g "affiliates" itself with network 2100a. Of course, upon power-up, a network
node (e.g., network node 2110g) does not know its relative hierarchal level with respect to
either network 2100a, 2100b. Thus, upon power-up, network nodes may initially affiliate
themselves based on other rules (e.g., a network node can affiliate itself with the network

from which it receives the first BCDP data packet).

[0199] Once affiliated to a network, a particular network node (e.g., network node 2110g in
the exemplary embodiment of FIG. 20), that network node will retransmit BCDP data packets
only from the affiliated network. That is, network nodes retransmit only those BCDP data
packets transmitted from the affiliated network. With respect to the exemplary embodiment
of FIG. 20, for example, network node 2110g will retransmit only those BCDP data packets
transmitted from affiliated network 2100b. Alternatively, the affiliated network node may
monitor data packets from neighboring networks to check if its hierarchal level within a non-
affiliated network has changed to a level that is below the hierarchal level in the affiliated
network. For example, if a particular network node has a hierarchal level of "3" in a first
network and a hierarchal level of "4" in a second network, this network node will affiliate
itself with the first network. However, if changing environmental conditions (e.g.,
interference, jamming, multipath, fadings, moving objects, etc.) cause the network node to
have a lower hierarchal level within the second network for certain period of time, the
network node can change its affiliation and begin communicating within the second network.
By monitoring data packets from both the first and second networks, the network node can
dynamically change its affiliation to an access point of a network having better characteristics

for chain transmission. The ability to change affiliations from one access point of one
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network to another access point from another network is referred to herein as "Soft-

Dependencies."

[0200] According to another exemplary embodiment of the present invention, network
nodes are "hard affiliated” (i.e., hard-dependency) with a particular network. Hard
dependencies may be required, for example, if two independent wireless networks are located
close together, and "cross-communication” between the networks is not desired. For
example, if two different owners of two different (but adjacent) apartment complexes employ
an ad hoc network according to the present invention, it would not be desirable for one of the
owners to be capable of receiving data transmitted by the network of the other owner, and

vice versa.

[0201] If a particular network node if "hard affiliated" to a particular network, that network
node will communicate only within the affiliated network, regardless of whether the network
node can receive data packets from a different network, and regardless of whether the
hierarchal level of the network node would be lower in a non-affiliated network. With
respect to one exemplary embodiment of the present invention, "hard-affiliation"” is
effectuated by assigning a network identifier to each network node. The identifier uniquely
identifies the network within which it must communicate. The identifier may comprise, for
example, information identifying a particular access point or groups of access points within a

particular network or "authorized" group of networks.

[0202] With respect to another exemplary embodiment according to the present invention,
extended functionality is achieved by implementing different types of BCDP data packets in
addition to the "standard" BCDP data packet structure discussed above. In this manner,
different types of communication modes may be initiated (and identified) by the transmission
of the respective types of BCDP data packets. For this purpose, each BCDP data packet may
include information (data bits) permitting the network nodes in the network to determine the
type of BCDP data packet and, hence, the type of communications mode data initiated by the
BCDP data packet. This information may be embedded, for example, into at least a portion
of the RESERVED space identified in FIG. 7. For example, the first nibble of Byte 8
(RESERVED) of the BCDP data packet may be used to identify the "type" of BCDP data
packet, with a "0000" identifying a first type of BCDP data packet, a "0001" identifying a
second type of BCDP data packet, and so on. As can be readily appreciated by those in the
art, the bit space of the RESERVED nibble of Byte 8 (i.e., four bits) will allow up to 16
different types of BCDP data packets. However, it should be appreciated that any amount of
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bit space may be utilized to accommodate any desired number of BCDP data packet types.
For example, the RESERVED nibble of Byte 7 may be additionally used to expand the
number of BCDP data packet types to 256 BCDP data packet types (i.e., 8 bits).

[0203] Regardless of which type of BCDP data packet is transmitted, each BCDP data
packet is transmitted by the access point(s) during the broadcast time interval 210c, and each
BCDP data packet (regardless of type) is received and retransmitted by the network nodes in
a manner, similar to that described above, to ensure that all network nodes of the network

receive and decode the BCDP data packet.

[0204] Of course, the first type of BCDP data packet is the "standard" BCDP data packet
described in detail above, and it is this standard BCDP data packet which initiates (and
identifies) the beginning of a "standard" communications mode and begins a "standard" data
collection cycle 200, 1900. A second "type" of BCDP data packet (called a Device Oriented
BCDP data packet) may be used to initiate a special type of communications mode, within
which information from only a single "type" of network node is required to be received by an
access point. For example, if a timely organized ad hoc network according to the present
invention is installed in a large apartment building, each of the network nodes may be
operable to monitor one or more parameters in its vicinity using one or more sensors and/or
measuring devices. The measured parameters may include, for example, the temperature of a
room, lighting conditions of a room, energy usage, smoke and CO detector data, elevator(s)
conditions, door activation data, HVAC system parameters, pressure data, vibration data, etc.
If, at a particular point in time, the access point required information only from those network
nodes capable of monitoring temperature (i.e., a type of network-node capable of measuring
temperature), it would be wasteful to initiate a standard communications mode containing a
standard data collection cycle 200, 1900, in which all network nodes transmit NNDP data
packets to the access point, including those that are not of the type capable of monitoring
temperature. Thus, to prevent such wasteful utilization of time and resources, the server or
access point(s) may transmit a Device Oriented BCDP data packet to all of the network nodes
in the timely-organized ad hoc network, so that only those network nodes of the desired type
will respond. This may allow for a shorter data collection cycle if less than the entire number
of network nodes in the network are of the type identified by the Device Oriented Node
BCDP data packet.

[0205] In certain situations, it may be desirable to understand the efficiency of a particular

timely-organized ad hoc network. That is, it may be desirable to understand, for example,
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how many network nodes are capable of communicating directly with the access point(s)
without requiring a chain transmission. For this purpose, another type of BCDP data packet,
called a Local BCDP data packet, may be employed. Transmission of the Local BCDP data
packet will initiate a special type of communications mode (i.e., a local vicinity mode), in
which only those network nodes that are capable of communicating directly with the access
point(s) (i.e., network nodes having a hierarchal level of "2") transmit NNDP data packets

during the assigned or random access time-slotted communications interval 210a, 210b.

[0206] In certain situations, it may be desirable to send the same command to every
network node. For example, at the start of winter, it may be desirable to raise the thermostat
setting of every apartment in a large apartment complex. If a timely-organized ad hoc
network according to the present invention is employed in the complex, and the network
nodes arranged in the respective apartments are capable of controlling the thermostats, it

would be desirable to change the thermostat settings of all apartments to the same level.

[0207] If the server and/or access point(s) were to initiate a standard communications mode
and standard data collection cycle using a standard BCDP data packet, the thermostat
adjustment commands would be communicated to the network nodes using numerous
respective CDP data packets, in a manner more fully described above--one CDP data packet
for each network node in the ad hoc network. However, by transmitting a Global Command
BCDP data packet, the server and/or access point(s) may send the same command to all
network nodes using a single packet during a Global Command Communication mode. The
Global Command BCDP data packet contains embedded information (data bits) instructing
all network nodes to perform the same command, for example, to set all the thermostats of all

apartments to the same level.

[0208] Since the data collection cycle initiated by the Global Command BCDP data packet
is intended only to communicate commands to the network nodes, NNDP data packet
transmission from network nodes to access point(s) is not required and, as such, may be
dispensed with. However, it should be appreciated that a data collection cycle could be
initiated by a Global Command BCDP data packet also. In this case the network nodes will
transmit NNDP data packets during either or both of the assigned or random access time-

slotted communication intervals 210a, 210b.

[0209] Another type of BCDP data packet is the Direct Command BCDP data packet. This
packet initiates a communications mode (i.e., the Direct Command communication mode), in

which only a single network node, identified by the BCDP data packet, communicates NNDP
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data packets during either or both of the assigned or random access time-slotted
communication intervals 210a, 210b. The remaining network nodes not identified by the
Direct Command BCDP data packet will remain dormant until the next BCDP data packet is

transmitted.

[0210] It should be appreciated that each type of BCDP data packet could also be initiated
by any device connected to the media-independent communication link, by one of the

plurality of network nodes, or by one of the plurality of device radios.

[0211] In accordance with another example embodiment of the present invention, it may be
desirable for one or more of the network nodes to communicate important and/or time
sensitive information in an "alarm situation"-- i.e., a situation of particular importance that
may require immediate attention. When a network node or a device radio detects an alarm
situation, for example, if the network node detects fire or smoke, a special communications
mode (i.e., an Alarm Broadcast communication mode) may be initiated by the network node
itself by transmitting a Alarm BCDP data packet. The Alarm BCDP data packet is received
and retransmitted by all network nodes in much the same manner as with regular BCDP data
packets, in a manner more fully described above. It is believed that the Alarm Broadcast
communications mode is a fast and reliable way for a network node or device radio to
transmit information relating to the alarm conditions to the access point(s) and/or server. In
another example embodiment, an alarm condition "wakes up" the device radio from sleep or
idle mode and the device radio generates the Alarm Broadcast BCDP data packet containing
the alarm information. The Alarm broadcast could be addressed to certain Access Points
from the network if the alarm information is important only for the selected access points

only.

[0212] In an alternative preferred embodiment, one or more network nodes can be assigned
more than one time slot. FIG. 21 illustrates an operational flow diagram for data
communication during an exemplary data collection cycle where one or more nodes can be

assigned more than one time slot according to the present invention.

[0213] FIG. 21 illustrates a repeating data cycle. Entering the cycle at step 2110, the
network waits for the next data collection cycle. In step 2120, a new data collection cycle
starts and a broadcast interval starts. The access points transmit the broadcast
communications data packet data packet during the broadcast interval. The BCDP data

packet are then received by network nodes. Each of network nodes processes the BCDP data
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packet to determine the specific access point that originally sent the packet, since a section of

a BCDP identifies a transmitting access point.

[0214] Timers are synchronized in step 2130 so that the server, the access points and the
network nodes are aware of the temporal position within the cycle. In step 2140, the network
nodes rebroadcast. During rebroadcast, the network nodes transmits a copy of the NNDP
data packet to the access points. This "retransmission" is received by network nodes, thereby
permitting the network nodes to acknowledge that the NNDP data packet transmitted from
network node was actually received by network node. That is, the retransmitted NNDP data

packet is also an "acknowledgment" NNDP data packet.
[0215] The time-slotted communications interval begins in step 2150.

[0216] In step 2160, if the network node does not have a pending assigned time slot, then
the cycle skips to step 2190. If there is a pending assigned time slot, the cycle continues to

step 2165. In step 2165, the network nodes wait for the next time slot to begin.

[0217] In step 2170, the network node checks whether the current time slot belongs to it.
Either the current time slot is assigned to the network node, or the node has choosen the time
slot during the random access interval, as explained further below. If the time slot does not

belong to the network node, the method continues with step 2160.

[0218] In step 2175, if the timeslot belongs to the network node, the network node transmits
its node information message in one or more data packets during the time slot. In step 2180,
the node obtains one or more assigned time slots for the next data collection cycle. In step
2185, the network nodé checks that its transmissions were acknowledged and that it obtained
assigned time slots for the next data collection cycle. If any transmissions were not
acknowledged or time slots in the next cycle were not assigned, processing continues at step
2160.

[0219] Turning to step 2190, a network node determines whether it has more information to
transmit. If not, processing passes to the next cycle at step 2110. If so, in step 2195 the node
chooses a time slot in the random access interval. Then in step 2197, the node checks
whether the current data collection cycle has expired. If not, control passes to step 2165
where the node waits in steps 2160-2170 until the choosen random access time slot occurs so
that the node can transmit information in step 2175. Additional supplementary data

collection cycles can occur after the main data collection cycle has ended. Each
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supplementary data collection cycle comprises additional random access time slots that the

network node can choose from.

[0220] Referring to FIG. 22, there is seen an exemplary mobile access point on a timely
organized wireless ad hoc network. The mobile access point includes a processor 2201, a
memory 2202, a computer-readable medium 2203, software 2204 loaded on the computer
readable medium 2203, a radio frequency transceiver 2205, and a communications interface
2206. Software 2204 is preferably copied from the computer-readable medium 2203 into the
memory 2202 by the processor 2201 such that, when executed, the mobile access point may
act as an access point in the timely organized wireless ad hoc network. In other

embodiments, the software is downloaded via the ad hoc network.

[0221] The mobile access point may also be coupled to a portable computer 2207 by means
of the communications interface 2206. The portable computer 2207 may be loaded with
software tools 2208 that allows a user to troubleshoot a network node which has lost

connectivity with the timely organized ad hoc network.

[0222] The mobile access point is configurable by at least one of the software 2204 or the
software tools 2208 to connect only with nodes at a particular hierarchal level. Thus, if the
user is aware that the targeted node is of a particular hierarchal level, the mobile access point
may be configured to permit connections with only nodes at that level. In another
embodiment, nodes above or below a certain specified hierarchal level are permitted to

connect to the mobile access point.

[0223] Another feature of the mobile access point allows the user to adjust the signal
strength of the radio frequency transceiver 2205. The signal strength may be adjusted
through settings the radio frequency transceiver 2205, through software tools 2208, or via the
ad hoc network. Thus, if the user is aware that the targeted node may be found in a given
location, the signal strength of the mobile access point may be adjusted such that nodes
located at a greater distance from the mobile access point than the targeted node will not be

able to connect with the mobile access point.

[0224] Having thus described at least illustrative embodiments of the invention, various
modifications and improvements will readily occur to those skilled in the art and are intended
to be within the scope of the invention. Accordingly, the foregoing description is by way of
example only and is not intended as limiting. The invention is limited only as defined in the

following claims and the equivalents thereto.
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CLAIMS

What is claimed is:

1. A mobile access point on a timely organized ad hoc network, the mobile

access point comprising:
a processor;
a memory coupled to the processor;
a radio frequency transceiver coupled to the processor;
a communications interface coupled to the memory; and

software stored in the memory that causes the mobile access point to
act as an access point in a timely organized wireless ad hoc

network.

2. The mobile access point of claim 1, configured to connect to a portable
computer via the communications interface such that software
executed on the portable computer allows a user to troubleshoot a

node connected to the mobile access point.
3. The mobile access point of claim 1, wherein

the mobile access point is configurable to connect to nodes only at a

particular hierarchal level.
4. The mobile access point of claim 2, wherein

the mobile access point is configurable to connect to nodes only at a

particular hierarchal level.

5. The mobile access point of claim 1, wherein
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the radio frequency transceiver is configurable to connect to nodes

only within a certain distance from the mobile access point.
6. The mobile access point of claim 2, wherein

the radio frequency transceiver is configurable to connect to nodes

only within a certain distance from the mobile access point.

7. The mobile access point of claim 1 wherein the software is copied from a
computer-readable medium coupled to the processor into the

memory by the processor.

52



PCT/US2008/062116

WO 2008/134763

1/47

I

SUBSTITUTE SHEET (RULE 26)



PCT/US2008/062116
2/47

WO 2008/134763

il

;
I

WATA COLLECTION Cte

SUBSTITUTE SHEET (RULE 26)

b /

Y

il
Nl
/"""""A““\
ADCAST
HTERYAL

215{1/ 15




PCT/US2008/062116

WO 2008/134763

3/47

CC

Bt

||||||

||||||

AN

===y

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

4/47
N
SN
360
\~ TRANSCEIVER 350
355 3?\6\
\\\ MEDTA INDEPENDENT
MICROPROCESSOR Su— mmzﬂ%@g@ %?;%;W
RS 485,86 23
WIRELESS)
365
T MEDIA TNDEPENDENT
COMMUNICATION TNTERFACE |
(ETHERNET,
RS 485 RS 737 FIRER
WIRELESS)
FI6. 38

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

5/47

- 4404

440¢

8460 \48{3

120
A ol L/

F16.4

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

6/47

A Pt L/

FI6. 5

SUBSTITUTE SHEET (RULE 26)



PCT/US2008/062116

WO 2008/134763

7/47

oy

== B
ey [

—_— =

=

S

Bl

o

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

8/47

BROADCAST DATA PACKEY
(BCDP) STRUCTURE

BYTE4 BYTES BYIE6 BVIEY BYTE®  BYIEY

YY)

b JD D U WS W
000"

AF_ID {710
SYNCHRO_DELAY (715
RESERVE
TIME_SLOT_LENGTH (720
RESERVE

TOTAL SLOTS {725

Pl

st

e

S

2

P

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

9/47

NETWORK NODE DATA PACKET
(NNDP) STRUCTURE

BYIE4 BYIES BYTEG BYIET BYIER  BYIEY

b,x 1. . J
PARAMETER_NUMBER

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

10/47

(OMMAND/ACKHOWLEDGE DATA PACKET
{(DF} STRUCTURE

BYIE4 BYTE> BYIES BYIE7 BYIER BYIE?

HH"(L:H\
DESTINATION 1B (910
]

D{910)
(OMMAND_TYPE (915}
TIME_SLOT {920}
R{925})

(OMMAND _PARAMETER (925

o]
p o

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763

PCT/US2008/062116

DATA PACKE /l
PROCESSING

&

¥

0 ﬁamm
SEQUENCE |

15 ON
?

TRANSMIT

SEQUENCE

F6. 10

SUBSTITUTE SHEET (RULE 26)



PCT/US2008/062116

WO 2008/134763

12/47

SUBSTITUTE SHEET (RULE 26)



PCT/US2008/062116
13/47

WO 2008/134763

— £ e
i s e
55
P
a g SEEES e [
— [ R - ==
== Mm == s == o
ey D s ] Tmet SO
T T2 = e o — J ==
e Wy T Py E e g o WIE
s | [ s -y s
= o] [l [ ] et
= v == — 2= ==
= = == ]
==
e
satainin
LI
B
..... ~
i S
o l!/.//
i
[
==
==
™
==
o e
g ]
m [ —
oo gney
o
=
[eivie- )
T
o
p———— )
[ =y
= el
g
i
[Cartinin } .\.\.\\\
E. B3_H 220y
SCITTE SEI Luet ui.inm
o pm P
e MVII
Beannes  RadaN
p== g
[ ——
et ulul...nm
Fornllrall
Be— [
> L o)
P o3
e —
— Tl
i oo
[t = ==
ot S ===
=== Pt =
S e Seely ot
=2 o oo R
.

SUBSTITUTE SHEET (RULE 26)



PCT/US2008/062116

WO 2008/134763

14/47

NEASURING DRVICES

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763

15/47

PARENT 1D =
LD

. OBSIACLE

ACTESS POINT

PCT/US2008/062116

NEWORK )

S s

1420

/

FI6 144

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

16/47
PARENT ID =
PARENT 1D = MG LIFG
L HEWORO)
LIFO . NODE |
. OBSTACLE
S
PARENT ID =

N 1420
ACESS PO L/

FI6 148

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

17/47

PARENT 1D =
PARENT 1D = 0
LFD
AP
o OBTCE
NP S
PARENT 1D =

LIFO
AP

. 1420
Ao L/

Fi6. 14(

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

18/47
PARENT ID =
PARENT ID = 1410¢ LIFO
LIFG
AP
L OBSTAQE
P S
PARENT 1D =

L0
AP

L
JACES POl |/

FIG. 140

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

19/47

L
AP

N OBHAE
A. e 147%

b=
-+
m‘
P}
=
i--i
L]
fnn 2 1

LIFD
AP

ACCESS POTNT

FIG 14E

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

20/47

ACCESS POINT (AR}

LF 1410h
AP \

OBTICE
NP S

AP

Aol L/

fG 14F

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

21/47

MY H ¥l=2

MY SlT=7

PARENT 1D = ACCESS POINT {AP)
LIFO
AP

. OBSIACLE

AP

e

fi6. 146

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

22/47

MY H W=7

MY SL0T=7
PARENT_ID = ACCESS POINT (AP}
LIFO
AP

. OBSTACLE

08 L= A

MY 50T = 1 | 12
PARENT 1D =

ACCESS FOINT (4P)

L
AP

N
N st L/

f16. 14H

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

23/47

L
AP

. OBSTACLE

=
g
(W]
o
>
-
i
o~

AP

ACCESS POINT 17

fi6 141

SUBSTITUTE SHEET (RULE 26)



PCT/US2008/062116

WO 2008/134763
24/47
MY_H LVL=3
PAEHT 15
LAST_FROM_ID = 1410c PATEHTD -
WY H WVL=2 18
MY SI0T =2 M0~
PARENT_1D = ACCESS POINT (4P
NNDP DATA PACKET
LF0
i
14105 |
N\ OBSTACLE
MY SLOT = |
PARENT_1D = ACCESS POINT (AP
LIF0
P

acessromt L/

fi6 14)

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

25/47
MY H V=3
RN 1o
LAST FROM_ID = 1410¢ PRI =
MY ST =2
PARENT ID = ACCESS POINT (4P)
LIFO
iF
WoH WL=2 B
Wy ST =1
PARENT 1D = ACCESS POINT (AP)
LIFO
iF |
NETWORK )
. HODE ]
(DP DATA PACKET
1410q
1420

AT L/

Fi6 14K

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763

PCT/US2008/062116
26/47
MY H V=3
LAST_FROM_ID = 1410c PARENT_ 1D =
MY H W=7 0
MY S[0T =12 14100 ~
PARENT 1D = ACCESS POINT (AP} «
LD
iF
1410h
Y H WL=2 b
MY S0 = 1
PARENT 1D = ACCESS POINT (4P}
LIFO
AP |
NETWORK )
_ koDt
(DP DATA PACKET
14100
1420

Aot L/

FI6. 141

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

27/47
HIERARCHAL
B LEVEL
15200 < PARENT 10=
PARENT H I¥l=
-
1520h <
-
15%¢ <
N
& 1518
]
15200
FIG. 154

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

28/47
HIERARCHAL
ib LEVEL
15208 < 410 i PARENT 1D=
PARENT H l¥l=
-
1520b <
-
15720 <
Nmannn
* N
& 1510
&
15200
FIG. 158

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

29/47
HIERARCHAL
ib LEVEL
15200 < £10h i PARENT ID=
PARENT H l¥i=
-
1520h < 418 i
-
15200 <
LA
° N
] 1510
&
15200
F6. 15(

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

30/47
HIERARCHAL
ik LEVEL
_
15208 < 410a i PARENT ID=
PARENT H l¥i=
;»~
1520k <
-
1520¢ <
N
¢ N
& 1510
&
15200
FiG 150

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

31/47
HIERARCHAL
il LEVEL
-
15200 < 418 7 PARENT 1D= 410k
PARENT H Wi=72
B
1520k <
;-»w
1520¢ <
L
N
& 1510
&
1520n
FIG. 1 5F

SUBSTITUTE SHEET (RULE 26)



PCT/US2008/062116

WO 2008/134763

32/47

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

s poweR-on | 1740

TIMEQUT

EXPIRED
?

Ty s

BROADCAST TINE 1785
> INTERVAL 710¢ BEGINS Vs
NON-TRANSMITEING
P RISET
TIME-0UT
COUNTRR
&
AT 4
" OID AN ACGES ) e
| PONTSTIMES || TRANSHITBCDP | | poeurnirr oI END
OUTEXPIRE | | DATA PACKET OF BROADCAST
A T INTERVAL
N
N 170

HAS BROADCAST
e 179
ITERVAL |

EPIRED

THE-SLOTIED | 1745
COMNICATIONS
INTERVAL BEGIAS |/

FIG. 17A

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763

00
BROADCAST TIME

PCT/US2008/062116

INTERVALBEGINS |

RESET MY
TIME-OUT COUREER

2095~

TIME-OUT
EXF%REE

7 R TS 100

TRANSMIT BCDP
DATA PACKET

SUBSTITUTE SHEET (RULE 26)




WO 2008/134763 PCT/US2008/062116

35/47
1800
PARENT 1D =
LIFO
PARENT 1D = PARENT 1D =
IR0 0o

opsTActE /

1476

14050 N/ 1405
N N

ACCESS POINT A ACCESS POIKT B

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

36/47
1800
PARENT ID =
PARENT 1D = LIFD
LH PARENT 1D =
AP (A} LIFD

\_ 0BSTACE /

ogstacte /

wse AT
o N_ 1605h
N — ~
ACCESS FOINTA ACCESS POINT
- [COPrOF RO 1615
a 4
6. 188

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

37/47
1800
PARENT ID =
PARENT ID = LIFg
\1Fo PARENT 1D =
0 g

oBsTacLE /

[\ AT
Bﬁijz N S 3mm\
ACCESS POTHT A ACCESS POINT B
1615
//‘
Fi6. 18(

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

38/47
1800
PARENT ID =
LIFO
PARENT ID =
LIFD PARENT 1D = il 140
AP {A) L
AP (B)

16050

1605

BCOP
ACCESS POINT A ACCESS POTNT B
1615 (OPY OF BUDP | e

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

39/47
1800
PARENT 1D =
LIFD
a0 il
AP {B)

obsace /

16050 N A
\\\ ot
ACCESS POINT A
1615
P
F16. 18E

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763

MY H W=7
MY SLOT=1

PARENT_ID = AP (4)

LIFD
AP{A)

ACCESS POINT A

PCT/US2008/062116
40/47
1800
H
MY H VL= BARENT ID =
MY ST = LIFD
PARENT_ID = TG
IR0
AP (B)

"~ opstace /

f\1426

N/ 1605~

ACCESS POINT B

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763

PCT/US2008/062116
41/47
1800

WY VL= PARENT 1D =
APT  R
PARENT 1D = AP {A) =T 1610

T
10 i
AP {4

opsTacte /

16050 1424
1605k
N w ~
ACCESS POINT A RS PO S
JE—— {14 RIS 4)) Y 1415
a /-
F16. 186

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

42/47
WH = HY_H_LVL= 2 PARENT.ID =
#Y ST =1 MY St =12 LIFG
PARENT 1D = AP () PARENT ID=AP(B) TR
LD L
3 P 10

1605a
ACCESS POINT A ACCESS POINT B
1615
P
FIG. 1 8H

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763 PCT/US2008/062116

43/47
1800
/ MY H V=3
MY 50T =
B L= PARENT ID = AP (B}
MY B L¥l=7 MY SL0T=2 HFO
MY _SL0T =1 PARENT 1D = AP (B)
PARENT_ID = AP {A}
LIFO
LMD AP (B
AP (4}

HETWORK )

opsTae /

16054 :
- S 1605k
N e? NN\
ACCESS POINT & ACCESS POINT B
1815 {OPY OF (DP
- proemed =
FI6. 181

SUBSTITUTE SHEET (RULE 26)



PCT/US2008/062116

WO 2008/134763

44/47

WAL DATA COLLECHIBN CYCLE 1900

20

]

nnnnn

SHPPLEMENTARY DATA COLLECTION CYCiE= 1930

uuuuu

|
(

RARECH | RN
KIS A

g
(K51

=L
L i ]

B

st

SUBSTITUTE SHEET (RULE 26)



PCT/US2008/062116

WO 2008/134763

45/47

ERA o e e CRIEA D

A
¥

SR

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763

46/47

WAIT FOR NEXT DATA Cﬁ{liﬁi | .

CYQE (DO

PCT/US2008/062116

BROADCIST INTERVAL START

SYNCHRONIZE TIMERS

REBRCADCAS]

TIMESLOT INTERVAL START

¢ WAIT FOR THE START OF THE
~_ NETTHEST

SUBSTITUTE SHEET (RULE 26)



WO 2008/134763

47/47

PCT/US2008/062116

2905
- RF TRANSCEIVER -
& \\
2901 | COMPUTER READABLE MEDIUM
PROCESSOR - ——
I /
9902 y
A 204"
MEMORY o
£ \\
9706 ! PORTABLE COMPUTER
N coMMuNIGTIONS |
INTERFACE SOFTWARE TOOLS
08—
F16.27

SUBSTITUTE SHEET (RULE 26)



INTERNATIONAL SEARCH REPORT

International application No.
PCT/US08/62116

A. CLASSIFICATION OF SUBJECT MATTER
IPC(8) - GOG6F 11/00 (2008.04)
USPC - 257/7

According to International Patent Classification (IPC) or to both national classification and IPC

B.  FIELDS SEARCHED

USPC - 257/7 327/105 327/107 327/156 327/157 330/133 330/258

Minimum documentation searched (classification system followed by classification symbols)
IPC(8) - GOBF 11/00, HO1L 29/00, HO3D 1/00, HO3F 1/02, HO3F 3/45, HO3F 3/72, HO3K 7/08 (2008.04)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Patbase

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.
X 167
- US 2007/0004372 A1 (ADAMS et al) 04 January 2007 (04.01.2007) entire document —————
Y 2486
Y US 2005/0037789 A1 (RHEE et al) 17 February 2005 (17.02.2005) entire document 2-4.6

I:I Further documents are listed in the continuation of Box C.

[

the priority date claimed

* Special categories of cited documents: “T"  later document published after the intemational filing date ordpriority
“A” document defining the general state of the art which is not considered date and not in conflict with the application but cited to understand
to be of particular relevance the principle or theory underlying the invention
“E” earlicr application or patent but published on or after the intemational X  document of particular relevance; the claimed invention cannot be
filing date considered novel or cannot be considered to involve an inventive
“L” document which may throw doubts on priority claim(s) or which is step when the document is taken alone
:l';:g;lor::;z?‘h(s;; ;h:c?g:g; ation date of another citation or other “Y” document of particular relevance; the claimed invention cannot be
'S 5P . . considercd to involve an inventive step when the document is
“Q" document referring to an oral disclosure, use, exhibition or other combined with one or more other such documents, such combination
means being obvious o a person skilled in the art
“P”  document published prior to the intemnational filing date but later than  « & document member of the same patent family

Date of the actual completion of the international search

07 July 2008

Date of mailing éf t%e ijijuit—im?ﬁﬁﬁh report

Name and mailing address of the ISA/US

Mail Stop PCT, Attn: ISA/US, Commissioner for Patents
P.O. Box 1450, Alexandria, Virginia 22313-1450

Facsimile No. 571-273-3201

Authorized officer:
Blaine R. Copenheaver

PCT Helpdesk: 571-272-4300
PCT OSP: §71-272-7774

Form PCT/ISA/210 (second sheet) (April 2005)




	Page 1 - front-page
	Page 2 - description
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - description
	Page 29 - description
	Page 30 - description
	Page 31 - description
	Page 32 - description
	Page 33 - description
	Page 34 - description
	Page 35 - description
	Page 36 - description
	Page 37 - description
	Page 38 - description
	Page 39 - description
	Page 40 - description
	Page 41 - description
	Page 42 - description
	Page 43 - description
	Page 44 - description
	Page 45 - description
	Page 46 - description
	Page 47 - description
	Page 48 - description
	Page 49 - description
	Page 50 - description
	Page 51 - description
	Page 52 - claims
	Page 53 - claims
	Page 54 - drawings
	Page 55 - drawings
	Page 56 - drawings
	Page 57 - drawings
	Page 58 - drawings
	Page 59 - drawings
	Page 60 - drawings
	Page 61 - drawings
	Page 62 - drawings
	Page 63 - drawings
	Page 64 - drawings
	Page 65 - drawings
	Page 66 - drawings
	Page 67 - drawings
	Page 68 - drawings
	Page 69 - drawings
	Page 70 - drawings
	Page 71 - drawings
	Page 72 - drawings
	Page 73 - drawings
	Page 74 - drawings
	Page 75 - drawings
	Page 76 - drawings
	Page 77 - drawings
	Page 78 - drawings
	Page 79 - drawings
	Page 80 - drawings
	Page 81 - drawings
	Page 82 - drawings
	Page 83 - drawings
	Page 84 - drawings
	Page 85 - drawings
	Page 86 - drawings
	Page 87 - drawings
	Page 88 - drawings
	Page 89 - drawings
	Page 90 - drawings
	Page 91 - drawings
	Page 92 - drawings
	Page 93 - drawings
	Page 94 - drawings
	Page 95 - drawings
	Page 96 - drawings
	Page 97 - drawings
	Page 98 - drawings
	Page 99 - drawings
	Page 100 - drawings
	Page 101 - wo-search-report

